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Abstract

The multi-hop wircless network has drawn  great deal of attention in the research
community. Within the long period after it was proposed, the routing and forwarding
operations in the multi-hop wireless network remain to be quite similar to those in the
‘multi-hop wired network or the Internet. However, all the data transmission over the
wireless medium in the wircless networks is by broadcasting in nature, which is dif-
forent from the Internet. Because of the broadcast nature, many opportunities based
on overhearing can be used to enhance the data transmission ability in wircless net-
work. ExOR is the first practical data forwarding scheme which tries to promote the
data transmission ability by utilizing the broadeast nature in wircless mesh networks,
and the opportunistic data forwarding becomes a well-known term given by EXOR to
name this kind of new data forwarding scheme. The basic idea in EXOR has trig-
gered a great deal of derivations. However, almost all these derivations are proposed.
for wircless mesh networks or require the positioning service to support opportunis-
tic data forwarding in the Mobile Ad-ho Networks (MANETS). In this thesis, we
propose a scries of solutions to implement opportunistic data forwarding in more gen-
eral MANET, which is called Cooperative Opportunistic Routing in Mobile Ad-hoc
Networks (CORMAN). CORMAN includes three following important components
First, a new light-eight proactive source routing scheme PSR is proposed 1o pro-

vide source routing information in MANETS for both opportunistic data forwarding




and traditional IP forwarding. Second, we analyze and evaluate the topology change
with mathematical model, and propose larye-scale live update to update routing in-
formation more quickly with no extra communication overhead. Third, we propose
the smallsale retransmission to utilize the broadcast nature one step further than
ExOR, and furthermore it helps us to enhance the efficiency and robustness of the
opportunistic data forwarding in MANETS. We run computer simulations in Network
Simulator 2 (ns-2), and the simulation resuls indicate that the proposed solutions
work well to support opportunistic data forwarding in MANETS. In particular, the
routing overhead in PSR is only a small fraction of that in OLSR (Optimized Link
State Routing), DSDV (Destination-Sequenced Distance Vector), and DSR (Dynamic
Source Routing). Meanwhile, PSR has higher TCP (Transmission Control Protocol)
throughput, much shorter packet end-to-end delay and delay variance than that in
the three baseline protocols. Furthermore, a particular evaluation for the small-scale
rotransmission indicates us such & retransmission scheme can provide us up to 15%
gains on the Packet Delivery Ratio (PDR) with UDP (User Datagram Protocol) data
flows. At last, when we compare CORMAN s a system to AODV, wo find the PDR
in CORMAN is up to 4 times of the PDR in AODV.
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Chapter 1

Introduction

1.1 Introduction

A mobile ad hoe network is a wircless communication network, where nodes that are
not within direct transmission range of cach other will require other nodes to forward
data. It can operate without existing infrastructure, supports mobile users, and falls

under 1

was originated from the nceds in battlefild communications, emergence operations,
scarch and rescue, and disaster relief operations. Later, it found civlian applications
such as community networks. A great deal of rescarch results have been published
since its carly days in the 1980’ [1]. The most salient rescarch challenges in this arca
include end-to-cnd data transfer, link access control, security, and providing support
for real-time multimedia streaming,

The network layer has received the most attention when working on mobile ad hoc
networks. As a result, abundant routing protocols in such a network with differing
objectives and for various specific needs have been proposed [2. In fact, the two

most important operations at the network layer, i.¢., data forwarding and routing,




are dis

 concepts. Data forwarding regulates how packets are taken from one link
and put on another. Routing determincs what path a data packet should follow from
the source node to the destination. The latter essentially provides the former with
control input.

Routing protocols in mobile ad hoe networks can be categorized using an array of
criteria. The most fundamental diffcrence among these is the timing of routing in-
formation exchange. On one hand, a protocol may require that nodes in the network
should maintain valid routes to ll destinations all the time. In this case, the protocol
is considered t0 be proactive, a.k.a. table driven. Examples of proactive routing proto-
cols include Destination-Sequenced Distance Vector (DSDV) (3] and Optimized Link
State Routing (OLSR) [4). On the other hand, if nodes in the network do not always
maintain routing information, when  node receives data from the upper layer for a
given destination, it must frst find out how to reach the destination. This approach
i called reactive, a.k.a. on demand. Dynamic Source Routing (DSR) (5] and Ad hoc
On Demand Distance Vector (AODV) (6] fall in this category.

Even though a great deal of efforts in routing in ad hoc networks, data forwarding, in

contrast, follows pretty much the same paradigm as in 1P forwarding in the Internet.
1P forwarding was originally designed for multi-hop wired networks, where one packet
transmission can only be received by nodes attached to the same cable. For the case
of modern Ethernet, an IP packet is transmitted at one end of the Ethernet cable and
received at the other. However, in wircless networks, when a packet is transmitted
over a physical channel, it can be detected by all other nodes within the transmission
range on that channcl. For the most part of the rescarch history, overhearing o

cket not intended gative,

ie., interference. Thus, the goal of rescarch in wircless networking was to make

wireless links as good as wired ones. Unfortunately, this ignores the inherent

ture




of broadeasting of wireless communication links. For mobile ad hoc networks to truly

succeed beyond labs and testbeds, we must tame and utilize its broadcasting nature

rather it. C toachicve
such a goal.

The concept of cooperative communication was initially put forward as by Cover
and EI Gamal [7] studying the information theoretic properties of relay channels
More rocent progress on this subject started to prolferate in the carly 2000's [5].
In cooperative communication at the physical layer, multiple nodes overhearing the
same packet may transmit it together as a virtual muliple-antenna transmitter. With
enhanced digital signal-processing capabilities on the receiver side, the packet is more
likely to be decoded. Yet, rescarch on cooperative commutation at the link layer and
above had been little until EXOR (Extreme Opportunistic Routing) [9]. ExOR is a
‘milestone picce of work in this arca and it s an clegant way to utilize the broadeasting
nature of wircles links to achiove cooperative communication at the link and network
Iayers of static multi-hop wircless networks, Therefore, in our rescarch, we further
extend the scenarios that the idea behind EXOR can be used, dubbed as Cooperative
Opportunisic Routing in Mobile Ad hoc Netuorks (CORMAN). Contributions of the
systematic solution proposed in this thesis are highlighted s follows.

« We have designed a lightweight proactive source routing protocol so that cach
node has complete knowledge of how to route data to all other nodes in the
network at any time. 1t has the same communication overhead as distance
vector algorithms but provides cach node with much more information about

the network structure,

o When a flow of data packets are forwarded towards their destination, the route.

information carried by them can be adjusted by intermediate forwarders. Fur-

thermore, as these packets are forwarded along the new route, such updated



information is propagated upstream rapidly without any additional overhead.

As a result, all upstream nodes learn about the new route at a rate much faster
than via periodic route exchanges.

« We take opportunistic data forward to another level by allowing nodes that are
not listed ns intermediate forwarders to retransmit data if they believe certain

packets arc missing.

1.2 Thesis Organization

‘We organized the thesis as follows. We will present the related work done by other
people in Chapter 11, Furthermore, based on the related work review, we will high-

light the motivations of our research and present the basic idea and the framework

in our system. In particular, there are three important components in the systern,
including proactive source routing (PSR), large-scale live update, and smalkscale re-
transmission. We will present the details of the three components mentioned above
separately in Chapter 111, Chapter IV, and Chapter V separately. We test the per-
formance of the proposed schemes by using the Network Simulator 2 (ns-2) and the
performance cvaluation will be presented in Chapter VI, We not only evaluate the
performance of CORMAN as an entire system but also evaluate the effectiveness of
PSR and smallscale retransmision in particular. The thesis s conchuded in Chapter

VI with discussions and an overview of the future work



Chapter 2

Related Work and Motivation

In this chapter, wo review recent work in two related fieds, We first review the
opportunistic data forwarding, including its ancestors and derivations, the related
math models built for it, and its efectivencss studics. We then review the importance
of rauting protocols, and hence we wil review some routing protocols i the second
part of this chapter. After the review of reated work we will ighlight the motivation

and introduce the framework in our rsearch
2.1 Recent Work Related to Opportunistic Data

Forwarding

This part provides an overview of opportunistic data forwarding in multi-hop wircless

de many trails

networks by explaining and comparing existed ones. They may i
for different coordinate protocols, metrics, network types and so on. The discussion in

this part is organized as follows, Section 2.1.1 will present the mechanisms used to re-

forwarding, and between

Scction 2.1.2 will list other derivations in opportunistic data forwarding, Section 2




will give a review on the question that when the opportunistic data forwarding can
get better performance than traditional 1P forwarding in multi-hop network. Sec-
tion 2.1.4 contains the mathematical models can help us to analyze the performance

of opportunistic data forwarding and how to maximize such performances.

2.1.1 Protocols Based on Opportunistic Data Forwarding

In recent years, proposed.

Many of them are significant in this arca. In this section, we present the challenges
in opportunistic data forwarding and how to address them. First, we need to know
where the advantages of opportunistic data forwarding comes from. Two most com-
mon scenarios that exist in wircless data transmission are shown in Figure 2.1 and

Figure 2.2 [9)

Figure 2.1: Topology and deliver probabilities as an cxample network

In Figure 2.1, the sourco node sre transmits a packet to the destination node dst.

By the topology and link delivery probabilities shown in the figure, we know the

probability that at least one intermediate node receives the data from sre is 1 -

(1~ 0.1)"™ which s greater than 10%, the probability of a particular one receives it




Furthermore, any intermediate node can go on forwarding the packet. It is one reason

why a better performance may be achieved in opportunistic data forwarding,

©OOOOO®

Figure 2.2: Best node can be used in opportunistic data forwarding

Figure 22 presents another possibility that one transmission may reach a node which
i eloser to the destination than the particular next hop in traditional IP forwarding.
Assume in traditional IP forwarding, next hop for a packet sent from A s B, and node
€ overhcars the packet by opportunity. In traditional approach, this is taken as the
interference on node C' and the overheard packet will be discarded. Meanwhile, node
B will transmit it to C again. What makes it worse is that if node B can not decode
the packet successfully and even though node €' could properly decode the packet
the benefit can not be utilized in P forwarding scheme, and the packet should be re-
transmitted again by node A until it is received by B, Opportunistic data forwarding
can postpone the decision to choose the best forwarder which may be far away from
the transmitter but receives the packet by a certain opportunity. Note that, some sit-

uations may dimi

ish the bencfits of opportunistic data forwarding because the next
hop s not determined and any node received the data could be an actual relay. Hence
the duplicated transmission from many intermediate nodes should be avoided. If the
cooperation protocol cannot guarantee that only one forwarder candidate will forward
the data, duplicated transmission would decrease the performance. Moreover, if the
coordination mechanism is quite resouree consuming, this protocol will be umusable.
Therefore, we believe that the coordination protocol, which serves opportunistic data

forwarding, is the key point. How to design a coordination protocol for forward can-

didates will be a dominant issue to make opportunistic data forwarding more cfficient




and more practical. As far as we know, two protocols for coordination introduced

below are significant for opportunistic data forwar

21

1 Multiple Handshake

Larsson [10] proposes  four-way handshake approach as the coordination protocol in
his Selection Diversity Forwarding (SDF). In SDF, if a node has a packet to trans-
i, it just broadcasts the packet to every neighbor. Then, every neighbor reccived
the packet, successfully will send back an Acknowlodgement (ACK) with their local
information to the transmitter. The transmitter makes a docision based on the ACKs
and sends a Forwarding Order (FO) to the best forwarder candidate. Once the sc-
lected relay node recives the FO, it will send the Forwarding Order ACK (FOA)
back to the transmitter and then proceed to data forwarding, This process continnies
until the final destination is reached. As a picce of pioncering work on opportunis-
tic data forwarding, Larsson has made a significant contribution. However, people

that the ACKs and FOA may

realize two problems exist in Larsson's work. One
be lost in the wircless environment, and the loss of cither one of them will lead to
unnecessary retransmissions. The other s that such a gossiping mechanism wastes a

Romer et

great deal of resources and introduce more delay. By this considerat

al.[11] explored the app to make tolerate
ACK loss and reduce the delay. Rozner et al. uses seloctive ACKs to address ACK
Josses and minimize uscloss retransmissions, and use piggybacked ACKs and ACK
compression to reduce ACK overhead. With selective ACKs, a single ACK loss will
not triggor retransmissions because subsoquent ACKS for later packets will guarantee.
thiat all packets have been received recently. In particular here, piggybacked ACKs
are constructed by including acknowledgement information to a data frame, and when

the packet is transmitted. The downstroam nodes and upstream transmitter should




docode the data and ACK information from such a packet separately. Another soh-
tion based on multiple-handshake s presented in Kurth et al.[12] It suggsts that a
lower data rate can be used to transmit ACKS to enhance their reliability, and it also
explores the transmitter diversity, which follows the same idea as roceiver diversity.
Naghshvar and Javidi [13] also use multiple-handshake to coordinate all forwarder
candidates. They propose a new metic, which is the backlogs from all downstream
links, to achieve a better performance. However, Naghshvar and Javidi assume that

the ACKs are loss free

2112 Route-Prioritized Contention

Route-prioritized contention is the other type of coordination protocols. In rote-
prioritized contention, all forwarding candidates will follow a given order to content
the wireless medium, and the best node that receives the packet should grab the
‘medium first, Therefore, the broadeast nature can be explored.

“This approach, as far as we know, is proposed by Biswas and Morris [9), called EXOR
ExOR is a milestone for the opportunistic data forwarding because of the following
three reasons. 1) ExOR uses piggybacked ACK to tell the lower priority nodes that
the packet has been forwarded by higher priority nodes. 2) The overhead in ExOR is
‘small which only contains the ExOR header and the metric updating information. 3)
Although it can not completely avoid duplications, it can avoid it in a high degrec.
Now, we try to explain this coordinate protocol in detail. The header of EOR is
shown in Figure 23. In the figure, Ver, HdrLen, PayloadLen, Checksum and Payload

are selfexplanatory. In particular, to enhance the cfficiency, EXOR delivers packets

by batch, and each batch contains numbers of packets. The quantity of batches is
rocorded by the BafchS: in the header, so the BatchSz of every packet in the same

batch should be identical. The data transmission is based on batch, which means the



oot ener
Ve Jrren| Paosdon

Batch D
T

Fuaiesin | Forarderm

Forwarde

Batch ap

Checksum
Paylosd.

Figure 2.3: EXOR header

source will flush al packets in the same batch into the network. Once all packets in the
same batch are reccived by the destination (in EXOR, when the destination received
aver 909% of the total packets in the same bateh), next batch should be transmitted
Tho Batch 1D in the header identifcs which batch the current packet belongs to, and
the PktNum is the index of the packet in the current batch. Foruarder List contains
the forwarder candidates which are sclccted and sorted by souree node when a batch
i constructed. As a result, the Foruarder List should keep the same for all packets in
one bateh. 1f a node contained in the forwarder it overhears a packet and the node's
priority is higher than the transmitter's, the packet should be buffered in the node, In
the forwarding step, to make a higher priority node send buffered packets first, waiting
time is caleulated by every node based on the its position in the Foruarder List. The
time may be updated by the Transmission Tracker, which records the transmit rate
and the quantity of packets that need transmit from current transmitter, To support
the caleulation, the FragNum and FragS: are added to the header, Here, a Fragment

18 sorios packets heard by the node with 1D ForuarderNum. FragS: is the quantity



n

of packets that the current node should transmit when its turn comes, and FragNum
i the index of this packet in current Fragment. When a node reccives a packets for
first time, the Batch Map maintained by the node should be updated. For every
packet, the highest priority forwarder that has received it should be recorded in the
Batch Map. A copy of this Batch Map, which is maintained on the node, will be
added to the header of the packet to be transmitted. Hence, when lower priority
nodes overhear a packet from a higher priority node, they wil continue to merge the
Batch Map maintained by themsclves. At the same time, they will look up the Batch
1D and PitNum in their buffers, and once a same packet is found, the transmission
of this packet would be canceled. By looking up the Batch Map, many duplications
can be avoided.  All necessary information for coordinating forwarder candidates is
integrated in the EXOR header, thus no time is wasted for gossiping between nodes
Many papers are published after ExOR, such as Zeng et al. [14], Yang et al. [13],
Zhong et al.[16], and they use nearly the same coordinate protocol to make trails
on other directions. However, EXOR has its disadvantage. Because the forwarding
timer is always initilized according to the node’s priority in the Forvarder List,
the nodes far from destination will always wait for a long time. It quite constrains

us from exploring the spatial reuse in the multi-hop network. Furthermore, EXOR

s quite suitable for unicast, but in multicast, it may not perform well as observed
by Chachulski ef al. [17]. At last, piggybacked ACKs may be lost, so duplicated
transmission may happen.

It worthy to mention that Chachulski et a. [17] proposes MORE (Mac-independent,
opportunistic routing) which is an opportunistic forwarding approach with spatial
reuse, and it also belongs to Route-Prioritized Contention scope. As far as we know,
it i the first paper that uses network coding to realize opportunistic data forwarding.

Its motivation of using network coding is that it wants to explore the spatial reuse in
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ExOR and without duplicated transmission. Recall tat, in EXOR the Forwarder List
s generated by the source node, and the nodes which are far from the destination will
wait for a long time, even though some of these nodes can transmit (or receive) some
packets to (or from) some other nodes without much interference on the forwarding
taking place far away. The reason why EXOR cannot operate like a pipeline is that

for cach packet we cannot tell how far it has already been transmitted in last hop. To

& without y data transmission,
the network coding is used by Chachulski

In MORE, some predefined number of packets compose a batch as that in EXOR. All
packets in the same batch will be cncoded by lincar network coding before sending
out from source node. The source node will caleulate a sorted Forwarder List by the
routing metric of expeeted transmission count (ETX) (18], which is also quite similar
to ExOR. When a node in the Foruarder List receives  packet of a batch, and if
this packet is linearly independent from all received packets in the same batch, the
packet should be forwarded. The exact time to forward the packet depends on two
factors: one is the position of the forwarder in the Forwander List, and the other
factor depends on the 802,11 MAC. The difference from ExOR is the time used to
wait for transmission can be shortened, where if the timer expires and the medium s

froe, the linear encoded packet can be transmitted.

2.1.2  Other Variants of Opportunistic Forwarding

Besides protocol for oppe forwardi
several work makes many other trials by changing the network types, metrics, or com-

bining with other technologies to help opportunistic data forwarding make decisions.



2.1.2.1 Network Types

Multi-hop wircless networks s like a family which is composed by mesh networks,
‘mobile ad-hoe networks, sensor networks, and vehicular networks. Each of them
can borrow the idea of opportunistic data forwarding from mesh networks to promote:
theirs performance. By following this way, Ma et al. 19] uscs opportunisti orwarding
in sensor networks to enhance the probability that a data packet is forwarded suc-
cossfully. Henee, more sensor nodes can keep in the skeep mode for a longer time to

save energy without influcncing the performance. Vehicular networks can also explore

the benefits of opportunistic data forwarding, and usually they use the positioning

service to get the topology of the vehicular networks and select the best forwarder by

the perspective of distance, like in Leontiadis and Mascolo [20]

2122 Metrics

In ExOR, ETX is uscd as the metric to evaluate which candidate is better. However,
numbers of metics have been proposed recently, such as distance, expected any-path

« fons, and backlog.

forwarding b t0be calculated by posi has been
shown to have relatively good performance in Leontiadis and Mascolo [20], Yang et
al. [15]. Expected any-path transmissions (EAX) is proposed in Zhong et al. [16],
‘which equals to the expected mumber of transmissions required to deliver a packet to

its destination under the perspective of opportunistic forwarding.

2..2.3 Network Coding Based Opportunistic Forwarding

Network Coding based opportunistic data forwarding has been mentioned in the pre-
vious scction, which usually uses the linear network coding method to encode the

received or original packets in a serics of random linear combinations. The explo-




u

ration on this includes Chachulski et . [17], Radunovié et al. 21, and Koutsonikolas
et al. [22). The coordination protocols will not work so aggressively in ExOR. Usui-
ally ACKS should be sent. back when the destination receives enough information to
decode all packet in the batch, and the source node will stop sending packets or go

on sending the packets in next bateh when the ACK for current batch is reccived.

2.

4 Position Based Opportunistic Forwarding

Position based opportunistic forwarding is cxplored in Yan et al. [15]. The metric is

the distance from any forward candidates to the final destination, and the coordinate

protocol that in EXOR. Th

will aceess the medium earlier to forward buffered packets.

2.1.3  Scenarios Suitable for Opportunistic Forwarding

In the previous scctions, we have prescnted the advantages of opportunistic data
forwarding and the challenges in it. Tn work done by Shah et al. 23] and Kim et
al.[24], they make & comparison between traditional IP forwarding and opportunistic
data forwarding. They belicve the opportunistic data forwarding is suitable for the
nctworks whose mobility is not high, and the higher the node density, the better the
performance that can be achieved. The reasons to explain this is that, if the mobility is
high, the forwarder candidates cannot always keep in communication range with cach
other, so a packet may be transmitted by two or more forwarders for several times,

The duplication becomes the most important reason that decreases the benefits we get

i forvarding, b arding

will be marginal or even negative because the coordination overhead always exists in

coordination protocols.
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2.1.4 Modeling for Oj isti ing

Many performance analysis and optimization work made their contributions in the
study of opportunistic data forwarding as well. These work is categorized in two
directions. One is building models to analyze opportunistic data forwarding, and
the other is using existing models to enhance the performance in opportunistic data.

forwarding.

21.4.1 Performance Optimization

No matter what kind of data transmission protocols people choose to use, they want
t0 optimize the network performance. Morcover, if a boundary of performance can be
proved, it will be quite useful. Radunovié et al. [21] and Zeng et al. [25] make their
contributions on the performance optimizations. In opportunistic data forwarding,
many forwarder candidates can overhear the same packet, but different forwarding
decision will afect the performance significantly. Hence, Radunovic et al. uses an
optimal flow-decision to maximize the links' utlity of the whole network. A compre-
hensive model built by Radunovié et al. gives s the relationship between the links'
utility and flow-decision-set. To maximize the utility, Radunovic et al. handle the
optimization problem with two steps. First, the transport credits i proposed and it
is used to denote the quantity of packets that have been sent out. Second, for cach
possible flow on each node, Radunovic studies the relationship between the flow's
transport credits and a threc-tuple composed by scheduling strategy, power control
and transmit rate control. Hence, the transport credits for a particular node can be
presented by the three-tuple, so the summation of all nodes’ transport credits in the
network can be related with the threc-tuple as well. When we take the threc-tuple
s the varying variable, the optimized network utilty would be achicved by selecting

the tuples that give us the maximum value of transport credits.
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In the work by Zeng ct ., they use * Transmitter Conflict Graph” rather than *Link
Conflict Graph” to find what are the lower and upper bounds throughput in the op-
‘portunistic forwarding based multi-hop wireless networks. Three important concepts

etal. [25]. (CTS), Con-
servative CTS (CCTS), and Greedy CTS (GCTS). CTS is self-cxplained, and CCTS
is one extreme case in CTS that all links associated with any node in the CCTS can

be used simultancously. GCTS is another case in CTS that at least one link of any
node in the node set can be used concurrently. Hence, the lower bound and the upper
bound can be caleulated in GCTS and CCTS scparately. The lower bound can be
calculated in protocol model with lincar programming and the upper bound can be
figured out in the physical model because of the fact that SNR will decrease when

more concurrent links are used.

21.4.2 Modeling from Markov Process and Game Theory

26] done by Cerda-Alabern et al. and [27] done by Lu et al. are two typical work
based on the Markov Process. The idea relies on the packet received probability
between every node pair in a network can be estimated, cither by radio’s propagation

model or by exchanging the probe messages periodically. Moreover, in opportunistic

forwarding, the node with the smallest metric should forward the data first, so we

can statistically predict the performance for different metrics, such as hop count,

transmission count and even energy consumption. In Lu et al. 27, the Markov
Process is constructed with the states which are the combinations of diferent events,
‘and the probability distribution of the ETX for a node to deliver a packet is proposed.
However, in Cerd-Alabern et al. [26], they just use the forwarder candidates to be
the states in Markov Process. The roceive probabilty between every pair of nodes is

estimated by radio propagation model. Therefore, the expectations of hop count and




throughput could be found.

Game Theory is used in Wu et al. 28], and the purpose of their work is to try to build
a mechanism by which the rewards and punishments are given to every node to make
them be honest to announce its link quality and help other nodes to forward packets.
The reason to do such work is that nodes in opportunistic forwarding may be selfish,
and such a behavior is unfair for other node and degrades the total performance. In
Wa et al. [28], they use Strict Dominant Strategy Equilibrium to design a mechanism
in which nodes will got theirs benefit most if and only if they keep honest to report

link quality and do their best to forward packets for others.

2.2 Routing Algorithms Review for Opportunistic
Data Forwarding in MANETSs

In this section, we will briefly review the existing routing protocols. The routing pro-
tocol is important for our CORMAN because we want to utilize the Route-Prioritized
Contention (Section 2.1.1.2) approach to cquip Mobile Ad-hoc Networks (MANETS)
the ability of opportunistic data forwarding. This thesis aims to present the COR-
MAN, & serics of solutions of opportunistic data forwarding in MANETS, so we need
to investigate that whether the existing routing protocols could support opportunistic

data forwarding and how they perform if they could.

2.2.1 Timing Strategy in Routing Protocols

Basically, routing protocols in mobile ad hoc networks can be catcgorized using an
array of criteria. The most fundamental among these is the timing of routing infor-
‘mation exchange. On one hand, a protocol may require that nodes in the network

should maintain valid routes to all destinations all the time. In this case, the protocol
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s considered to be proactive, ak.a. table driven. Examples of proactive routing proto-
cols include Destination-Sequenced Distance Vector (DSDV) (3] and Optimized Link
State Routing (OLSR) (4] On the other hand, if nodes in the network do not always
‘maintain routing information, when a node receives data from the upper layer for
given destination, it must first find out how to reach the destination. This approach
i called reactive, a.k.a. on demand. Dynamic Source Routing (DSR) (5] and Ad hoc
On Demand Distance Vector (AODV) (6] fall in this category.

2.2.2 Two Basic Algorithms — Link State and Distance Vec-
tor

These well-known routing schemes can also be categorized by their fundamental al-
gorithms. The most important types of algorithms in routing protocols are Distance
Vector (DV) and Link State (LS) algorithms. In LS, every node will share its best
Knowledge of links with other nodes in the network, so nodes can reconstruct the
topology of the entire network locally, ¢.g., OLSR. In DV, a node only provides its
neighbors the cost to cvery given destination; so nodes know the costs to a given
destination via different neighbors as the next hop, .g., DSDV and AODV. DSR s
an carly source routing protocol in MANETS. In DSR, when a node has data for
destination node, a route request is flooded to all nodes in the network. An interme-
diate node which has received the request adds itself in the request and rebroadcasts
it. When the destination node reccives the request, it transmits a route reply packet
to send the discovered route back to the source node via the route in request packet

reversely, and the source node will use the discovered route in data transmission.
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2.2.3 Tree Based Routing Protocols Derived from the Inter-
net

As the scalability of the Internet also suffers from the overhead problem, many

lightweight routing protocols have been proposed for the Internet. In the pioncering

work, which i done by Garcia-Luna-Aceves and Murthy [29], a new routing algorithm
called Loopree Path-finding Algorithm (LPA) is proposed based on path-finding al-
gorithm (PFA). To avoid loops, LPA proposed a Feasibility Condition (FC). The FC
can effectively avoid the temporary loop but it may overkill some possible valid path
in the network. Auother picce of work, which is done by Behrens and Garcia-Luna-
Aceves [30], a new routing algorithm called Link Vector (LV) algorithm is proposed.
In LV, the basic clement in the update messago contains the destination, the precur-
sor to destination, the cost betwoen them, and a sequence mumber to avoid loops.
LV i different from LS, because in LS, an updater sends all the link information it
Knows by flooding, but in LSA, an updater only send the information of inks which
are preforred to use. So the node in LV can only construct a partial topology of the
entire network. A recent work done by Levchenko et al. 31] called approzimate fink
state (XL) conclusively summarize the LV and PFA in a nutshell. It uses soundness
and completeness to define the correctness of the routing protocols and uses stretch
to cvaluate the optimality. XL also uses lazy update concept to further decrease the

overhcad. So, in XL, node sends update message that only contains the changed links

which arc on the only way that must be passed to a given destination, or the updated
link can improve the cost to a destination node by a given parameter.

Similar attempts to reduce wireless routing overhead have been made during the de-
velopment listed above. Murthy and Garcia-Luna-Aceves proposed Wireless Routing

Protocol (WRP) [32], which utilizes the basic idea of PFA within wircless networks.
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Every node in WRP has a tree structure for the network, and every time the node

ifferential update. However, WRP

only send out the routing update message by
requires the receiver of an update message transmit the ACK. Such requirment intro-
duces more overhead, consumes more channel resources, but it may not improve the

performance dramatically. Furthermore, WRP uses RouterDeadinterval to detect the

loss of neighbors which may adversely affect the response time of topology change,
considering only one route is maintained in the tree structure. An extensional method
based on WRP s Source Tree Adaptive Routing (STAR) [33], which is proposed by
Garcia-Luna-Aceves and Spohn. In STAR, every node maintains a tree structure for
the network, and adopts a tree update strategy that s neither proactive nor reactive.
Instead, it uses a lzy approach, where update message will only be transmitted when

the local tree structure is considered sufficiently inferior 10 the original optimum,

2.2.4 Suitability of Existing Routing Protocols for Oppor-
tunistic Data Forwarding in MANETs

In fact, none of previous listed protocols can ideally support opportunistic data for-
wading in MANETS. In pasticular, AODV (6], DSDV (3], and other DV-based routing
algorithms were not designed for source routing; so they may not suitable for oppor-
tunistic data forwarding. The reason is that every node in these protocols only knows
the next hop to reach a given destination node but not the complete path. OLSR (4]
and other LS-based routing protocols could support source routing but their overhead
i stillfirly high for the load-scnsitive MANETs. DS, together with its derivations,
such as 34], [35] and [36], are not suitable because they have long bootstrap de-
lay and are therefore not efficacious for frequent data exchange. Furthermore, the
reactive routing protocols wil inject to0 many route request packets in the mobile

networks, especially when there are a large number of data sources. Morcover, the
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route reply message may be lost since it is sent based on IP forwarding via recorded

route reversely, 5o reactive routing schemes suffer from even more unpredictable de-

lay in data transmission. The WRP [32) and STAR [33], the carly attemps to port

the routing capabilties n link state routing protocols to MANET, are built on the

framework of PFA for cach node to use a tree for loop-free routing. Although WRP is

an innovative exploration in the rescarch on MANETS and STAR uses “lazy” routing
strategy to reduce topology update burden, they have a very high operation overhead
due to the routing procedures are triggered by the event of topology changes, which
introduce a great deal of information exchanged and stored by the nodes. Our inten-

tion was to include WRP in our experimental comparison later in this thesis, and we

have implemented WRP in ns2. Unfortunately, our preliminary tests indicate that
its communication overhead s at least an order of magnitude higher than the other
main-stream protocols.

In a nutshel, design o new light-weight proactive source routing protocol is a very

important component to develop opportunistic data forwarding in MANETS.

2.3 Motivation and Framework

When we review the related work we can see that a systematic solution 10 cquip
MANETS the ability of opportunistic data forwarding is required. Hence, in our

rescarch, we propose CORMAN (Cooperative Opportunistic Routing in Mobile Ad-

hoc Networks) as a network layer solution to implement forward

in MANETS. Its node coordination mechanism is largely in line with that of EXOR
and it is an extension to EXOR in order to accommodate node mobility. Here, we.
first highlight our objectives and challenges to achiove them. Later in this section,

we provide u general description of CORMAN. The details of the major components
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of CORMAN will be presented in Chapter 111 (proactive source routing), Chapter IV

(large-scale live update), and Chapter V' (small-scale retransmission).

2.3.1 Objectives and Challenges

CORMAN has two objectives: 1) to broaden the applicability of EXOR to mobile
multichop wireless networks without relying on external information sources, such
s node positions; 2) to incur a smaller overhead than EXOR by including shorter
forwarder lists in data packets

The following challenges are thus encountred.
1. Overhead in route calculation — CORMAN relies on the assumption that every
source node has complete knowledge of how to forward data packets to any node.

in the network at any time. This calls for a proactive source routing protocol.

Li such as OLSR necds but it »
in torms of communication costs. Thercfore, we need a lightweight solution to

reduce the overhead in route calculation.

2. Forwarder list adaptation — When the forward list is constructed and installed
in a data packet, the source node has updated knowledge of the network struc-
ture within its proximity but its knowledge about further arcas of the network
can be obsolete due to node mobility. This becomes worse as the data packet
i forwarded towards the destination node. To address this issue, intermediate
nodes should have the ability to update the forwarder list adaptively with their

new knowledge when forwarding data packets.

3. Robustness against link quality variation — Wh

o i dyns

ment, @ mobile ad hoe network must inevitably face drastic link quality fluctu-

ation. A short forwarder list carried by data packets implics that they tend to
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take long and possibly weak links. For opportunistic data. transfer, this could

be problematic since the list may not contain enough redundancy in selecting

‘This should additional overhead.

2.3.2 CORMAN Fundamentals

CORMAN forwards data in a similar batch-operated fashion as EXOR. A flow of
data packets are

ided into batches. All packets in the same batch carry the same
forwarder list when they leave the source node. To support CORMAN, we have an
underlying routing protocol, Proactive Source Routing (PSR), which provides each
node the complete routing information to all other nodes in the network. Thus, the

forwarder list contains the identities of the nodes on the path from the source node to

in the network, the nodes listed
‘modify the forwarder list if any changes have been obscrved in the network topology.
“This i referred to as large-scale live update in our work. In addition, we also allow
some other nodes that are not listed as forwarders to retransmit data if this turns
out to be helpful, referred to as small-scale retransmission. Note that CORMAN is
 completely network layer solution and can be built upon off-the-shelf IEEE 802,11
networking products without any modification.
Therefore, the design of CORMAN has the following three modules. Each module
answers to one of the challenges stated previously.
1. Proactive source routing — PSR runs in the background so that nodes period-
ically exchange network structurc information. It converges after the number
of iterations cqual to the network diameter. At this point, cach node has a
spanning tree of the network indicate the shortest paths to all other nodes. The
amount of information broadcast by cach node in an iteration is O(n), where

n is the number of nodes in the network. Such an overhead is the same as
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distance vector algorithms and much smaller than that in link state algorithms.
Technically, PSR can be used without CORMAN to support conventional IP

forwarding,

. Large-seale live update — When data packets are received by and stored at a

forwarding node, the node may have a diffeent view of how to forward t
the destination from the forwarder list carricd by the packets. Since this node is
closer to the destination than the source node, such discrepancy usually means
that the forwarding node has more updated routing information. In this case,
the forwarding node updates the part of the forwarder list in the packets from
this point on towards the destination according o its own knowledge. When
the packets with this updated forwarder lst are broadcast by the forwarder, the
update of network topology change propagates back to the upstrcam neighbor.
The neighbor incorporates the change to the packets in ts cache. When these
cached packets are broadeast later, the update is further propagated towards
the source node. Such an update procedure is significantly faster than the rate

at which  proactive routing protocol disscminates routing information,

Smallscale retransmission — A short forwarder list forces packets to be for-
warded over long, and possibly weak, links. To increase the relability of data
forwarding between two listed forwarders, CORMAN allows nodes that are not
on the forwarder list but are situated between these two listed forwarders to
retransmit data. packets if the downstream forwarder has not reccived these
packets successfully. Since there may be multiple such nodes between a given

pair of listed forwarders, CORMAN coord)

them extremely cfficiently.




2.4 Summary

In this chapter, we first review the related work in two fields: one is how to utilze
the broadeast nature in wircless networks, including the protocols proposed by other
people, important performance modelings, and the analysis of the cffectivencss of
opportunistic data forwarding; the other field is about the routing schemes, and we
review them within proactive and reactive categories and introduce the three basic
concepts behind them — the link state, distance vector, and tree based routing. Based
on the review work, we highlight the motivation of our research s to implement the
opportunistic data forwarding in MANETS, and to cquip MANETS the abilty to
utilize broadcast nature in data transmission. In the final part of this chapter, we put

forward the challenges in the system and propose the basic ideas of our solutions.




Chapter 3
Proactive Source Routing — PSR

Before describing the details of PSR, we will fist review some graph theoretic terms
used here. Let us model the network as an undirected graph G = (V, E), where V
is the set of nodes (or vertices) in the network and E is the set of wireless links (or
edges). Two nodes u and v are connected by an edge e = (u,v) € £ if they are close
o cach other and can communicate dircctly with a given reliability. Given a node v,
we se N(v) to denote its open neighborhood , i.c., {u € V|(u,v) € E}. Similarly, we
use Nu] to denote its closed neighborhood, i.c., N(v) U {u}. In general, for a node
v, we use Ni(v) (1> 1) to denote the distance-{ open neighborhood of v, i.c., the set
of nodes that are exactly £ hops away from v. Similarly, Nife] (1 2 1) denotes the
distance-I closed neighborhood of v, .c., the set of nodes that are within I hops of v.

As special cases, Ny[u] = Nlo], Ny(v) = N(v), Nolu] i v itself, and No(v) = 0. Also

s a convention in graph theory, for any § C V, we use (S) to denote the subgraph
induced by S, ic., (S)

e rescarch fndings from CORMAN entiely have been published o IEEE Journal in Selected
Areas in Communications (37

(S.E), where E' s the sct of edges where cach clement

IEEE GLOBE-
COM'L 58] und IEEE Bommoniccion Locer 9
s last improvement has been submitted to IEEE INFOCOM'12 0]
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has both cndpoints in S. The readers are suggested to refer to the monograph of

West [41] for other graph theorctic notions and other details

3.1 Design of PSR

Essentially, PSR provides every node with a Breadth First Spanning Tree (BFST)
of the entire network rooted at itself. To do that, nodes periodically broadcast the
tree structure to its best knowledge in cach iteration. Based on the information
collected from neighbors during the most recent iteration, a node can expand and
refresh its knowledge about the network topology by constructing a deeper and more

rocent, BFST. This knowledge will be distributed to its neighbors in the next round

of operation (Section 3.1.1). On the other hand, when a neighbor is decmed lost, a
procedure is triggered to remove its relevant information from the topology repository

maintained by the detecting node (Scetion 3.1.2). Intuitively, PSR has about the same

communication overhead as distance-vector-based protocols. We go an extra mile to
reduce the communication overhead incurred by PSR’s routing agent. Details about

such overhead reduction will be discussed in Section 3.1.3.

3.1.1 Route Update

Due to its prosctive nature, the update operation of PSR is iterative and distributed
among all nodes in the network. At the beginning, a node v is only aware of the
existence of itsel, so there is only a single node in its BEST, which is the root node .
By exchanging the BFSTS with the neighbors, it is able to construct a BFST within

N[u], i.c., the star graph centered at v, denoted by S,

iteration, p "

From the perspeetive of node v, towards the end of cach operation interval, it has
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received a sct of routing messages from its neighbors packaging the BFSTs. Note
that, in fact, more nodes may be situated within the transmission range of v, but
their periodic updates were not reccived by v duc to, say, bad channel conditions.
After all, the definition of a ncighbor in MANETS is a fickle one. (We have more
details on how we handle lost neighbors subsequently.) Node v incorporates the most
recent information from cach neighbor to update its own BFST. It then broadcasts
this tree to its neighbors at the end of the period. Formally, v has reccived the BFSTs
from some of ts neighbors. Including those from whom v has received updates in
recent previous iterations, node v has a BFST, denoted T, cached for each neighbor

u € N(v). Node v constructs a union graph
G=5U U (T-v). 1)
e

Here, we use T~ z to denote the operation of removing the subtree of T rooted at
node . As special cascs, T~z = T if 2 is not in T and T~z = 0 if z is the root
of 7. Then, node v caleulates a BFST of G, denoted T, and places T, in a routing
packet to broadeast to its neighbors.

In fact, in our implementation, the above update of the BFST happens multiple times
within a single update interval so that a node can incorporate new route information
o its knowledge base more quickly. To the extreme, T, is modified every time a
new tree s received from a neighbor. Apparently, this is a trade-off between the
routing agent’s adaptivity to network changes and computational cost. Here, we
choose routing adaptivity as a higher priority assuming that the nodes are becoming
increasingly powerful in packet processing, Nevertheless, this does not increase the
communication overhead at all because one routing message s always sent per update

interval
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Assume that the network diameter, i.¢., the maximum pairwise distance, is D hops.
After D iterations of operation, each node in the network has constructed a BFST
of the entire network rooted at itsclf. This information can be used for any source
routing protocol. The amount of information that each node broadcasts in an iteration

is bounded by O(|V) and the algorithm converges in at most D iterations,

3.1.2 Neighborhood Trimming

The periodically broadcast routing messages in PSR also double as “Hello" messages
for a node to identify which other nodes are its neighbors. When a neighbor is deemed
lost, its contribution to the network connectivity should be removed, called “ncighbor
trimming”. Consider node v, the neighbor trimming procedure is triggered at v about

neighbor u when

« 1o routing update or data packet has been received from this neighbor for

siven period oftme, o

+ a data transmission to node u has fid as reportod by the link laye
Node v responds by

1. fiot updating N(0) with N(e) - (u}

2. next constructing the union graph with the information of u removed

Uy mu-v), (32)
wei)

3. and then computing the BFST 7,

Notice that T, thus caleulated is not broadcast immediately to avoid excessive mes-

saging. With this updated BFST at v, it is able to avoid sending data packets via
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lost neighbors. Thus, multiple such neighbor trimming procedures may be triggered

within one period.

3.1.3 Streamlined Differential Update

In addition to dubbing route updates as hello messages in PSR, we interleave the “full
dump” routing messages as stated previously with *differential updates”. The basic
idea is to send the full update messages less frequently than shorter messages con-
taining the difference between the current and previous knowledge of a node’s routing

module. Both the benefit of such an approach and how to balance between these two.

types of messages in carlicr p & protocols.
In this work, we further streamline the routing update in two new avenues. First,

We use a compact tree representation in full-dump and differential update messages
10 halve the size of these messages. Second, every node attempts fo maintain a *sta-
ble” BEST as the network changes so that the differential update messages are even
shorter.

o Compact tree representation — For the full dump messages, our goal is to
broadeast the BFST information stored at a node o its neighbors in a short
packet. To do that, we first convert the general ooted tree into a binary trce
of the same size, say s nodes. Then we serialize the binary tree using a bit
sequence of 34 s bits, where the IPvA (Internet Protocol version 4) is assumed.

Specifically, we scan the binary tree layer by layer, When processing a node, we,

first include its 1P address in the sequence. In addition, we append two more
bits to indicate if it has the left and/or right child. For example, the binary
tree in Figure 3.1 s represented as A10B11C11D10E00F00G11HO0T00. As such,
the size of the update message is a bit over half compared to the traditional

‘approach, where the message contains a discrete set of edges.




Figare 3.1: Binary Tree

‘The difference betwoen two BFSTS can be represented by the set of nodes who
have changed parents, which are essentiall a set of edges conneeting to the new
parents. We observe that these edges are often clustered in groups. That is
many of them form  sizeable tree subgraph of the network. Similar to the case
of full dump, rather than using a sct of loose edges, we use a tree to package
the edges conneeted to each other. As a result, a differential update message

usually contains a fow small trecs, and its size is noticeably shorter.

Stable BEST — The size of a differential update is determined by how many
edges it includes. Since there can be a large mumber of BFSTS rooted at a given
node of the same graph, we need to alter the BFST maintained by a node as little
as possible when changes are detected. To do that, we modify the computation
described carlier in this section such that a small portion of the tree needs to
change cither when a neighbor is lost or when it reports a new trec

Consider node v and its BFST T,. When it receives an update from neighbor ,

denoted by T, it first T, rooted at u. Then it t

the edges of T, for a new BFST. Note that the BFST of (T,

w)UT, may not

contain all necessary edges for v to reach every other node. Therefore, we still



need to construct the union graph
T-wu Y T-v), ©3)
e

before calculating its BFST. To minimize the alteration of the tree, we add one.

edge of (T, — v) to (T, — ) at a time. During this process, when there is a tie,
we always try to add edges that were originally removed from 7.

‘When node v thinks that a neighbor u is lost, it deletes the edge (1, v) but still
utilizes the network structure information contributed by u earlier. That is,
even if it has moved away from v, node u may still be within the range of one

of v's neighbors. As such, T, should be updated to a BFST of
(T-wu(h-v)u U (Tu-v) (34)
ekl

Note that, since N(v) no longer contains u, we need to explicitly put it back
into the equation. Similarly in this case, edges of (T, = v) UlUyen) (T = v) are
added to (T, — u) one at a time, with those just removed because of u taking

priority.

3.2 Implementation

As the implomentation contains a grcat deal of algorithms, here we can only introduce
some important oncs. Before looking at the algorithms, we summarize the notations

we used for these algorithms in Table 3.1



Table 3.1: Notations in algorithms

Notation _| Explanation
Pop the top of stack and store to ¢, v s optional
Push v on the top of stack
Gt an clement from FIFO queue and keep in optional v
Put v into queue in FIFO manner
Get the root node of
The left/right brother node of n
node with same ID of n from tree T

Create a spanning/bianry tree node or linear element of n
Add a new node n as a child of n? in T
Update n as the new parent of n‘ n tree 7
Hopefom ode s e rot e atse T
The 2 child of node 7 in spanning tree
e It rght chid of node i bisry tre

e parent of node n
The left tag of a linear clement ¢
The right tag of a lincar clement ¢
append an element ¢ at the end of an armay

3.2.1 Routing and Neighborhood Update Algorithm

we take the

routing update as an example to introduce their implementation. The Formula 3.3
theoretically provide us how to implement routing update algorithm. However, dircct

high slgori id what worse s that, according to

the procedure in Formula 3.3, every time a node v reccives an update from ncighbor

k. we have to chock every node in subtrees T, — v (w € N(v)). That is a time

consuming job in both reality and simulation. In fact, from Section 3.1.1 we can sce

that the shorter path is always sclected, and if two pathes with same hops are found
in the union graph, we always keep the original one. Hence in our implementation,
we look up every node in trees T, ~ v ( € N(v) from the BFST being constructed.
If a duplicated node is found and the new discovered path is shorter, the parent of

the node should be changed. Thercfore, the incorporating work for every subtree




T~ v (w € N(v)) can be finished by Algorithm 3.1

weENE) T

Algorithm 3.1 Tncorporate 7,
o

“ack
07, s il then
i stack s ot il then
stack 1 15 stack b By(n,)
else
retum;
end it
elso
7 = L (o

stack f ;<= L, (n
end if
i s null then
7§ = Gy, ), A ()
elso i Hir, () > Hir, -1 (1) + 1 then
Urlone)
preird s,
8 1, i leaf node then
,:m & oull
" acky Culn,)
end if

end if
end loop.

The routing update for neighbor u; would be finished if we run the Algorithm 3.1

for all subtrees in the last parameter of Formula 3.3. Hence the implementation of

neighborhood update would be finished by the same way, and the only difference is

the initial 7;



3.2.2  Algorithms for ion of Tree

In general, each node maintains the topology by BFST as we introduced before, which
is quite suitable to provide a route t0 a destination node. When a routing update

packet is needed, either the

atire spanning tree in a full dump update or the forest
in a differential update should be presented in lincar form. In fact, a single tree can
be taken as a forest with one member. As we discussed before, we first convert a
spanning forest to a binary forest, and then convert the binary forest into its lincar
form. When a node reccives the update, receiver should restore the binary form of a
lincar expression and then transform the binary forest to spanning forcst. Depending
on which kind of update is in used, we can choose how to deal with the spanning
forest. If the update is a full dump one, there must be only one tree in the spanning
forest, and we direct replace the original BFST cached for such neighbor by the new
one. Otherwise, wo should update the original BFST according to the spanning forest
as introduced in Section 3.2.3. In this part we only talk about the algorithms related

with the transformation of tree structures. In a nutshell,

ave five algorithms to

help us finish all these work
 Algorithm to convert spanning tree to binary tree — Algorithm 3.2
« Algorithm to convert binary tree to spanning tree — Algorithm 3.3,
o Algorithm to convert binary tree to lincar-trec — Algorithm 3.4,
‘o Algorithm to convert linear-tree to binary tree — Algorithm 3.5,

 Last one is the ancillary algorithm to separate the linear-forest to a sct of lincar-

trees — Algorithin 3.



lgorithim 3.2 Convert spanning troe 7, to binary tree 7o,

Tnitialize 7, with node v s root

25 < B,
i s not ull then
S = Gu(n): Plny) <= uls Coluy) <= s wy =
end if
stack 4 n
else

end i

else i i is leaf node then
stack § null

g = Coln): <= Ga(n); P(nG) <= s Ci(wfy) <= nyi wy <= s stack §

end if

end loop




Rgorithm 5.3 Convert binary trec 7, to spanning trec 7.

Taitalize 7, with node v as root
Initalize tag <=0 (tag € {0,1,2})
stack § R(T,)
wf, = R(T))
i, is leaf node then
clse
loop
stack  n
if ng is null then
then
stack f; tag <= 1
else if tag = 1 then
stack f; tag =2
clse if tag = 2 then

38 Cy(n) s ot il then
stack § s stack § Gi(n): ny <= Gu(CA(nE)); P(n) <= i
O ) = 5y, < i tag =

stack § mul; tag < 0
ond if

.,:.o i tag = 1 then
.("v) is lmt null then
.mm ek Gl 1, = GG, ) P
Co, (1w ) (PO = 1wy & 5 tag =0
ik i g 1
it
e it o

2
(P(n) then
tag = 1wy = Biu)
™

tag 2 uf, = P(u)
ir




Rlgorithm 3.4 Convert binary trec 7, 0 a lncar-cloment array d

Tuitiaize a, with nul
queue 4 R(T,
while gueue is ot il do
queue
ca, = Gifm)
3 Ci(n) i il then

else
) = s e § i)

i c,w) ol
erlea,)
©(ea,) <= T’ queue § C,(n,)
end i
a, = (0 Uea,)
end while

Algorithm 3.5 Convert limcar-eloment array a to binary tree 7.

Require: a, is not mill
e index = 0; my =
talize binary-node array o, wi
e = Clafnds 4+
R(T)
) < R

e, ¢ L

ot =1 tom2 - m do
2 <= anfm +]
i Cy(nf) is 1’ then

<= Gufadfindea + +)

Ci(nE) <= n; P(nS) <= 1l an <= an U ent 4+

i C,(nf) s 1 then
nf & Guladfindez + +)

C(ﬂ")gn“ P(n5) € 1l 0 <= an Ui cnt ++

e +ent

end while




Algorithm 3.6 Calculate the array of idexcs (0 scparate a, 1ato lmear-trees

itialze milestone_array with wull; milestone_ent = 0; storage = 0
miestone_areyilstme_cni+-4] =0

if ¢ (acl]) then
e ++;

A storage = ther
it srvepfistone 5 . 4] 1 erags + .
it

end for

3.2.3 ion of ion in Dil ial Up-

date

In this part, we will talk about the algorithm which is used on the receiver side to
reconstructs the neighbor's BFST in a differential update. The implementation of

setting up a differential update can be more casily introduced after presenting the

Algorithm 3.1, Algorithm 3.4, Algorithm 35, and Algorithm 3.6. By operating all

bove, the linear-forest in a differential update can be separated

into a set of lincar-trecs, and cach linear-tree can be converted to a binary tree and

further to a spanning tree pecified before, every od

tree indicates a new parent in neighbor's BFST, he

e the differential update can be
casily handlcd by incorporating all spanning trees in the the local cached one. The

incorporation process is similar with Algorithm 3.1, but there are two differences.

1. We do not check the hop count of path anymore, replace all edges with the new

ones indicated by the difirential spanning tree.

2. A spanning tree with root 1D 255.255.255.255 is spatial case in the differential
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update, all node in such spanning tree should be trimmed from the BFST of
the neighbor.

3.3 Summary

In this chapter, we propose a new proactive source routing scheme with name PSR
PSR is a tree based routing scheme with hop as the metric, and every node in the

network maintains a BFST tree to other nodes in the network which s rooted at

the node itsclf. Hence, the source routing information can be used to provide the
forwarder list for opportunistic data forwarding in MANETS, and we took a great

deal of effort to reduce the routing overhead. A tree structure can provide both the

pology together, and the trec s the
routing update to save routing overhead. We further proposc to use less frequent full
dump routing update and more frequent differential update to reduce the overhead.
Then a greedy algorithm is put forward which is used to maintain the stable BFSTS
between two iterations, so that the packet size of the differential update can be kept
small. List, based on our design, we present the pscudo-code of important algorithims
i our implementations. In Chapter VI, we will see the overhead in PSR s only a small

fraction or an order of magnitude smaller than the overhead in selected basclines.



Chapter 4

Topology Change Model and
Large-scale Live Update

The mobility of nodes in MANET s the most crucial feature diffrentiate MANETS
from static wircless networks. In Chapter 111, we have prescnted the routing module
PSR. To be a proactive routing protocol, PSR requires nodes periodically exchange.
new topology information with their neighbors.  Such a strategy is selected with
the consideration that if the topology information is exchanged by the event driven
but ot driven by timer in a periodical way, too much overhead will be introduced,
such as in the WRP [32] we introduced in Chapter 1. However, the timer driven
proactive routing protoeol has a disadvantage that the farther away from source node
o destination, the more inaccuracy we have in the routing knowledge. To deal with
this issue, in this chapter we propose the large-scale quick update which can update
the inaccurate routing information more quickly than just using routing update in
PSR. Morcover, the large-scale quick update uses broadeast nature to fnish it job,
50 10 additionsl overhead or consumption wil be introduced. Tn this chapter, we will

first present a procedure to statistically cvaluate the network topology changes, and




then we will present, the details of large-scale quick update

4.1

Effect of Topology Change

Generally speaking, no matter which kind of protocols is used in MANET, the per-

the topology I this section we will

define term topology change frequency and show which parameters in the network can

affect the topology change froquency in MANETS, The result in this section will be

used to analyze the performance of CORMAN,

4.1.1  Assumptions and Definition

Here,

we list the assumptions we made in our model:

All nodes have the same maximum speed [[¥yll, and every node i can move

with velocity
VEI0 < IV < IFul) &k (0 < £(9) < 2m), (@1
In particular, both [[¥]] and Z (¥) follow uniform distribution, i.c
191~ V10, 19l (42)
and

£(9) ~ U[0,2m) (43)

Nodes are homogencously distributed in the network, and the planar density of



nodes is p.

i All nodes have the same transmissi

ranger.

We define the topology change frequency as the percentage ratio of the changed links
t0 all links in a unit time period. Formally, if we define L, and L, scparately to
denote the numbers of now established links and broken links during the time period

Ar. Note that we assumed the nodes are homogencously distributed, so the number

of every node’s neighborhood links is identical and the total number of links is
constant over time. Hence, we define L* to denote the number of all undirected links
in the network. Using these variables, the topology change frequency AE can be
expressed as

ap=thtle, L ()
Another ratiocination bused on the socond assumption is that when we consider the
topology change frequency in a statistical way, wo expect LS, = L. This can be
casily proved. If Ly, # Lz, then % # %, so after a period the distribution of
odes il not be homogencous, which is contradictory with our assumption. Heace,
we denote ALE, to present the value of LY, and L3, and the AE can be expressed

45)

L (6




m

As the reslt i we want to cvaluate the AE, we just need to caleulate the L, or

L;,

4.1.2 Topology Change Frequency Calculation

Considering that nodes can we need
elative velocity between them. Without los of generality, we assume two nodes are
Aand B with vector velocity ¥, and ¥, respectively, and the angle betwoen them is .
According to previous assumptions, the direction of every node uniformly distributes
from 0 to 27, s0 the angle between thom also follows the uniform distribution. Based

y E(|IV 1)

on the analysis above, the expectation of the magnitude of relative velor

can be caleulated by

oy o [ e dSal] AR 40
Eqwd = [ IR = 2R s o o

“n
Considering our first assumption every node i has velocity
VeI < V) S IVml) &k (0 < £(¥) < 27)), 48
and so [V, satisfies the relationship
¥l = e x [9ul (0 e < 1), (49

and further more, we have relationship for 0

0=9x2mO0<0<1) (110)



After the substitution and simplification we have
E(9) =19l x [ [ [ V¥ + 5~ TaboosBr % 9) dadgdo.  (411)

The result of the triple integration is a constant. For the reason that we can not find

the explicit expression of the integration result, we use Maple to find the constant
Ci = 07249, 50 E(I,]) = 0.7249 x [¥ll. The physical meaning of the formula
above is that the relative speed between any two nodes is expocted as 0.7249 times
the maximum speed. The orientation of the relative velocity can be any direction in
the planet i.e. 0 < £(¥,) < 2. Therefore, we can transform a complex situation
into a simple one, where one node can be taken as static, and the other node moves
with the expected relative velocity ¥,

Continuing with the situation in Figure 4.1, where node A is taken as static node with

transmission range r and the other node B, which moves in the coordinate system

where A is tal

n as the original point, is s away from node A . As we analyzed
before, the orientation of the relative velocity can be any one in the plant. We assume
node B moves along the dash line toward A and the intersection point with the A's
transmission boundary is point X. 1f we denote ¢ as the inner angle between segment
AB and AX, the length of scgment can be calculated by following expression which
s a function of s and ¢ given by

L= 3+ 1 = 2orcos. (12)

Also, because of the uniform distribution of 6, which is the angle between two veloc-
ities of two nodes, 6 in Figure 4.1 also follows the uniform distribution. Therefore,

the expectation of L, from such a node B, which is s away from the conter node A,



Figure 4.1: Sample figure to calculate the expectation of L,

can be expressed as follows

()= [ VTR Breond . @)

If we introduce another variable  which satisfies 0 < < 1 to substitute the @ above,

and after the simplification we have

E(L)

- [V T @ de. (1)

The physical meaning of the formula above i that statisticlly, if node is s away from
another node, the node have to go L, to get out of the transmission range of the latter
one. Considering the expected magnitude of relative velocity E (7,1, the expected
time E(t,) used by a node, which is s away from the center node, to go out of the

center node’s transmission range is

E (L)

E(t) (4.15)

E(ND



a7

Morcover, because the planar node density p is a constant over all area, the circular
node density at the circle with radius s for every center node should be 27sp, and
the mumber of nodes on a band with infinite small width As. Therefore, the partial
topology break frequency contributed by these nodes can be presented as

2nspx As
E(t)

(416)

Therefore, the final result of the topology break frequency contributed by node A in

Figure 4.1 is
mp
BB B T (1)
As well, we use a trick to simplify above. Assume we.

< which satisfies the constraint that 0 < s < 1, hence we have 5 = ¢ x r. Substitute

in the integral above and simplify the result, and finally we have

AE;

™ . <
zmxsmvvu)x/)lfF". i

Unfortunately, the denominator of the integral in the formula above is an Elliptic

Integral, which s similar to

201+ Etliptict (25)

(419)

It

where.

EllipticE (%) (420)
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is the Second Kind Complete Elliptic Integral, which can only be expressed as a power

series as follows

(121)

Elliptics (M) =15 [

+1

We use Maple to calculate the integral about 5, and its value is nearly 0.4430. There-

fore the formula of AE; can be written as
AEj ~0.4439 x 2mrp x E (¥, ) (4.22)

The result has the unit number of nodes per second. 1f we have a network composed

by N nodes, and these nodes can move freely in the § planar area, we have

(423)

Therefore, the number of neighbors for every node in the network can be expressed

The number of undirected links L in the network is

Ao Nxn

and the link break frequoncy all over the network is

ar

L
ar

N x AE;
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Finally, by the definition which is in the beginning of this section, the topology change

frequency AE can be calculated by

2x L L2 25mdxmrd x Wl
=2ZAr JaxNx x ol todus R30S (4.27)
AB == 2x N X AE; x go— — (4.27)
When the node density is quite high, the formula above can be simplificd as
ap =25l (425)

If convert unit to percentage per second (%/5), the result above can be presented by

12l 51, (129)

AE~ 25743

which means the topology changes 257431241 percent every second.

4.2 Large-scale Live Update

When  bateh of packets are forwarded along the route towards the destination node,
if an intermediate node s aware of a new route to the destination, it is able to
use this new route to forward the packets that it has already received, There are
 fow implications of this. First, this new route will also be used to forward the
subscquent packets of the same batch. Second, when packets are forwarded along the
now route, such an updated forwarder list replaces the old list in the packets. A% a
result, the upstream nodes can be notified of the new route and this information can
propagate back to the souree node quiekly. Details of data forwarding and list update
are described in this section with the help of Figure 4.2. In the figure, the source

node vy has a flow of data packets for destination node . According to its own
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routing module, v; decides that the best route to v is vyuyvsvUstrVstaYIG; hence
the forwarder list.

At a given point of time during the data transfer of a batch, there is a node on the
forwarder lst that has the highest priority and has received any packet of the batch
We call such a node the frontier of the batch. At the beginning, the frontier i the
source node. When the destination has received at least one packet of a batch, it
has become the frontier of the batch. Recall that a fragment (Section 21.12) is a
subset of packets in the current batch which are sent together from a given forwarder.
Here, the frontier has cached ts first. fragment of packets. Suppose at. this point, the
frontie in Figure 4.2 is vy, When it is about to forward this fragment, if it routing
‘module indicates that there is a new route to the destination, e.g., vyvyUsvhtvyvio,
it replaces the scgment. of the original forwarder list from iself to the destination
(i, suavstgvrisevvio) with this new route. That is, the forwardor list carried by
these data packets are now viytsviestgufvuno. When the packets of the fragment

are forwarded, they will be following the new route. In addition, upstream nodes can

overhear these packets, and thus their new forwarder list. These nodes can update
their own routing information and wil incorporate such information when forwarding
their fragments. This backtrack continues until the source is aware of the latest route
information
& 8 & 8 8§ 38
% %

Figure 4.2: Route update

We would like to bring up the following notes to the readers’ attention.
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1. When the network diameter is large and nodes are moving fast, the routing
information can be obsolete by the time it has propagated to a remote node.
That is, a node’s knowledge about the network topology becomes less accurate
when the destination node is located farther away. Thus, the forwarder list
composed by the source node needs to be adjusted as packets are forwarded to-

wards. . where i closer to the destination could

have better routing information. This is achieved effectively by allowing the
frontier node to modify the forwarder list carried by the fragment of packets.
As a result, CORMAN has a fairly good tolerance of route inaccuracy for any
source node to start with.

2. When a frontier node updates a forwarder list, only the segment of the list
between the frontier and destination is replaced while the rest of the list (i.c.,

nodes that the fragment have gone through) are intact. The reason for this

design decision is that these upstream nodes should not be disturbed by the

new route so that the scheduling coordination among them is consistent.
3. We only allow a frontier node to update a packet’s forwarder list according to

its routing module. A node that is no longer a frontier should only incorporate.

the forwarder list that it overhears from downstream nodes. The purpose is to

avoid ipdates of ion as to transfer a

batch of data packets is very short. During this time, usually lttle has changed

about even 8

ic interval.

information for the next p

4. Consider a particular intermediate node on the forwarder list. As the frontier

‘moves from the source to the destination, the forwarder list may be refreshed

L ¥ frontiers. Thus, p
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about its route to the destination cvery time  frontier decides to modify the

list.

Allof the above is achieved rapidly and with no extra communication overhead com-

pared to ExOR.

4.3 Summary

In this chapter, we first calculate the topology changes in percentage. In particular,
the percentage i dircetly related the average velocity of mobile nodes and inversely
related with wircless transmission range. The large-seale live update is proposed to
reduce the effect of topology changes in mobile networks and we put forward the
schemo based on two considerations. On one hand, because the proactive source
routing scheme we proposed in Chapter 11l has a feature that all routing information
can only be shared with its one hop neighbor periodically, the topology information
‘maintained between a long route may not be accurate as it is always changing in
‘mobile netseorks. One the other hand, in opportunistic data forwarding, the nodes
that are closer to destination will access wircless media more aggressively to forward

its received packet, and the nodes that are closer to destination will have fresher

topology information from it to dostination, and morcover, all
data forwarding contain the forwarder list which is composed by nodes on the entire.
route. Hence, in the large-scale live update we designed, the downstream frontiers will
update the forwarder list of pioncer packets, and so the upstream node can update
the downstream topology more quickly by overhearing these pioncer packets without

any additional overhead.




Chapter 5

Small-scale Retransmission

As we mentioned before, implementation of opportunistic date transfer over the least
hops path can explore the broadcast nature in wircless transmission, However the
penalty for using such path to transmit packets is that the connectivity between every
pair of forwarder may be vulnerable. We propose a solution to solve this problem, and
the basic idea i that the nodes which is not contained in the forwarder list (9] can run
a distributed small-scale retransmitter selection algorithm to verify whether it should
puticipate in the packet forwarding, Such a small-scale retransmitter should have the
best position between two listed forwanders (the forwarders which are contained in the
forwarder list) compared with other nodes. In general, our small-scale retransmitter
selection algorithm has three important features. First, it is a distributed algorithm.

In particular, if there are many nodes between two listed forwarders, after every

node

i the small-scale retran

nitter selection algorithm, the best node will

know it s the best, and participate in the data forwarding without sending any
announcement. Meanwhile, other nodes will automatically refuse to be the small-scale

retransmitter without a

notification either. Sccond, the small-scale retransmitter

“The research fndings from smallscale retransmisson has been subimitted to
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sclection algorithm is operated when the packets in a bateh are reccived by the nodes
which are not the forwarders in the forwarder list, so the small-scale retransmitter
can be selected on time without the problem of inaccuracy. Third, all information
roquired by the node to run such as algorithm has already been colloted by routing
packets exchanging, so no additional information needs to be injected into network

In this chapter, we will first extensively analyze the reason why the small-scale re-

transmitter is required in CORMAN and then specify the details in our solution.

5.1 Consit i of Small: le R issi

Previously, we proposed that the forwarder list should be updated in a piggyback way
when data packet is being forwarded toward the destination. However, it is not help-
ful to enforce the link connectivity, because updating the forwarder list only helpful
when there is another node replaces the moving away one, but if no node replaces the
position, the forwarder list willstill be broken, which is shown in Figure 5.1. Node ¥’
‘moves from the position ¥” to the current position with the direction shown by the
dashed arrow. Even though the wireless link is quite vulnerable, a transient link from

¥ to X may exist and over such a link, node X sends downstream nodes the informa-

tion that the p & ¥ is X. However,
or broken when the source node wants to use forwarder list “Dest, Y, X, C, B, A, Sre”,

even by opportunistic data forwarding. To deal with this problem, we propose that

o~

Bogre

Figure 5.1: Situation which can not be solved by forwarder list update
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node Z, which is a neighbor for both nodes X and ¥, can be the small-scale retrans-
mitter to offer a help when it xeccives packets from upstream nodes. That is because
if node Z reccives a packet with forwarder list “Dest, ¥, X, C, B, A, Sre” Z can find
¥ and X arc assigned forwarders and itsclf is a neighbor for both of them. Hence
node Z could participate to forward data packet. In particularly, node Z also waits
for a period of time before its forwarding, such a time period should be longer than
the waiting time of node ¥’ but shorter than the waiting time of node X. Or if Z
can overhear a fragment of packets being transmitted from node Y, it can predict
the exaetly time when ¥ will inish its transmission and begin forwarding rest of the

before the discussion of the details of the small-scale

useful packet. direetly. However
retransmitter selection algorithim, it is necssary 1o introduce the changes to the data

structure kept on each node,

5.2 Design of Small-scale Retransmission

In general, a Neighbor Table in CORMAN maintains the records of two hop topology
of curtent node and the link quality from its neighbors to its ncighbors’ neighbors. In
CORMAN, we use Received Signal Strength Indicator (RSSI) to evaluate the quality
of links, bocause according to the work done by Charles Reis et al. [43] and Mei-Hsuan
Lu et al. (4], RSSI can be reported by almost all wircless cards and a greater RSSI
value usually indicates a better wircless channel quality.

In particular, RSS! Table is a sub-table maintained in cvery Neighbor Tuble entry
which records the RSSI values from that neighbor to that neighbor's neighbors, and
the entrics in the RSSI Table has the content shown in Figure 52. The Neighbor's
Neightor 1D keeps the address of the nodes which are in fact two hop neighbors via

RSSI records the RSSI value from current

current neighbor in Neighbor Table; the
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neighbor to such two hop neighbors; the Epire Time holds the time when the entry
should be removed; and the nezt helps us find next entry in the same RSS! Tuble.
ID[RSSI[Expire Time el |

Figure 5.2: Entry of RSS! Table in Neighbor Table entry

Th the Neightor follows. Wh update

packet nceds to be transmitted out from one node periodically, it not only contains
the routing information but also collects the RSSI values from allits local Neighbor
Table entrics. All tuples (Neighbor 1D, RSST) are added into the routing packet as
the Neighbor RSSI List. After the node sending out such a packet, all its neighbors
update the RSS! Tables kept by the corresponding Neighbor Table entries

To make the following discussion casicr, we give a brief topology in Figure 5.3. In

=P

Figure 5.3: Topology example

the topology shown by Figure 5.3, we assume the wircless link from node X to node
¥ is a transicnt link, and such a vulnerable link may successfully deliver a routing
packet from X to ¥ or from ¥ to X. Hence, the link between X and ¥ may used
a5 part of the forwarder list by a node far away. In this topology we can sec the
neighbors of node X are A, B, C and Y, and node Ys neighbors are A, B, D and X
Therefore, nodes X and ¥ have two same neighbors A and B. We use R(M,N) to

denote the RSSI value detected by node N from node M's transmission, and to make
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a intuitional discuss

. the Neighbor Tables and their RSSI Tables on both node A

and B are briefly presented in Figure 5.4

[ETRE e Tmelor
(VR0 oo el

Neighoor e on rade A Noighbortatlo o odo B

Figure 5.4: Neighbor table on node A and node 8

Without lss of generaliy, n the Figure 5.3 we assume node A and node B overhears
one or more packets in a same batch, and node X and node ¥ are contained in the
forwarder lst in these packets. In traditional opportunistic data orwarding, only the

nodes in the forwarder list can participate in the packet forwarding process, and the

probability that the packet transmitted between X and ¥ may be quite low. That is
because the least hop path may contain unreliable and transient links in the forwarder
list, and such situation becomes even worse in the mobile case. Such a problem can
be solved by choosing one node from A and B as the small-scale retransmitter which

is selccted by small-scale retransmitter scleetion algorithm as we present below.

5.3 Algorithm and Scoring Function

I particular, node A and 1 wil decode the forwarder lst from the overheard packet,

if they are not contained in the forwarder list (which s true in our assumption

otherwise the node will participate to forward packets certainly), both of them will
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check whether it i a neighbor node of two adjacently listed forwarder pair in the
forwarder lst. This work can be done casily by a scarching algorithm with complexity
O(n m), where n i the number of neighbors of A or B, and m is the length of the
forwarder lst.

In our example shown in Figure 5.3, both A and B arc the ncighbors of X and ¥,
and e should evaluate further like follows. Take node A as an cxample, it willcheek
whether the R (A, X) is greater than A (Y, X) and whether the R (4,¥) is greater than
RUX,Y). 1 we assume links are symmetric, the (X, ¥) should equal R(Y, X), and

such four RSSI valucs are maintained in the Neighbor Table. If both of previous two

, mode A knows it is a valid small- but can not

guarantee it is the best one. To check whether it is the best small-scale retransmitter,

it will lookup the network. This

can be done by running a simple scarching algorithm on the listed forvarders' RSSI
Tables. In our example, we should search the same Neighbors Neighbor D from X's
and ¥'s RSSI Tables in A's Neighbor Tuble and the complexity is O (nx X ny), where
nx and my are the mumber of neighbors of nodes X and Y. Tn our example, another
valid small-scale retransmitter would be B if R (B, X) is greater than R(Y, X) and
the R (B,Y) is geeater than R(X,Y) are both truc.
1 B is also a valid small-seale retransmitter judged by node A, node A has to make
a decision which one (A itself or B) is better. We proposc a scoring function given
below to evaluate the score of every valid small-seale retransmitter  between M and
N.

T
R, M)

W)= (

elznnn

me

==




Hence, A has to compare the score of itslf, given by

(3“ max (wvy i

mw) ,
[y em—

to the score of node B by given by

(3l i)

+ln ( d
min (ks k)

algorithm, The same comparison will also be operated on node B because node B
Knows node A is a valid small-scale retransmitter too.

The algorithm docs not need additional packets to coordinate the final decision on
difforent nodes because the RSST Tables kept for node X and ¥ on node A and the
RSS! Tables kept for node X and ¥ on node B must be the same. That is because
i A and B arc both neighbors for both X and ¥, the RSS! information broadcasted
from X and ¥ will be received simultancously by node A and B and refresh their
corresponding RSS! Tables together. Therefore, every valid small-scale retransmitters
wil finally agree on a particular one as the best smalkscale retransmitters out of
themselves without gossip.

An important explanation must be given here which is why we propose Formula 5.1
10 evaluate the valid smallseale retransmitters. Exen though the RSSI calculation
‘method is not specified in the 802.11 standard, §02.11 device vendors should calculate

the RSS! according to the recvived signal strength, and the higher the received sig-
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nal strength, the gecater the RSSI value that should be returned from hardwared5).
deally, the path loss model of wircless communication follows the rule that the re-
ceived signal power is inversely proportional to d", where d s the distance between
the transmitter and the reciver and r is usually an intoger within 2, 3, and 4. If we
take other parameters as constants, the idcal relationship between distance from M.

to N and RSSI can be presented as

R(M N = C x dify, (5.4)

where C is a constant,

When we want to get the reciprocal of RSSI we have

1
RN

“The rational for comparing scores caleulated by Formula 5.1 explained as follows

Considering Formula 5.5, the Formula 5.1 can be simplified to Formula 5.6,

3 gt max %gx
wm:(’f)g+%)x mﬁ,—ﬂ%m

w (o In X i) g (1 gd
(i i andoy 10 (tha ol

%

-c)

We can sec that a node which loads the minimum value of Formula 5.6 should be the

(5.6)

(ady +ty)

ax Ve

node which has n

arly the same distances to both node M and node N, and should
has the least summation of two such distances. The parameters in Formula 5.1 are
selected by a great deal of trials in Matlab. And finally, the figures we created in

Matlab when n equals 2, 3 and 4 are shown in Figures 5.5, 5.6, and 5.7.
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Figure 5.7: Scoring function with n = 4 s the path loss parameter

In Figures 5.5, 5.6, and 5.7, the rectangle with the Width/Height ratio v3 is the

/2 rotated circumseribed quadsilateral of the olivary shape in Figure 5.3 which is
surrounded by PXQ and PYQ. The node X and ¥ are located on the position
(50 V/3,0) and (50 x V3, 100), and the node P and @ are located on the position
(0,50) and (100 x V,50). The contour line is the curve that all nodes on which
have the same score given by Formula 5.6, We can sce that, for all possible n from
2 10 4, the contour lines follow the same rule that when a node s ncarer to one of
o connccted neighbor, the node’s score s greater, 50 it has less opportunity to be
sclccted, That is reasonable because the smalkscale retransmitter which s t00 near
with one of the two nodes that conneeted by a vulnerable link has Jos contribution
than that in the middic of such two nodes. Furthermore, the center point on every
figure always has the minirmunn vabue, which indicates to us where the best smalkscale
rotransmitter is supposed to be

For example £, in all the above figures probably has loss contribution than P, to be
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s a small-scale retransmitter. One more thing, P, should have a better position than
Py because the P is near the position of P or Q in Figure 5.3 and has longer distance

t0 both node X and ¥’ than P, and from our scoring function it docs have a smaller

score than Py. Hence, diversity and 'y
from P is more than the contribution given by Py. Furthermore, considering P is
better than P; and worse than Py, and Py, Py are on the same center line, we predict
there must be a point on the center line which has the same score with P In fact,
we do find such a point Py which is on the same contour line of F.

Based

our predictions very well so we proved the function is suitable to be used to evaluate

valid small-scale retransmitters

5.4 Summary

In this chapter we proposed the small-scale retransmission. From the evolution point
of view, the small-scale retransmission extend the opportunistic data forwarding one
step further than ExOR. That is because ExOR utilize the benefit of the broadcast
nature by adding all nodes on the route, the forwarder list, into a packet, and any one
that receives the packet could forward it. However, the nodes that are not contained
in the forwarder list can not give a hand ven if they are on the right direction
from source to destination. Furthermore, the transicnt high quality links may quite
casily break in mobile networks, and the small-scale retransmission we proposed in
this chapter can cffectively bridge the broken links and maintain a robust topology
for opportunistic data forwarding. To implement the small-scale retransmission, we
require every node to maintain the RSSI information on links within two hops, and

only use the best retransmitter in a proper region between listed forwarders to help us.
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with apportunistic data forwarding. Morcover, to select the best node and coordinate
all feasible retransmitter-candidates, a scoring function is proposed in this chapter as
\ well. As a result, nodes with two hop RSSI information can independently make an
identical decision on selecting the best small-scale retransmitter, with no additional

coordination overhead.



Chapter 6

Performance Evaluation

In this section, we will study the performance of the proposed solution that cnable

the opportunistic data forwarding in MANETS. In paticular, we not only study the
overall performance where all the solutions work together, but also study the partic-
ular effctivencss of PSR (Chapter 111) and the small-scale retransmission (Chapter
V). Hence, this chapter is composed by three scctions: the performance study of PSR,
the effectiveness study of small-scale retransmission, and the overall performance of

CORMAN,

6.1 Performance Study of PSR

» PSR t with Network Simulator
2 [46] (version 234). We compare PSR against OLSR [#], DSDV [3], and DSR [5],

work

three fundamentally different routing protocols in MANET, with varying n

densitios and node mobility rates. We measure the data transportation capacity of

these protocols supporting TCP (Transmission Control Protocol) and UDP (User
Datagram Protocol) with different data flow deployment characteristics. Our tests
show that the overhead of PSR s indeed only a fraction of that of the bascline pro-

[
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tocols. Nevertheless, as it provides global routing information at such a small cost,
PSR offers similar or even better data delivery performance. In this section, we first
describe how the experiment scenarios are configured and what measurements are
collected. Then we present and interpret the data collected from networks with heavy

TCP flows and from those with light UDP streams.

6.1.1 Experiment Settings

‘We use the Two-Ray Ground Reflection channel propagation model in our simulation
Without loss of generality, we sclect a 1Mbps nominal data rate at the 802.11 links
10 study the relative performance among the selected protocols. With the default
Physical Layer parameters of the simulator, the transmission range is approximately
250m and the earrier sensing range is about 550m.

We compare the performance of PSR with that of OLSR, DSDV, and DSR. The
reasons why we select these bascline protocols that are different in nature are as
follows. On one hand, OLSR and DSDV are both proactive routing protocols and
PSR is also in this category. On the other hand, OLSR makes complete topological
structure available at cach node, whereas in DSDV, nodes only have distance estimates
t0 other nodes via a neighbor. PSR sits in the middle ground, where cach node
maintains a spanning tree of the network. Furthermore, DSR is a well accepted
reactive source routing scheme and, as with PSR, it support source routing, which
docs not require other nodes to maintain forwarding lookup tables. For a more leveled

comparison to the peer p » . we make PSR  regular IP packets

rather source routed ones although it can and should be used to as a source routing
scheme. All three bascline protocols are configured and tested out-of-the-box of ns-2.
In modeling node mobility of the simulated MANETS, we use the Random Waypoint

Model to generate node trajectories. In this model, each node moves towards a series
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of target. positions. The rate of velocity for cach move is uniformly sclected from
[0, s Once it has reached a target position, it may pause for a specific amount
of time before moving towards the next position. All networks have 50 nodes in our
tests. Wo have two scrics of scenarios based on the mobility model. The first. series
of scenarios have a fixed tigag but different network densities by varying the network
dimensions. The second series have the same network density but varying s

We study the data transportation capabilitcs of these routing schems and their
overhead in doing so by loading the networks with TCP data flows and UDP voice

stroams,

 To test how TCP is supported, in cach scenario, we randomly sclect 40 nodes
ot of the 50 and pair them up. For cach pair, we set up  permancnt one-way
FTP (File Transfer Protocol) data transfer. We repeat the selection of the 40
nodes five times and study their colleetive behavior. This essentially mimics
heavily loaded mobile networks. For all four protocols, we measure their TCP
throughput, end-to-end delay, and routing overhead in byte per node per second

in each seenario.

 To study their performance in supporting UDP, we use two-way Constant Bit
Rate (CBR) streams for compressed voice communications.  Specifically, we

select 3 pairs of nodes and feed each node with a CBR flow of 160 byte/pkt and

10 pkt/s, which simulates mobile networks with a light voice communication
load. We measure the Packet Delivery Ratio (PDR), end-to-end delay, and
delny jitter in cach scenario.

Results about TCP (Sections 6.1.2 and 6.1.3) and UDP (Sections 6.1.4 and 6.1.3) with

regard to varying node densitics and velocity rates are in the subsequent subsections.



6.1.2 TCP with Node Density

We first study the performance of PSR, OLSR, DSDV, and DSR in supporting 20
TCP flows in networks with different node densities. Specifically, with the default
250m transmission range in ns-2, we deploy our 50-node network in a square space of
varying side lengths that yield node densitics of approximately 5,6,7, ..., 12. These

nodes move following the random waypoint model with Uyuy = 30 m/s.

e dEEEEESEEEERAEE

Figure 6.1: Routing overhead vs. density

We plot in Figure 6.1 the per-node per-second routing overhead, i.¢., the amount of

transmitted by

of the four protocols when they transport a large number of TCP flows. This figure

hows that PSR (20 030)is that of OLSR and DSDV

(140 0 260) and more than an order DSR (420 to 830). The
touting overhead of PSR, OLSR, and DSDV gocs up gradually as the node density
increases. This is a typical behavior of proactive routing protocols in MANETS.
Such protocols sually use a fixed time interval to schedule route exchanges. While

the number of routing messages transmitted in the network is always constant for
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a given network, the size of such message is determined by the node density. That
s, a node periodically transmits a message to summarize changes as nodes have
come into or gone out of its range. As a result, when the node density is higher, a
Tonger update message is transmitted even if the rate of node motion velocity is the
same. Note that when the node density is really high, say around 10 and 12, the
overhead of OLSR flattens out or even slightly decreases. This is a feature of OLSR
when its Muli-Point Relay mechanism becomes more effective in removing duplicate
broadcasts, which is the most important improvement of OLSR over conventional
link-state routing protocols. PSR uses a highly concise design of messaging, allowing
it to have a much smaller overhead than the baseline protocols. In contrast, DSR as
& reactive routing protocol incurs  significantly higher overhead when transporting
a large mumber of TCP flows because every source node needs to conduct its own
route search. This is not surprising as reactive routing protocol were not meant to
be used in such scenarios. Later in our experiments (Sections 6.1.4 and 6.1.5), we
st all four protocols supporting just a fiow UDP streams for a different perspective.
Here, the routing overhead of DSR decreases with the node density going up and
network diameter going down. This is because the mumber of hops to a destination is
smaller in a denser network, 50 the shorter, more robust routes break less frequently
and do not nced as many route searches, Furthermore, compared to IP forwarding,
the fact that DSR is source routing and that intermediate nodes cannot, modify the
routes embedded in data packets works against its performance in a mobile network,
both in terms of the increase of scarch operations and the loss of data transportation
capacity. The reason is that, because a source node can be quite a few hops away
from the destination, its knowledge about the path as embedded in the packets can
become obslete quickly in a highly mobile network, As & packet progresses en route, if

an intermediate node cannot reach the next hop as indicated in the embedded path,
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it will be dropped. This is very different from IP forwarding, where intermediate
nodes can have more updated routing information than the source and can utilize

that information in forwarding decisions.

Figure 6.2: TCP throughput vs. density

Figure 6.2 plots the TCP throughput of the four protocols for the same node density
levels as before. The total throughput of the 20 TCP flows of PSR, OLSR, and DSDV
is noticeably higher than that of DSR. In addition, while the TCP throughput of DSR
decreases with node density, that for the other thrce are somewhat unaffected, hover-
ing at around 500kbps. Apparently, the large routing overhead of DSR, especially in
dense netwvorks, consumes a fair amount of channel bandwidth, leaving less room for
data transportation. In most cascs, PSR has the highest throughput because it necds

to give up the least network resources for routing.

Next, we focus on the end-to-end delay of TCP flows to investigate how wall thes
protocols support time-sensitive applications. Figure 6.3 presents the delay measured

for different node densitios. As the donsity incroases from 5 to 12 neighbors, the delay

of DSR goes up from 0,585 to about 165, which is significantly higher than the typ

value of 0.155 to 0.35s for the other thre protocols. Such a difference is caused by the




Figure 6.3: End-to-end delay in TCP vs. density

initial route search when a TCP flow starts and by the subsequent searches triggered

by route errors. As the network becomes denser, all protocols show an increasing
trend in ond-to-cnd delay. This may scem counter-intuitive as, in denser networks,

the average hop distance between source-destination pairs is smaller, which should

lead to shorter round-trip time. However, this benefit is completely offsct by more
intense channel contention. Recall that the node density is inversely proportional to
the square of network diameter. As such, in the interplay between route length and

channel contention, the latter dominates the overall effect.

6.1.3 TCP with Velocity

We also study the performance of PSR and compare it to OLSR, DSDV, and DSR
with different rates of node velocity. In particular, we conduct another seris of tests
in networks of 50 nodes deployed in a 1100 x 1100 (1) square area with vnas et to
0,4,8,12,....,82 (m/s). The network thus has an ofective node density of around 7

neighbors per node, i.c., a medium density among those configured in the previous
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subscction. As with before, 20 TCP one-way Hows are deployed betwveen 40 nodes and

TCP throughpu, d delay (Figures 6.4,
6.5, and 6.6).
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Figure 6.4: Routing overhead vs, velocity

E p y is pl
as in Figure 6.4. Note that the velocity to the right of the z-axis corresponds o the

middle bars

i Figure 6.1. We obscrve in the plot here, as vpas decreases, the overhead
of all protocols comes down. The reason for DSR is that, as the network structure
becomes more stable, fever route repair attempts are nocessary. For the case of the.
proactive protocols, it s the reduction in the size of routing messages (.., fewer
neighbors have changed positions) that cuts down the overhead. Still relative among
these four protocols, when the network is not stationary (v # 0), the overhead of
PSR (20 to 30 byte/nodc/sccond) is a fraction of that of OLSR and DSDV (90 to
300), and more than an order of magnitude lower than DSR (180 to 770)

The TCP throughput and end-to-cnd delay are plotted in Figures 6.5 and 6.6 respec-
tivly: From these figures, we obsorve that the performance of PSR, OLSR, and DSDV.

are simila with PSR leading the pack in most cases. In addition, neither throughput
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Figure 6.5: TCP throughput vs. velocity

or delay is affected by the different rates of velocity. The only exception is that when

0, all protocols yield a high throughput of 900kbps. With a greater portion of

the channel bandwidth devoured by routing messages in highly mobile networks, DSR

suffers o noticeable performance penalty in TCP throughput and end-to-end delay.

Figure 6.6: End-to-end delay in TCP vs. velocity



6.1.4 UDP with Density

We also tested the four protocols for their performance in transporting a small num-
ber of UDP streams. This is a typical assumption for ideal scenarios of reactive
routing protocols. Here, we deploy three two-way UDP streams in order to simulate

compressed voice communications. To find out about how node density affects these

protocols, we use the same network and mobility configurations as in Section 6.1.2,
‘We measure and plot the PDR (Figure 6.7), delay (Figure 6.8), and delay jitter (Fi

ure 6.9) against varying node densities.

Figure 6.7: PDR in UDP vs. density

In Figure 6.7, the PDRs of all four protocols are in the same ball park across different
node densites, with DSR slightly in the lead and OLSR traiing behind. This verifies
that the trafic configuration is favorable for DSR. The relativly high loss rate of
OLSR amon the proctive routing protocolsis caused by the higher routing overhead
compared to PSR and DSDV. When the nodes are neither too sparse, so that the
network connectivity is good, nor too dense, o that the channel can be spatially

reused, these protocols have a fairly high PDR of over 70% for PSR, DSDV, and



DSR, and 60% to 70% for OLSR.

Figure 6.8: End-to-end delay in UDP vs. density

When we turn y (Figure 6.8),

DSR and the proactive protocols. In particular, DSR as reactive protocol has a rather
large delay in sparse networks. This is because the long, vulnerable routes discovered
during the scarch procedure break frequently, forcing nodes to hold packets back for
an extended period before new routes are identificd. Oppositely, the network sparsity

does ot affict proacti  because their peri

of DSR s offthe chart, that of PSR is ak
than that for DSDV and OLSR (0.1s to 0.43s). On a related note, the delay jitter

s less than 0.03s which is also much less

(Figure 6.9) of PSR is significantly lower than the other three. Note that Voice-Over-
IP (VolP) applications usually discard packets that arrive too late. Thercfore, the
jitter among the packets actually used by the VoIP recciving agent is ruch smaller.

Nevertheless, our metric still refects how consistent these protocols are in de

best-cfort packets.



Figure 6.9: End-to-cnd delay jitter in UDP vs. density

6.1.5 UDP with Velocity

i
E n
Figure 6.10: PDR in UDP vs. velocity
by taken to test response to different rates

of node velocity. As with the case of the previous subsection, we pick three node pairs
out of the 50 nodes and give them two-way CBR streams. For the entire scries of

different velocity caps vpas = 0,4,8,12, .., 32m/s, the node density is again set to
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Figure 6.11: End-to-end delay in UDP vs. velocity

From the plot of PDR (Figure 6.10), we observe that DSR s able to support three
voice streams with low packet loss. Specifically, the PDR of DSR, PSR, and DSDV.
i always over 709 cven when Unae = 32, The reliability of OLSR i relatively lower,
which can go below 60% . high specd (v = 28 or 32m/s). Note that al four
protocols are very reliable in data delivery when vpax = 0 or dm/s, where the loss
rates are well below 10%. Their performance in terms of PDR degrades graccfully as
the rate of node velocity inercases,

T

he end-to-end delay (Figure 6.11) prescnts a rather distinct landscape. In paticular,
the mumber for DSR is significantly higher than the other protocols except in low-
‘mobilty networks with vy = 0 or 4m/s. In all cases, the delay for PSR is much
smaller compared to OLSR and DSDV. On the other hand, the measured delay jitter
(Figure 6.12) indicates that all protocols become less consistent when nodes move
faster. Relutively speaking, however, the variance of PSR s much smaller than the

other three.



Figure 6.12: End-to-end delay jitter in UDP vs. velocity

6.2 i Study of Small le R is
sion

In this scetion, we study the effectiveness of small-scale retransmission in particu-
lar by running computer simulation using Network Simulator ns-2. To investigate
the effectivencss of small-scale retransmission, we test CORMAN with smalkscale
retransmission enabled and CORMAN with small-scale retransmission disabled sepa-
rately. The performance improvement and explanations of the simulation results arc

explained in the rest of this scetion

6.2.1 Experiment Settings

The channel propagation model used in 12 had been predominantly the Two-Ray

Ground Roflcetion model carly on. However, this model i realized to be a s

plified
path loss model without considering fading. In our work, we choose the Nakagami

propagation model to test CORMAN in a more realistic fading environment. The
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probability density function of Nakagami distribution of the reccived signal’s ampli-

tude X =7 (r > 0) is defined as;

%
1 = e (), @

first calculates the reccived power using path loss based on the Frii Free-Space model

and w = E[X?). In ns-2, when a node has reccived a packet, it

This valu is compensated with Nakagami's luctuation before further processing. We
configure the nominal data rate at the 80211 links to 1 Mbps.

In modeling node motion, we also adopt the random waypoint model (6.1.1) to gen-
erate the simulation scenatios

We inject CBR (constant bt rate) data flows in the network, which are carried by

UDP. Specifically P  cach has a payload

of 1000 bytes. This translates to a traffic rate of 400 kbps injected by a node. When
comparing different CORMAN versions which has and has not the small-scale retrans-
‘mission functionality, we record the packet delivery ratio (PDR), i.e. the fraction of
packets received by the destination out of all the packets injected, and end-to-cnd
delay average and variance. We observe that the CORMAN with smallscale retrans-
‘mission enabled outperforms the CORMAN with small-scale retransmission disabled

in terms of all of these metrics.

6.2.2  Performance versus Network Dimension

V » sparison of CORMAN under different oneis

with is he other is
and our tests are against the varying of the network density. In particular, we have

network tomographics of [ x I (m?), where | = 430,500,550, ...,950. We deploy
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50 nodes in cach of these network dimensions to test the protocols with differing
node densities, and every node moves randomly with waypoint model at tns, = 20
m/s. For cach dimension scenario, we test performances of CORMAN with small-
scale retransmission enabled and CORMAN with small-scale retransimission disabled
in transporting CBR data flows between a randomly selected source-destination pair.
We repeat.this process 20 times for a given scenario. We measure the PDR, end-to-
end delay, and delay jitter for both protocols and average them over the 20 repetitions
of each scenario, as plotted in Figures 6.13, 6.14, and 6,15, respectively.

We observe that when the network density is relatively low, CORMAN with small-
scale retransmission disabled has better PDR. In particular, when the side length of
the square network boundary grows from 450m to 500m, the CORMAN with disable
small-seale retransmission outperform the CORMAN with the proposed scheme en-
abled. When the side length of the square boundary keeps on increasing over 500,
the CORMAN with small-scae etransmission enabled outperform its opposite, and
the greater the side length, the more obvious PDR gain could be achieved.

“To investigate the reason behind such a phenomenon, we studied the simulation trace
fils and plotted out the number of packets forwarded by local relay nodes and the
collisions on listed forwarders caused by local relay nodes in Figure 6.16. In particular,
the left scale of Figure 6.16 gives us the number of packets forwarded by small-scale
retransmitters and the collisions on lsted forwarders caused by smallscale retrans-
mitters, and the right scale gives us the ratio of these two values, It is obvious that
both the smallscale forwarding and the collisions they cansed increase when the net-
work dimension goes up. Furthermore, the forwarding count increases faster than the
collisions they caused. Tn our further investigation, we found the forwarding increases
because the hops from source to destination node increase with the network dimen-

sions. However, we found the increase of collisions is not due to the growth of hop
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count because we have granted nodes the priority to transmit the packets in the same
batch [9]. The real reason is that a route with more hops from source to destination

reduces the size of fragment, transmitted by intermediate node, so the entire fragment

has higher probability to be lost on both listed forwarders and local relay nodes. As
the result, nodes can not predict exactly the time to start their transmission, and
that is the real reason for more collisions in the network. Thercfore, the collsion will
not grow directly against the incroase of network dimensions and with a lower growth
specd than that the increasing of forwarding times,

In a summary, because wireloss links in dense network have relatively high reliability

with relatively less hop cout, and because the nodes have t0 try to deliver a sume

packet several them,

‘mission in dense network is in fact limited. When the density of the network decreases,
the benefit achieved by using small-scale retransmission shows its advantage.

From Figure 6,14 we can sce that the packet end-to-cnd delay in both tested schemes
twork

with and without small-scale retransmission, are nearly the same in a dense

The scheme with local cooperative relay enabled has shorter packet end-to-cnd delay
in a sparse network, because the local cooperative relay will save packets and avoid
them to be delivered from original source again. Figure 6.15 indicates that both the
CORMANs with and without small-scale retransmission have nearly the same packet

end-to-end delay jitter

6.2.3  Performance versus Velocity

We also study CORMAN's performance with the smallscale retransmission enabled
or not. by varying the node velocity. We conduct another set of tests in a net-
work of 50 nodes deployed in u 700 x 700 (in?) space with & Varying tm, where

Ve = 0,8,6,....,30 (m/s). For cach velocity scenario, we test CORMAN with small-



Figure 6.13: PDR vs. network dimension
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Figure 6.14: Packet delay vs. network dimension
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Figure 6.15: Delay jitter vs. network dimension
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Figure 6.19: Delay jitter vs. node velocity

scale retransmission cnabled and disabled in transporting CBR data flows between a
randomly selocted source-destination pair as well. We repeat this process 20 times
for a given scenario. We colleet the PDR, end-to-cnd delay, and delay jitter for both
protocols averaged over each scenario, and plot them in Figures 6.17, 6.18, and 6.1,
respectively

From Figure 6.17, we can obviously find that for all velocity scenatio, the small-scale

bled he smal- disabled one

because of the same reasons s we analyzed in Section 6.2, and so we will not exphin
that again here. What interesting is that even thought both the PDR in two test
conditions decrense together when nodes move faster, the PDR gain by using small-
scale retransmission in CORMAN grows when the velocity gocs up. That is duc to

the scoring function in the small-scale retransmitter is a real time and distributed

algorithin, and it can provide the best retransmitter on time to reduce the effect of

nodes mobility. As the result, the small-scale retransmission has more effectivencss

to fix up the break links when the node velocities g0 up.

Also, CORMAN with small-scale retransmission enabled has shorter end-to-cnd delay
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and almost same end-to-end delay jitter compare to that with it disabled, and that is

because the same reasons we analyzed in Section 6.2.2.

6.3 Overall Performance of CORMAN

In this section, we study the performance of CORMAN by running computer simula-
tion using Network Simulator ns2 (version 2.34). We compare it against AODV with

varying network densitics and node mobility rates. The performance improvement

‘and explanations of these results are explained in the rest of this section.

6.3.1 Experiment Settings

P

e basic configurations of the simulations for the overall performance in CORMAN
are nearly the same as those in the simulations for the effectiveness of smalkscale re-
transmission in Section 6.2, where we choose the Nakagami propagation model to test
CORMAN's overall performance, configure the nominal data rate at the §02.11 links
101 Mbps, and adopt the random waypoint mobility model to generate the simulation
scenarios. As well, we inject CBR data flows in the network carried by UDP with the
same data rate as we specifid in Section 6.2. We compare the overall performance of
CORMAN with that of AODV [6]. We sclct AODV as the bascline because AODV
is a widely adopted routing protocol in MANETS, and its behavior both in ns-2 and

real network operations is well understood by the rescarch community.

6.3.2 Performance versus Network Dimension

We first compare the performance of CORMAN and AODV with different network

dimensions.  Specifically, we have network tomographies of 1 x  (m?), where | =

250,300,350, ..., 1000 We depl
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the protocols with differing node densities. These nodes move following the random

waypoint model with vy = 10 m/s. For cach dimension scenario, we test CORMAN

and AODV's capabiltis in transporting CBR data flows bet ly selected
sourco-destination pair. We repeat this process 5 times for a given scenario. Wo
measure the PR, end-to-end delay, and delay jitter for both protocols and average
them over the 5 repetitions of each sccnario, as plotted in Figures 6.20, 6.21, and 6.2,
respectively:

We observe that CORMAN has a PDR (Figure 6.20) of about 95% for dense networks
(. 250 < 1< 500 m). As the node density decrcases, this rate gradually gocs
down to about 60%. In contrast, AODV's PDR ranges between 60% and 80% for
dense networks and quickly drops to around 20% for sparse networks. (We use o red
Dloiting series o indicate the relative performance of CORMAN over PDR in all of
our figutes) There are two reasons for the PDR penalty for AODV (o operate in
sparse networks. First, data packets are forwarded using traditional IP forwarding
in AODV. When channcl quality varies (as cmulated by the Nakagami model), a
packet may be lost at the link lyer. After a fow failed retransmits, it will be dropped

by the network layer, CORMAN, however, is designed to utilize such link effects

link variation.

50 that at least one downstream node would be available despite
CORMAN faciltates opportunistic data forwarding using the link quality diversity

at difforent roceivers and allows them to cooperate with each other with a mini
overhead. Consequently, CORMAN has a strong resilience to link quality fluctuation

the route scarch of AODV docs not function well with

and node mobility. Sec
unreliabl links. Recall that, in AODV, when a node finds that it docs not have
next hop available for a given data packet, it broadeasts a RREQ (route request) to
find one. Both the destination and any intermediate node that has a valid cached

route can reply with a RREP (route reply). Whe

links were perfectly symmetric,
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the RREP packet would take the inverse path leading to the initiating node of the
route search. However, when links suffe from fading, the RREP packets may not be
able to propagate back to the initiator because of transient low link quality in the
reverse direction. As a result, it takes AODV much longer to obtain stable routes. In
fact, this performance loss has been observed in carlicr studies of AODV when large
‘umbers of unidirectional links are present i the network [47]. In our ns-2 simulation
using the Nakagami propagation model, the independent link quality fluctuation in
both directions cssentially produccs temporary unidircetional links. This negative

effcct of fading links on AODV can be mediated to a degree when the node de

increases. Therefore, in our next sct of tests (Section 6.33), all simulation scenarios
have a fairly higher node density for AODV to function reasonably well.

We are also interested in the cnd-to-cnd delay and its variance of CORMAN and
AODV. Figure 6.21 presents the end-to-end delay of these protocols in different dimen-
sion secnarios. We sce that, when the node density is higher (ic., 250 < I < 500 m),
CORMAN has a shorter delay than AODV. For sparser scenarios (.c., 550 < < 1000

m), CORMAN's delay is lightly longer than AODV but comparable. In CORMAN's

implementation, a node determines that it can no loner contribute to a batch’s pro-
gression if it has not scen an update of the map ater 10 retransmits of its fragment.
“This s similar to 10 retrics at the link layer in 1P style forwarding. (The default
retry limit in 802.11 is 7.) Thus, the not-so-short cnd-to-cnd delay of CORMAN is
caused by the larger mumber of data retransmits. This is a relatively small cost to
pay for a significantly higher PDR (Figure 6.20). The delay jitter (standard devia-
tion) measured for CORMAN and AODV has a similar relative performance for these
scenarios as in Figure 6.22. This is also because of the larger retry limit of CORMAN
(10 times) compared to AODV over 802.11 (7 times)
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Figure 6.25: Delay jitter vs. node velocity



6.3.3 Performance versus Velocity

‘We also study CORMAN’s performance and compare it to AODV in different rates of
node velocity. We conduct another set of tests in a network of 100 nodes deployed in
300 % 300 (1) space with & VATYing Umas, Were Vs = 0,2,4,6,..,20 (m/s). For
cach velocity seenario, we test CORMAN and AODV's performance in transporting
CBR data flows again between a randomly sclected source-destination pair. We repeat
this process 5 times for a given sconario. We colleet the PDR, end-to-cnd delay,
and delay jitter for both protocols averaged over each scenario, and plot them in
Figures 6.23, 6.24, and 6.25, respectively. Note that these are fairly dense networks so
that AODV has a reasonably high PDR. Since the network diameter is rather small
in this case, the measurements are fairly consistent across these different velocity
scenarios

From Figure 6.23, we observe that CORMAN's PR is constantly around 95% while
that of AODV varies between 57% and 82%. With this very high network density,
AODV's route search succeeds in majority of the cases. Yet, it still docs not have
the same level of robustness against link quality changes as CORMAN. Compared
to AODV, CORMAN has only a fraction of the end-to-end delay and variance (Fig-
ures 6,24 and 6.25) for two reasons. First, the opportunistic data forwarding scheme
in CORMAN allows some packets to reach the destination in fewer hops than AODV.

Second, the proactive routing (PSR) in CORMAN maintains full-on route informa-

tion, whereas AODV still has to search for them if a route is broken. Although route

search in AODV usually succeeds in dense networks with fuctuating link quality, the
delay introduced by this process is inevitable.

Based on these observations, we conclude that CORMAN can maintain its perfor-
mance despite high rate of node velocity with realistic channels emulated by the

Nakagami model. Thercfore, it is very suitable for many mobile ad hoc network




applications, c.g., Vehicular Ad-hoe Network (VANET) applications.

6.4 Summary

In this chapter, we test the proposed schemes with Network Simulator 2 to study their
particular and overall performances. Specifically, the averhead in PSR s only a small
fraction or a magnitude smaller than that in other three baselines, and meanwhile
PSR can maintain a better performance on TCP throughput, packet end-to-cnd delay,
and end-to-end delay jitter compared to other protocols. The particular evaluation
for small-seale retransmission shows us the small-scale retransmission can cffctively
bridge broken links in sparse and high mobility networks, and it can provide us up
to 15% performance gain in Packet Delivery Ratio (PDR) and a little improvement
in packet end-to-cnd delay. When we test CORMAN as an entire system, we found
CORMAN has the PDR up to 4 times of the PDR.in AODV. Hence, we proved that
the systematic solutions we proposed to implement opportunistic data forwarding in

mobile ad hoe networks works quite well




Chapter 7

Conclusions, Discussions, and

Future Work

7.1 Conclusions

In this thesis, we have proposed CORMAN as an opportunistic routing scheme for
mobile ad hoe networks. CORMAN is composed of three components. 1) PSR —
a proactive source routing protocol, 2) large-scale live update of forwarder list, and
3) small-seale rotransmission of missing packets. All of these explicitly utilize the
broadeasting nature of wircless channels and are achieved via offiient cooperation

among participating nodes in the network. Essentially, when packets of the same

flow are forwarded, they can take difcrent paths to the destination. For example, in
Figure 7.1, the route between nodes X and ¥ s determine by the routing module
i indicated by the yellow band. The sold crcls ropresent the lste forwarders and
the holow onesare the smalkscae retzansmitters. Tn actual operations of CORMAN,
packets pr, pa, and py can take separate routes around this band depending on the

transient link quality in the network. Such a decision is made on a per-hop and per-



Figure 7.1: Packet trajectorios

pacet. basis. Through computer simulation, CORMAN is shown to have superior

performance measured in PDR, delay, and delay jitter.

7.2 Discussions

7.2.1  Proactive Source Routing Related

In particular, the PSR is motivated by the necd of supporting opportunistic data
forwarding in mobile ad hoe netwvorks. In order generalize the milestone work of EXOR,
for it to function in such networks, we needed a proactive source routing protocol.
Such a protocol should provide more topology information than just distance veetors
but has a significantly smaller overhead than link-state routing protocols; even the
MPR technique in OLSR would not suffice this need. Thus, we put forward a tree-
based routing protocol, PSR, inspired by PFA and WRP. Its routing overhead per
time unit per node is in the order of the mumber of the nodes in the network as
with DSDV, but each node has the fullpath information to reach all other nodes.
For it to have a very small footprint, PSR's route messaging is designed to be very
conciso. First, it uses only one type of message, i.c., the periodic route update, both,
1o exchange routing information and as hello beacon messages. Sccond, rather than
packaging a set of discrete tree edges in the routing messages, we package a converted
binary tree to reduce the size of the paylond by about  half, Third, we interleave

full dump messages with differentinl updates so that, in relatively stable networks,
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the differential updates are much shorter than the full dump messages. To further

reduce the size of the differential updates, when a node maintains its routing tree as

the network changes, it tries to minimize the alteration of the tree. As a result, the

routing overhead of PSR is only a fraction or less compared to DSDV, OLSR, and

DSR as evidenced by our experiments. Yet, it stil has similar or better performance
in transporting TCP and UDP data flows in mobile networks of different velocity
rates and densitcs.

In the simulation in this work, we used PSR to support traditional IP forwarding
for a closer comparison with DSDV and OLSR, while DSR still caried source routed
messages. In our simultancous work, CORMAN [37), wo tested PSR capability in
transporting source routed packets for opportunistic data forwarding, where we also
found that PSR's smal overhead met our inital goal. That being said, as indicated
in Section 6.1.2 carlicr, while alleviating forwarding nodes from table lookup, DSR's
source routing is especially vilnerable in rapidly changing networks. The reason i

that, as a source routed packet progresses further from its source, the path carried

by the packet can become obsolete, forcing an intermediate node that cannot find
the next hop of the path to drop the packet. This is fundamentally different from
traditional IP forwarding in proactive routing with more built-in adaptivity, where
the routing information maintained at nodes closer to the destination is often more
updated than the source node. Although out of the scope of this rescarch, it would
be an interesting cxploration to allow intermediate nodes running DS to modify the
path carried by a source routed packet for it to use its more updated knowledge to
route data to the destination. This is in fact exactly what PSR docs when we used it
to carry source routed data in CORMAN. Granted, this opens up an array of security.
issucs, which themselves arc part of a vast rescarch arca.

As with many protocol designs, in many situations working on PSR, we faced tradeoffs
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of sorts. Striking such balances not only gave us the opportunity to think about our
design tuice, but also made us understand the problem at hand better, One particular
example is related to trading computational power for data. transfer performance.
During one route exchange interval, a node reccives a number of routing messages
from its neighbors. 1t needs to incorporate the updated information 1o its knowledge
base and share it with its neighbors. The question is when should these two events
happen. Although incorporating multiple trees at one time is computationally more
efficient, we chose to do that immediately after receiving an update from a neighbor.
As such, the more accurate information takes offct without any delay. Otherwise,
when n data packet is forwarded to a neighbor that no longer cxists, it causes link
Inyer retrinl, backlogging of subscquent packets, and TCP congestion avoidance and
retransmission. With the broadcast and shared nature of the wircless channel, the
effcts above are adversary 10 all other data flows in the area. Therefore, in research
on multi-hop wircloss networking, it almost always makes sense for us to minimize

aalty in other

any impact on the network's communication resources even if there s
aspects. When it comes to when a node should share its updated routc information
with its neighbors, we chose to delay it wntil the end of the cycle so that only one
update is brondeast in cach period. 1f a node were to transmit it immediately when
there is any change o its routing tree, it would trigger an explosive chain reaction
and the network would be overwhelmed by the route updates. As we found out in our
Dreliminary tests, ths is the primary reason that WRP's overhead was significantly
higher than the other protocols under study. PSR has just opened the box for us,

and there will be many more things that we would like to investigate about it



98

7.2.2 About Large-scale Live Update and Small-scale Re-
transmission

The large-scale live update is another way to utilize the broadcast nature in wireless
communication network, especially for the opportunistic data forwarding with proac-
tive routing protocols in MANETS. In particular, to avoid too much routing overhead
that s injected into network, the proactive routing protocols can not update the
topology changes in a cvent driven manner but timer driven, which means the rout-
ing update should propagate from destination to source in periodical way as we did in
PSR (Chapter I11). As a result, the further from the source node to destination node,
the less accurate routing information maintained on the source node. Coherently, the
Route-Prioritized Contention based opportunistic data forwarding (Section 2.1.1.2)
always wants the intermediate node that s ncarest to the destination to forward the
packets first, where much fresher routing information is maintained than upstream
nodes which will forward rest packets later. Hence, large-scale live update uses the
broadcast nature further in wircless opportunistic forwarding network, and when a
node take itself as a frontier (Scction 4.2) of the bateh, it will update the forwarder
list and pack the new one in the data. packet. Therfore, when the data packets are
delivered towards the destination, the fresher routing information can be propagated
towards source node more quickly with no additional overhead.

Furthermore, in the small-scale retransmission we proposed in Chapter V, we broaden
the opportunistic data forwarding further. In wircless communication networks, the
traditional IP forwarding, opportunistic data forwarding, and opportunistic data for-
warding with small-scale retransmission compose an evolution process. In particular,
the most fundamental approach is the IP forwarding, which is initially proposed for

the Internet and only one next hop address marks the intended receiver in forwarding
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process. Then, ExOR [9] makes a group of receiver to be intended by including a
forwarder list in data packet, and make all receivers forward packet in a a prioritized
order. Now, our small-scale retransmission not only grants the forwarding ability

to the receivers included in the forwarder list, but also lets the nodes which are not

shown in the forwarder list but between two of them to participate in data forwarding.
The broadened opportunistic data forwarding exploits the broadcast nature one step

further.

7.3  Future Work
Rescarch based on CORMAN ean be extended in the following interesting ways.

1. 1t would be informative to further test CORMAN. For example, we can com-
pare CORMAN to EXOR and P forwarding in static multi-hop networks with
varying link quality to study their relative capabilities in data transfer. We will
also test these data transfer techniques with multiple simultancous flows present
to study how well they share the network resources. Through these tests, we.
will be able further optimize some parameters of CORMAN, such as the retry
lmit

2. The coordination among multiple qualified small-scale retransmitters can be

achicved with better measures than RSSL In particular, if the “suita
score is based on transicnt link quality rather than historic information, we
will be able better utilize the receiver diversity. Apparently, this would require

di which could

especially when we aim for zero extra overhead,

3. Nodes running CORMAN forward data packets in fragments. When the source
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and destination nodes arc separated by many hops, it should allow nodes at
different segment of the route to operate simultancously. That is, a pipeline
of data transportation could be achicved by better spatial channel reuse. The
design of CORMAN can be further improved to address this explicitly. This
may involve timing node back off more preciscly and tightly, or even devising a.

completely different coordination scheme,

The potential of cooperative communication in multi-hop wircless networks is vet
to be unleashed at higher layers, and CORMAN is only an cxample. PSR has just
opened the box for us, and there will be many more things that we would like to

investigate about it
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