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Abstract 

Good measurements of fish swimming velocity would add another piece of valuable 

scientific information to the toolkit of the fisheries acoustician; however, previous 

investigations of Doppler sonar measurements of fish velocity have been relatively 

sparse, and no previous study has explored the possibilities available with newer 

coherent Doppler sonar systems. Comprehensive field and laboratory studies were 

undertaken to characterize the performance of a 250-kHz, 10-kHz bandwidth coherent 

Doppler sonar when applied to measurements of fish swimming velocity. A computer 

model was designed to assist in understanding experimental results and broaden the 

range of parameters investigated. The quality of velocity estimates was quantified 

by calculating the error and the standard deviation for estimates of Doppler velocity 

for individual targets. The effect of sonar parameters (pulse length, pulse coding, 

lag, ping rate, bandwidth) and environmental conditions (target and water velocity, 

target spacing, signal-to-noise ratio) on the quality of velocity estimates was examined 

through four experiments with simulated fish targets, three experiments with live fish 

targets, and the computer model. With signal-to-noise ratio ranging from 0 dB to 75 

dB, typical velocity errors of 1-2 cms-1 and standard deviations of 5-13 cms- 1 were 

realized with the test instrument, amounting to 4-11% uncertainty if a fish swimming 

velocity of 30 em s-1 is assumed. Experimental, theoretical, and model results taken 

together suggest that useful estimates of fish swimming velocity could be obtained 

using a coherent Doppler sonar with the following specifications: a transmit frequency 

of 200-300 kHz with a 16% bandwidth, a beamwidth of 4-6°, and several beams to 

measure multiple components of fish velocity. 
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Chapter 1 

Introduction 

1.1 Motivation 

Acoustics provides a powerful tool for probing processes in the ocean which would 

otherwise be invisible, since light does not penetrate significantly into salt water 

(Medwin and Clay, 1998). Ocean acousticians use passive (receive only) or active 

(transmit and receive) sonar techniques for observing the ocean. The scatter observed 

using an active sonar will contain information about the location and size of the target 

which is the scattering source. In addition, measuring the Doppler frequency shift of 

scattered sound can provide an estimate of target velocity. 

Scatter of transmitted sound in the ocean can arise from particles passively moving 

at the water velocity, solid targets such as fish, the ocean surface, or the ocean bottom. 

Physical oceanographers have exploited acoustic Doppler techniques to study a variety 

of ocean processes: surface waves (Smith, 1989), internal waves (Pinkel et al., 1987; 

Pinkel and Smith, 1987), sediment transport (Zedel et al., 1995; Zedel et al., 1996; 
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1.1. Motivation Chapter 1. Introduction 

Figure 1.1: Diagram of an acoustic Doppler current profiler (ADCP). A typical ADCP has 
four beams inclined at 20° or 30° to the vertical, at increments of 90° in the azimuth, as 
shown. The grey part of the beam illustrates a range bin created by gating the returned 
signal. 

Zedel and Hay, 1999), turbulence (Lhermitte and Lemmin, 1990), and most com­

monly, current velocities (Lhermitte, 1983; Lhermitte and Serafin, 1984; Pinkel, 1986; 

Theriault, 1986; Bugnon and Whitehouse, 1991; Pinkel and Smith, 1992; Trevorrow 

and Farmer, 1992). Doppler sonar current measurement is now so widespread that 

a number of companies produce sonars specifically designed to measure current ve-

locity, such as RD Instruments' acoustic Doppler current profilers (ADCPs, shown 

schematically in Figure 1.1), and Sontek's acoustic Doppler velocimeters (ADVs) and 

acoustic Doppler profilers (ADPs), most of which are capable of being deployed for 

long-term, stand-alone current measurements. 

While the physical oceanographers were developing instruments optimized for the 

study of physical phenomena, fisheries biologists developed the field of fisheries acous-

tics, in which observations of acoustic backscatter originating from fish or zooplankton 
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are collected. In a typical fisheries acoustics survey a sonar is mounted on a ship which 

undertakes a prescribed survey pattern in the area of interest. The echoes recorded 

by the sonar can be used to provide a biomass estimate for the entire area surveyed 

(MacLennan and Simmonds, 1992). 

There are, however, drawbacks to the standard fisheries survey procedure: a re­

search vessel is expensive to operate, and a single survey will require days to weeks of 

ship time, resulting in spatial and temporal coverage that is sparse at best. Further­

more, fisheries biologists generally only measure where the fish are, and not where they 

are going. Although in many cases it is sufficient to know only the fishes' location, 

there are times when their movement is of interest, be it diurnal or seasonal migra­

tion (Benoit-Bird and Au, 2002), movement in response to human activity (Slotte 

et al., 2002), or even an avoidance response when observing fish with a ship-mounted 

sonar (Olsen et al., 1983). In addition, fish movement can bias biomass estimates 

(MacLennan and Simmonds, 1992); although a well-designed survey should minimize 

the resulting bias, unknown movement may inadvertently introduce bias which would 

be difficult if not impossible to detect. Therefore, it would be useful in some cases 

for fisheries biologists to have a tool to accurately determine the velocity of swim­

ming fish, and to do so not from a vessel but from a stationary long-term mooring, 

resulting in a time series of fish swimming behaviour in a given location, rather than 

a 'snapshot' of their spatial distribution at some particular time. 

Fisheries sonars which can measure fish velocity without making use of Doppler 

techniques already exist but their measurement capabilities are limited. A single­

beam sonar with a relatively narrow beam could be used to measure a single compo­

nent of fish swimming velocity by differentiating the range to the fish as a function of 
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time. However, large velocity errors can result from differentiating fish position in all 

but very specific cases (see Section 3.5.3). A split-beam sonar can be used to track 

the location of a target in three dimensions and derive fish velocity by differentiating 

fish position as a function of time (e. g. Xie et al. 1997, Xie et al. 2002). Split-beam 

sonar velocity measurements are generally accurate when made in 'high' signal-to­

noise ratio (SNR) environments (SNR > 20 dB); however, in low-SNR environments, 

the measured fish position can be severely biased toward the beam axis, resulting in 

significant errors in fish velocity estimation (Kieser et al., 2000). Therefore, measure­

ment of velocity by differentiation of position with either single-beam or split-beam 

sonars will only provide accurate measurements under limited conditions. 

Doppler techniques, however, have the potential to provide accurate measurements 

of fish velocity under a wide variety of conditions, and implementing the Doppler ap­

proach in a stationary long-term moored instrument would result in an improvement 

in temporal coverage by providing a time series of fish 'traffic' in and out of a given 

area. A sonar optimized for Doppler measurements of fish velocity would provide a 

useful alternative to multiple ship-based surveys; however, this approach has never 

been given serious consideration before in the field of fisheries acoustics, which is 

surprising since similar oceanographic instruments (e. g. ADCPs) already exist. This 

thesis will explore the optimization of instrument hardware and signal processing 

specifically for measurements of individual fish swimming velocity. 
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1.2 Previous work 

Two types of Doppler shifts can be associated with swimming fish: observation from 

the side aspect will result in the measurement of the tailbeat frequency, while obser­

vation from the nose or tail aspect will result in the measurement of the swimming 

velocity. The latter is the more intuitive measurement, although a careful labora­

tory experiment by Bainbridge (1958) related the swimming speed of a fish to the 

frequency and amplitude of the tailbeat. It should be easier to measure swimming 

velocity than tailbeat frequency for fish with swim bladders, since the bulk of the 

backscatter from a fish arises from the air-filled swim bladder. However, lack of a 

swim bladder would not preclude the use of the Doppler technique; the signal-to-noise 

ratio would simply be lower than for a fish with a swimbladder. 

Doppler sonar has been used from time to time in fisheries acoustics to study 

the motion of fish or fish schools, but has never been widely accepted. Previous 

experiments fall into three categories: one-time experiments designed for very spe­

cific circumstances, experiments in rivers where some uniformity in fish swimming 

direction is expected, and experiments involving commercial ADCPs. 

1.2.1 First experiments 

The earliest use of Doppler sonar for observations of fish motion was that of Hester 

(1967), who identified three classes of targets from different types of Doppler shifts. 

Using a 70-kHz sonar with a high-resolution frequency analyzer, targets were classi­

fied as stationary (no Doppler shift), targets that showed gross motion (narrow-band 

Doppler shift), or targets that showed complex motion (broadband Doppler shift). 
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Using the relationship among fish swimming speed, tailbeat frequency, and tailbeat 

amplitude developed by Bainbridge (1958), the size of the detected fish was esti­

mated from the broadband Doppler shift which was presumed to originate from the 

undulatory motion of the fish bodies. 

Holliday (1974, 1977) measured both the side- and tail-aspect Doppler shifts from 

a fish school. An 11-kHz sonar was first used to localize the fish school, and a relatively 

long (0.5-s) pulse was used to insonify the school for the measurement of the Doppler 

shift. The relative motion between the water and the ship was determined through 

the Doppler shift of the volume backscatter. The tail beat frequency was related 

to fish length (Bainbridge, 1958), while the tail-aspect Doppler shift was related to 

swimming speed and compared favourably with observations of the overall motion of 

the school. Holliday's work showed in a broad sense that fish velocity can be measured 

with a Doppler sonar, but highlighted the need for better spatial resolution. 

Olsen (1983) observed the Doppler shift of a fish school during passage of a vessel 

to confirm that the school was moving downwards, away from the ship. Plueddemann 

(1989) observed the diel migration of a sound scattering layer with a Doppler sonar, 

and compared the Doppler velocity with that calculated by differentiating the position 

of the sound-scattering layer over time. The two velocities agreed within ±25%, 

demonstrating the validity of technique, considering that the observed velocities were 

quite low ( 1-5 em s- 1
). It was noted that if a only a small proportion of scatterers in 

a sample volume are moving, the Doppler shift velocity will be biased toward zero; 

however, this is not expected to be a problem when observing fish, which are much 

stronger scatterers than the sound scattering layer observed by Plueddemann in this 

context. 
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1.2.2 Riverine experiments 

At first glance, the use of Doppler sonars in riverine applications seems straightforward 

and perhaps simpler than open-ocean applications. Most of the fish are travelling 

in the same direction, because experiments are usually performed in rivers where 

anadromous species are returning to their birthplace to spawn. The geographical 

constraints imposed by a river also make it far easier to count each individual fish 

as it swims upstream. However, rivers can be problematic acoustic environments: 

minimizing surface and bottom reflections from the main beam and sidelobes can 

be difficult, and there is often substantial debris being carried downstream which 

may introduce unwanted strong scatterers into the detected signal. The challenges 

of making shallow-water acoustical measurements can thus result in noise obscuring 

the Doppler measurements. 

Pincock and Easton (1978) considered the parameters necessary for a sonar to 

detect tail-beat Doppler shifts in a river. They developed two sets of parameters 

which would work for fish detection: a continuous wave Doppler sonar (30-100 kHz), 

which offers no spatial resolution but would still detect the presence or absence of 

fish; and a pulsed Doppler sonar, which would require a higher transmit frequency 

(1 MHz) to provide greater power, and thus would only be suitable for a narrow 

channel (a few metres wide). Hendershot et al. (1984) used a 420-kHz incoherent 

bistatic system with a spatial resolution of 10 m and target ranges from 3-25 m to 

assist in fish counting. Stationary targets (the river bottom) and targets moving 

downriver (water) were excluded from the fish count by filtering the Doppler return. 

Targets moving upstream were assumed to be fish and added to the fish count, while 

no use was made of the measurements of fish velocity itself. Waite and Belcher (1985) 
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designed a detection algorithm using a 420-kHz Doppler sonar system which averaged 

multiple estimates of the velocity to determine whether or not a target was a fish. 

Again the Doppler information was merely used to identify and count fish targets, and 

then discarded. Johnston and Hopelain (1990) used a similar technique to count fish 

targets using Doppler sonar, and counted only upstream-moving targets as fish. They 

admitted that the Doppler system as designed would likely count some fish twice, as 

the fish were observed to be milling and the Doppler system was designed under 

the assumption that downstream-moving targets were not fish. The riverine Doppler 

approach failed to become popular and has, for the most part, been abandoned by 

fisheries sonar manufacturers. 

1.2.3 ADCP experiments 

Commercial ADCPs intended for ocean current measurement have been used by a 

few investigators to measure fish velocity. Current velocities measured by ADCPs 

can be biased by the presence of fish or zooplankton (Hansen, 1986; Freitag et al., 

1992; Wilson and Firing, 1992; Plimpton et al., 1997), which suggests the possibility 

of using AD CPs specifically to measure fish velocity. However, AD CPs are optimized 

for detecting Doppler shifts from volume backscatter rather than solid targets. They 

are also designed with fish-rejection algorithms to reduce the errors introduced by 

fish in the beams (Plimpton et al., 1997); therefore, attempts to measure fish velocity 

with ADCPs have had limited success. 

Derner et al. (2000) used a 150-kHz RDI broadband ADCP to observe fish schools 

and measure nearby current velocities, and identified the conditions under which 

such observations would be successful: the fish school must have a large enough 
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horizontal extent to encounter at least three of the four beams, the school must be 

moving homogeneously, the velocities of the school must exceed the ADCP precision, 

and the relative ship and water movement must be quantifiable in order to measure 

fish swimming velocity relative to the water. Zedel and Knutsen (2000) reported a 

velocity standard deviation of 10 em s-1 in towtank tests of a 300-kHz ADCP and 

found that single solid targets were identifiable in the data, although complex target 

arrangements caused some measurement problems. A field test (Zedel et al., 2003) of 

ADCP observations of large schools of herring showed in principle that fish velocities 

could be successfully measured. The observed velocity variance was greater than 

that predicted theoretically, and it was inferred that fish movement was probably the 

source of the increase in variance. In both experiments (Zedel and Knutsen, 2000; 

Zedel et al., 2003) a desire for better spatial resolution was expressed (20 em was 

the limit imposed by the RDI ADCP firmware for the 300-kHz ADCP used in the 

experiments). 

Problems with ADCP measurements arise from the fact that unless it is care­

fully configured, an ADCP tends to discard data which is of poor quality in the 

context of current measurement, although the same data would be useful for fish 

velocity measurement. For example, the fish-rejection algorithm compares the differ­

ences in backscatter intensities observed between beams to a threshold and rejects 

velocity data if the threshold is exceeded; the assumption is that fish are contami­

nating the water velocity measurement in one or more beams. Another restriction is 

that the scattering layer is expected to move homogeneously, which is implemented 

by calculating the 'error velocity' (the difference between the two vertical velocity 

estimates for each ping). Velocity data are rejected if the error velocity exceeds a 
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user-defined threshold. Both the fish-rejection and error-velocity algorithms can be 

disabled; however, the default settings are not conducive to fish velocity measurement. 

Furthermore, the assumption of a uniform scattering layer for velocity reconstruction 

is not valid in general for swimming fish. An instrument designed specifically for the 

measurement of fish velocity would not be subject to the restrictions which are an 

essential component of the ADCP's basic design. 

1.2.4 Weaknesses in previous work 

All the earlier attempts at fish velocity measurement with Doppler sonar have certain 

weaknesses in common. First, none have exploited coherent processing, widely used 

in ADCPs and described in detail in Chapter 2, to reduce uncertainties in velocity 

estimates. The experiments using commercial AD CPs (Derner et al., 2000; Zedel and 

Knutsen, 2000; Zedel et al., 2003) implicitly make use of coherent processing but the 

user has no control over its implementation; the commercial ADCP is essentially a 

'black box' which provides velocity data. Second, much of the work has focussed on 

fish schools and their gross motion, rather than individual fish swimming velocity, 

with the exception of the riverine work. However, the individual fish swimming 

velocity measured by the Doppler sonars in riverine applications was merely used for 

fish identification and then discarded! Third, previous authors were not considering 

the possibility of developing a new instrument particularly suited to measurements of 

fish swimming velocity, so there is a lack of thorough investigation of the limitations 

and advantages of Doppler processing. Fourth, the focus has remained on ship-based 

surveying, and so immediately discounts one of the inherent advantages possible with 

Doppler sonars, that of independent long-term deployments. 
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This thesis is based on experimental work with a test instrument which has the 

potential to improve upon previous work in all of the above areas. First, the test 

instrument is a coherent Doppler sonar. Second, the swimming velocity of individual 

fish rather than schools will be measured. Third, the sonar will be subject to a variety 

of tests in different measurement conditions to fully explore its capabilities. Finally, 

all the testing and signal processing has been developed keeping in mind the goal of 

independent long-term deployment. 

1.3 Objectives 

Despite the utility of the Doppler technique in medicine, weather radar, and oceanog­

raphy, it has not been subjected to a thorough investigation specifically for measure­

ments of fish velocity. The primary goal of this thesis is to address the need for a full 

systematic evaluation of the performance of a Doppler sonar under a variety of con­

ditions. It will then be possible to determine the conditions under which a Doppler 

sonar could make reliable and useful measurements of fish swimming velocity. 

There are several fundamental differences between Doppler measurement of veloc­

ities of single solid targets (e. g. fish) and a diffuse collection of weak scatterers (e. g. 

blood flow, atmospheric phenomena, ocean currents). First, the primary model for 

most theoretical Doppler work has been volume backscatter, consisting of many weak 

targets throughout a sample volume with a mean and standard deviation in velocity. 

There is no reason to expect that the statistical behaviour of the Doppler shift from 

a single strong target would be the same as that of volume backscatter, and compar­

isons with theory should provide some insight into any differences between the two 
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types of scattered signals. Second, the extensive range and time averaging used in all 

Doppler current profilers is inappropriate for discrete targets such as fish, which have 

a finite residence time in the sonar beam and are often smaller in spatial extent than 

the averaging interval. Without a purpose-built sonar it is often difficult to extract 

raw data; however, the test instrument (described in detail in Section 3.1) will allow 

for much more control over sonar parameters and in particular will allow access to 

the raw, unaveraged data, to allow for manipulation in any number of different ways. 

Third, a variety of pulse transmit and processing options exist for Doppler shift es­

timation (Section 2.3) and those appropriate for current velocity measurement may 

not be useful for the measurement of individual fish swimming velocity. 

Both experimental and modelling approaches were employed in the investigation 

of the performance of the Doppler sonar. First, a series of laboratory and field exper­

iments served to explore the capabilities of the test instrument. Then, a computer 

model of Doppler sonar operation was designed to reproduce experimental results, to 

ascertain that the operation of the sonar is reasonably well understood, and to allow 

for the exploration of some sonar parameters beyond what was possible with the test 

instrument. 

Finally, after consideration of all the parameters affecting fish velocity measure­

ment, it should be possible to propose the geometry, sonar parameters, and signal 

processing appropriate to fish velocity measurement. An examination of the advan­

tages, disadvantages, and trade-offs among various parameters will result in an un­

derstanding of the parameters appropriate for a real system intended for a long-term 

deployment, capable of measuring a time series of fish velocities at a fixed spatial 

location, which is the goal of this research. 
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1.4 Outline 

The remainder of this thesis will be organized as follows. In Chapter 2, the theo­

retical basis for Doppler shift measurement is outlined, and different types of signal 

transmission and associated signal processing are discussed. In Chapter 3, the test 

instrument, data processing, and experimental details are described. In Chapter 4, 

experimental results are presented. In Chapter 5, the results of the computer model 

are presented and compared with experimental results where possible. In Chapter 

6, the experimental and model results are summarized, key findings are explained, 

and the implications for practical instrument design are discussed. In Chapter 7, the 

work is summarized, and suggestions for future work are outlined. 
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Chapter 2 

Theory 

2.1 The Doppler effect 

The acoustic Doppler effect occurs when an object radiating sound of frequency fo 

has a component of relative motion toward or away from a receiver. The result is a 

frequency shift fd observed by the receiver which is determined by the relative velocity 

between source and receiver. Therefore, measurements of the frequency shift can be 

inverted to find unknown velocities between sound sources and receivers. 

2.1.1 Doppler frequency shift 

Following the development presented by Rickey (2000), consider a monostatic trans­

ducer (the same transducer both transmits and receives sound) radiating sound of 

frequency f 0 , and a target in its beam, as shown schematically in Figure 2.1a. The 
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(a) transmitted pulse 
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Figure 2.1: Diagram of Doppler shift geometry for a monostatic transducer. (a) The 
source (•) transmits sound of wavelength Ao, which scatters off a moving target (o). (b) 
The moving target then scatters sound of wavelength A back toward the source, which acts 
as receiver. 

transmit frequency is related to the wavelength .A0 and speed of sound c by 

c 
fo=­

.Ao 

A stationary target will observe a number of wavelengths n>. in a timet: 

while a target moving toward the transducer will move a distance vt in a timet and 

observe n~ 'extra' wavelengths 
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The total number of wavelengths N>.. observed by the target is then the sum of n>.. 

and n~, 

The number of wavelengths per unit time N>../t gives the frequency f observed by the 

target: 

(2.1) 

The sound has now reached the moving target and from the target's point of view 

has a frequency f > fo (in the case of motion toward the transducer). The sound is 

scattered from the target and some of the scattered sound will reach the transducer, 

as shown in Figure 2.1b. The distance the sound must travel during timet is reduced 

if the target is moving in the same direction as the sound propagation; therefore, the 

wavelength of radiated sound will not be A = cj f but 

A= (c-v) 
f 

The frequency fr of the sound received by the transducer is then 

fr = ~ = fc 
A (c- v) 

(2.2) 

Combining the equations for frequency shift for a stationary transducer and moving 

target (Equation 2.1), and frequency shift for a radiating target and stationary re­

ceiver (Equation 2.2) results in the expression relating the received frequency fr and 

the transmitted frequency fa: 

fr = fo (c + v) 
(c- v) 
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In oceanographic acoustics, the speed of the objects we are interested in observing is 

typically 1-2 ms-1, while the speed of sound cis approximately 1500 ms- 1 . There-

fore, the Doppler relation in Equation 2.3 is approximated using a Taylor expansion 

((1 ±x)n = 1 ±nx+ n(~~ 1)x2 + ... ). Beginning with a rearrangement of Equation 2.3, 

(2.4) 

the denominator can be approximated as 

v) 1 v v 2 (1 - - - ~ 1 + - + 0( (-) ) 
c c c 

since ~ « 1. Substituting into Equation 2.4, expanding, and keeping terms of order 

less than ( ~ )2 results in the following approximation, accurate to ( ~) 2 , or 1 x 10-6 

when v = 1 m s-1 and c = 1500 m s-1 : 

2v 
fr = fo(1 + -) 

c 
(2.5) 

Finally, by considering the received frequency fr to be the sum of the transmit fre-

quency fo and a Doppler shift frequency /d, which may be positive or negative, 

Equation 2.5 can be written in the common form 

2v 
/d = fo-

e 
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2.2 Mean frequency estimation 

The previous section leads to the question: how is the frequency shift estimated? 

Furthermore, how reliable are the estimates, and under what circumstances are they 

reliable? 

At first glance, it might seem sensible to estimate the Doppler shift by first esti­

mating the spectrum of the backscattered signal using a Fourier transform, and then 

determining the mean frequency. In the early days of Doppler shift estimation (Sir­

mans and Doviak, 1973), Fourier transforms were computationally expensive. With 

the increasingly widespread use of the fast Fourier transform (FFT) algorithm be­

ginning in the late 1960s, it was possible to implement Fourier transforms in hard­

ware. However, the storage of all the data points necessary to perform the transform 

still presented a problem, and the FFT method (and spectral methods in general) 

also requires a tradeoff between range resolution and frequency resolution. In the 

present application, only the mean frequency of the spectrum (and perhaps the spec­

tral width) is of interest, in which case the entire spectrum need not be calculated. By 

exploiting the relationship between the covariance of a function and the moments of 

its spectrum, the calculation of the spectrum can be circumvented while still provid­

ing an estimate of the mean Doppler frequency shift and spectral width (Levin, 1965; 

Miller and Rochwarger, 1970a; Miller and Rochwarger, 1970b; Miller and Rochwarger, 

1972). The technique developed here is thus referred to as the covariance technique, 

and follows the development by Miller and Rochwarger ( 1972) . 

Consider a random process with covariance function R( T) (also referred to as the 

correlation or autocorrelation function) and spectral density W (f). The covariance 
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function and spectral density form a Fourier transform pair, that is, 

W(f) 

I: W(f)ei21r/T df 

I: R(T)e-i21r/T dT 

(2.7) 

(2.8) 

The spectral density is the probability distribution for the frequency; therefore, the 

kth moment /Lk of the spectrum is given by 

(2.9) 

The key to relating the moments of the spectrum to the covariance function lies in 

the derivatives of the covariance function. The nth derivative of Equation 2. 7 is: 

(2.10) 

The moments of interest for Doppler sonar are usually the first moment, giving the 

mean frequency Ji, and the second moment, needed to calculate the spectral width 

a~ = 112 - Ji2 . Evaluation of the covariance and its first and second derivatives R( T) 

and R( T) at lag T = 0 results in the moments of W (f): 

R(O) I: W(f)df (2.11) 

R(O) -i27r I: JW (f)df (2.12) 

R(O) -47r
2 I: f 2

W (f)df (2.13) 
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Rearrangement of Equations 2.9, 2.11, 2.12, and 2.13 results in relationships among 

the covariance and its derivatives, the mean frequency, and the spectral width: 

111 (W) 
1 R(O) 
---
i27r R(O) 

(2.14) 

[ 
.. ( . ) 2] 1 R(O) R(O) 

47r2 R(O) R(O) 
a~(W) (2.15) 

The covariance function is in general complex and can expressed in polar form as 

(2.16) 

in which A(T) is a real, even function ofT and c/J(T) is a real, odd function ofT. The 

first and second derivatives of Equation 2.16 are 

R(T) [A(T) +i27rA(T)</>(T)J ei27r</>(T) (2.17) 

R( T) [ A(T) + i47r A(T)</>( T) + i27r A(T) ( ¢(T) + i27r ( ¢( T) r)] ei27r</>(T)(2.18) 

We are interested in Equations 2.17 and 2.18 evaluated at T = 0 for use in Equations 

2.14 and 2.15. A(O) = 0 since A(T) is real and even, while ¢(0) = 0 since cjJ(T) is 

real and odd. Using similar arguments, it can be shown that R(O) = 0. Therefore, 

Equations 2.17 and 2.18 evaluated forT= 0 result in 

R(O) 

R(O) 

A(O)i21r¢(o) 

A(o)- 47r2 A(O) (¢(o)) 
2 
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By applying the simplifications for R(O) and R(O) to Equations 2.14 and 2.15, we 

have 

M1(W) 

a~(W) 

¢(o) 

1 A(O) 
----

41f A(O) 

(2.21) 

(2.22) 

A first-order approximation for the derivative in Equation 2.21, for small values of 

T-=/:- 0, is 

p,(W) ~ cj>(T) -¢(0) ~ cj>(T) 
T T 

(2.23) 

since ¢(0) = 0. The phase angle 21r¢( T) of the covariance function is simply the 

argument of R( T), 
1 _1 ImR(T) 

cj>(T) = 21r tan ReR(T) ; 

therefore, the mean frequency p,(W) is 

(w) 
1 _1 ImR(T) 

p, =-tan 
21fT ReR(T) 

(2.24) 

Finally, combining the Doppler relation (Equation 2.6) and Equation 2.24 for the 

mean frequency, we have 

c 1 _1 ImR(T) 
v =---tan 

41fj0 T ReR(T) 
(2.25) 

where vis the velocity of the target, cis the speed of sound in water, fo is the transmit 

frequency, T is a time lag, and R( T) is the covariance function. 

In practice, there are several ways of applying Equation 2.24 to the extraction 

of the mean frequency shift. Incoherent sonars follow the phase evolution of the 
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backscatter from a single narrowband pulse. In contrast, coherent sonars maintain 

phase coherence between successive transmit pulses and calculate the phase shift at 

a lag equal to the time between pulses: this technique is known as the pulse-pair 

method of mean frequency estimation. The various methods of applying Equation 

2.24 will be discussed in detail in Section 2.3. 

Miller and Rochwarger (1970a, 1970b, 1972) examined Gaussian signals in both 

white noise and coloured noise to determine the properties of the mean frequency 

estimator given in Equation 2.24. In these cases the mean frequency estimator is 

(statistically) unbiased as the number of samples, the averaging time, or the signal­

to-noise ratio (SNR) increase. In contrast, estimates of both the spectral width and 

the spectrum itself are biased regardless of number of samples or averaging time. 

Zrnic ( 1977) examined the performance of the pulse-pair (coherent) method in 

detail, again considering a Gaussian spectrum in additive white noise. Since a coher­

ent system is sampled at a frequency fs = 1/r, where the lag T is the time between 

pulses, frequencies higher than the Nyquist frequency fn = 1/2r are aliased into the 

frequency interval [-1/2r, 1/2r]. If the spectrum being examined is too wide relative 

to the Nyquist frequency, the aliasing will cause an increase in the variance of the 

mean frequency estimate (in practice this occurs when the spectral width w satisfies 

WT > 0.25). 

The success of the pulse-pair method for Doppler velocity estimation depends on 

the specific application, and in particular the geometry, the type of scatterers, and the 

type of motion being observed. It has seen extensive use in Doppler weather radar 

(Sirmans and Doviak, 1973; Zrnic, 1977; Sachidananda and Zrnic, 2000), Doppler 

ultrasound measurements of blood flow (Barber et al., 1985), and measurements of 
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water velocity in physical oceanography (Lhermitte, 1983; Lhermitte and Serafin, 

1984; Hansen, 1986; Brumley et al., 1987; Pinkel et al., 1987; Pinkel and Smith, 

1987; Lhermitte and Lemmin, 1990; Brumley et al., 1991; Zedel et al., 1996; Zedel 

and Hay, 1999). 

Apart from the covariance technique, other methods exist for computation of the 

mean frequency shift, including autoregressive models (Hansen, 1986; Ahn and Park, 

1991), Fourier transform techniques (Sachidananda and Zrnic, 2000), and alternative 

sampling strategies (Peretto et al., 2001). Time-domain correlation (Foster et al., 

1990) has been applied to oceanographic measurements (Bradley et al., 1991; Sutton 

and Jaffe, 1992) with some success. However, the covariance method has remained 

the preferred method for calculating the mean frequency shift. 

One potential drawback with the pulse-pair method is that, although it works 

well with symmetric spectra, results can be unreliable when spectra are asymmetric 

or multimodal (Hansen, 1986; Lago, 1999). There is no way of knowing a priori the 

symmetry properties of the spectrum for fish targets, but the potential for problems 

arising from spectral asymmetry should be kept in mind. 

The size of the Nyquist interval [-1/2r, 1/2r] is another source of potential prob-

lems. The spectrum from a single strong scatterer is unlikely to be wide compared 

with the Nyquist interval; however, aliasing will occur if the scatterer is moving faster 

than the so-called ambiguity velocity b.v (resulting from substitution of the Nyquist 

frequency into the Doppler relation, Equation 2.6): 

c 
b.v = --

4for 
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Another way to look at the ambiguity velocity is that the measured phase must lie 

in the interval [ -1r, 1r], and if the target moves farther than )..0 /4 between pulses, the 

measured phase will differ from the true phase by a factor of ±27r. Therefore, the 

lag must be carefully chosen for a given transmit frequency, so that the ambiguity 

velocity is greater than the velocities expected in a particular experiment. 

Much of the work on the estimation of Doppler shifts using the pulse-pair method 

has focussed on models involving many small scatterers in a sample volume. It is not 

immediately clear that the theoretical results are applicable to a volume in which one 

very strong scatterer dominates the returned signal. The approach to mean frequency 

estimation is somewhat different with diffuse scatterers, as well: extensive averaging 

takes place in both the range and time domains, which is inappropriate for discrete 

targets with only a short residence time in the beam. Therefore one of the aims of 

this thesis is to determine how well the pulse-pair method works for speed estimation 

of extended solid targets, and to what extent current measurement techniques can or 

cannot be translated into the context of fish speed measurement. 

2.3 Doppler sonar in oceanography 

In any sonar, a transducer transmits an acoustic pulse into the water, and then records 

the backscattered sound as a function of time. Backscatter from more distant ranges 

will take longer to return to the transducer; therefore, time-gating the received signal 

will provide backscatter information as a function of range. Three basic approaches 

to Doppler sonar pulse transmission and processing exist: incoherent, coherent, and 

independent pulse-pair processing. In an incoherent sonar, Doppler velocity estimates 
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(a) 

~~--------~WIMI~------~ 
(b) 

~~----------~-~--------~ 
(c) 

~,'-------11 ~ H.-----------~ 

Figure 2. 2: Overview of pulse processing schemes (a) Two incoherent pulses, (b) Two 
coherent pulses, (c) Two pairs of pulses. 

are formed by observing the phase evolution of each backscattered pulse, independent 

of other pulses. In a coherent sonar, phase coherence is maintained between succes-

sive pulses, and Doppler velocity estimates are formed by observing the phase shift 

between successive pulses. In independent pulse-pair processing, two closely spaced 

coherent pulses are transmitted, followed by backscatter collection up to the range 

limit of the sonar; processing is the same as for coherent sonar, however, the pres-

ence of overlapping acoustic backscatter introduces increased variance in the velocity 

estimates. 

The distinctions among incoherent, coherent, and independent pulse-pair process-

ing are shown schematically in Figure 2.2. For the incoherent pulses in Figure 2.2a, 

the mean frequency shift is estimated from the phase evolution of a single pulse A, 

while for coherent pulses in Figure 2.2b, the mean frequency shift is estimated by 
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measuring the phase shift between pulses B and C. In contrast, with independent 

pulse pair processing in Figure 2.2c, the frequency shift is estimated by measuring 

the phase shift between the pair of transmit pulses D and E. The incoherent, coher­

ent, and independent pulse-pair approaches are explained in detail in Sections 2.3.1, 

2.3.2, 2.3.3, respectively. 

Bandwidth is a measure of the range of frequencies contained in an acoustic sig­

nal and can limit the type of processing possible with a given instrument. Instru­

ment bandwidth is generally limited by the sonar hardware itself (for example, by 

transducer construction or the maximum hardware sampling rate). A narrowband 

instrument will transmit and detect a small range of frequencies; while a broadband 

instrument will transmit and detect a larger range of frequencies. A typical narrow­

band instrument might have a 250-kHz transmit frequency with a 10-kHz bandwidth 

(4% bandwidth); that is, it would be sensitive to frequencies between 245kHz and 

255kHz. A typical broadband instrument might have a 250-kHz transmit frequency 

with a 125-kHz bandwidth (50% bandwidth); that is, it would be sensitive to fre­

quencies between 125kHz and 375kHz. Incoherent and narrowband sonar are often 

used interchangeably, as are coherent and broadband sonar. Independent pulse-pair 

processing may be performed with either a narrowband or broadband transducer. 

Doppler sonar has seen extensive use in physical oceanography, primarily for the 

measurement of current velocities (Lhermitte, 1983; Lhermitte and Serafin, 1984; 

Rowe et al., 1986; Brumley et al., 1987; Cabrera et al., 1987; Brumley et al., 1990; 

Brumley et al., 1991; Trevorrow and Teichrob, 1994; Wilson Jr. et al., 1997; Mullison 

et al., 1997), but also for measurements of velocity shear (Pinkel et al., 1987), surface 

waves (Pinkel and Smith, 1987; Smith, 1989), scattering from turbulence (Lhermitte 
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and Lemmin, 1990; Seim et al., 1995), and sediment transport (Zedel et al., 1995; 

Zedel et al., 1996; Zedel and Hay, 1999). Incoherent, coherent, and independent 

pulse-pair processing have each found their niche for certain types of measurements, 

as described in the following sections. 

2.3.1 Incoherent sonar 

Incoherent or narrowband sonars are typically used for long-range current profiling. 

The mean Doppler shift frequency estimate is formed by following the phase evolution 

of the backscatter from a single narrowband pulse. Theriault (1986) derived a lower 

limit on the expected frequency standard deviation aw for a single ping and a diffuse 

collection of scatterers, as a function of the the pulse length T 

2 1 SNR2 + 36 SNR + 30 
a > ---------,---
w- T 2 SNR2 (2.27) 

Considering the lower limit of Equation 2.27, and applying the Doppler relation, the 

expected velocity standard deviation av would be 

a2 = (-c-) 2 
2_ SNR

2 + 36 SNR + 30 
v 47r fo T 2 SNR2 (2.28) 

where c is the speed of sound in water and fo is the transmit frequency. In the limit 

of large SNR, Equation 2.28 further simplifies to 

c 
(2.29) 
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For a typical operating frequency of fo = 250kHz and a pulse length of T = 1 ms, 

Equation 2.29 results in a single-ping standard deviation in the velocity estimate of 

av = 48 cms-1
. 

There are three options for reducing the narrowband value of av: increase the 

transmit frequency, increase the pulse length, or perform some averaging to reduce 

the standard error av in the mean value of v. If the transmit frequency is increased, 

increased absorption will correspondingly decrease the profiling range. Increasing 

the pulse length will only serve to reduce the already poor spatial resolution: with 

the example pulse length of 1 ms, the spatial resolution is 75 em, which is already 

larger than a typical individual fish. Averaging velocity samples might seem to be a 

reasonable option until one considers the geometry specific to fish detection. A fish 

swimming at 50 em s-1 would require a lOO-ping average to reduce the uncertainty 

in the mean velocity to 10% of its swimming speed (5 em s-1 ) if the sonar was set 

up with parameters described above. In a 2-m wide beam the fish will only be in the 

beam for 4 s and to achieve 100 samples from the fish the ping rate would have to 

be 25 Hz. However, a ping rate of 25 Hz would only allow for a maximum profiling 

range of 30 m. The tradeoffs involved thus make narrowband sonar impractical for 

the measurement of individual fish speed in most situations. 

2.3.2 Coherent sonar 

The fundamental difference between coherent and incoherent sonar is that a coherent 

sonar measures the Doppler shift based on the change in phase between successive 

backscattered pulses, rather than the change in phase during one backscattered pulse. 

Therefore, the expression for velocity standard deviation in Equation 2.29 is not valid 
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for coherent sonar speed estimates. Also, since frequency shift information is no longer 

derived from a single long pulse, it is possible to make the pulses shorter to improve 

the spatial resolution. 

The trade-off for coherent sonar is that the approach to signal processing results 

in limitations on the maximum range and unambiguous velocity which may be mea-

sured. First, backscatter from distant but strong targets insonified by an earlier pulse 

may overwhelm the backscatter received from weaker nearby targets at later pulses, 

resulting in range ambiguities. Therefore, the maximum unambiguous range Rmax is 

related to the lag T between transmissions by Rmax = CT /2. Second, as demonstrated 

by Equation 2.26, if a scatterer moves further than )..0 / 4 between transmissions, its 

speed will be aliased, so that the constraint on the maximum unambiguous velocity 

is .6.v = >..0 / 4T. Combination of the range and velocity limits results in an overall 

constraint on maximum range and velocity which can be observed with a coherent 

sonar: 

c>..0 c2 

.6.vRmax = - = -
8 8fo 

(2.30) 

Considering a typical fish swimming speed of 50 em s-1 and a transmit frequency of 

250 kHz, Equation 2.30 results in a maximum unambiguous range of 2.25 m. Lowering 

the transmit frequency would increase the maximum unambiguous range; however, 

the result would also be a loss of ability to detect smaller fish, which depends on the 

fish's size relative to the acoustic wavelength. 

Zrnic ( 1977) developed an estimate of the velocity uncertainty for coherent sonar in 

the limit of large SNR, relatively narrow signal bandwidth w (such that WT < 1/27r), 
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fo T w (Jv Rmax 

(kHz) (ms) (s-1) (cms-1) (m) 
28.1 13.0 7.7 29.7 10.0 
62.5 6.0 16.7 27.9 4.5 
250.0 1.5 66.7 28.9 1.1 

Table 2.1: Example of parameters for fish speed measurement with a coherent sonar: 
transmit frequency fo, lag T, spectral width w, velocity standard deviation uv, maximum 
unambiguous range Rmax. 

and number of pulse pairs M that satisfies M WT » 1/27r: 

(2.31) 

To understand the implications of Equations 2.30 and 2.31, consider a coherent system 

designed around an ambiguity velocity of 100 em s-1 , which allows some headroom 

for measurement of fish speeds of 50 em s-1 . Application of Equations 2.26, 2.30, 

and 2.31 for various transmit frequencies fo results in per-ping (Jv! = 1) velocity 

standard deviations Uv and maximum unambiguous ranges Rmax shown in Table 2.1. 

The spectral widths w were chosen so that WT = 0.1, giving WT < 1/27r. In all three 

cases the per-ping velocity uncertainty is approximately 30 em s-1
. However, none of 

the combinations is practical for fish velocity measurement: the unambiguous range 

varies between 1.1 m and 10 m and the transmit frequency varies between 28 kHz 

and 250kHz. 

The calculation for M = 1 is not strictly valid since Equation 2.31 was derived 

assuming that MwT » 1/27r. If WT = 0.1, as used in the examples, then M » 1.59. 

To satisfy the requirement that MwT » 1/27r and also achieve an uncertainty in 

averaged velocity of 5 em s-1 , it would be necessary to average M = 36 pulse pairs. 
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The longest lag in the example ( T = 13 ms) corresponds to a ping rate of 77 Hz, 

meaning the fish would only have to be in the beam for about 0.5 s to allow for 36 

pulse-pair averages. Coherent processing begins to look feasible until one considers 

that the improvement in velocity uncertainty has been bought at the cost of serious 

limitations in either maximum range or minimum detectable target size. 

2.3.3 Independent pulse-pair processing 

A compromise between incoherent and coherent techniques is the broadband process-

ing technique typefied in RD Instruments' (RDI) acoustic Doppler current profilers 

(ADCPs), in which a single pair of pulses is transmitted followed by a much longer lag 

to allow for collection of data to the range limit of the sonar. Significant advantages 

are realized with higher bandwidths, but it is not necessary to have a broadband 

transducer to apply the RDI technique, so a more general name for the technique is 

'independent pulse pair processing'. With independent pulse-pair processing, two co-

herent pulses separated by a lag T are transmitted, followed by collection of backseat-

ter to the range limit of the sonar. The Doppler velocity estimates are then extracted 

from the phase change between the two pulses in the pair. 

The expected velocity uncertainty in the independent pulse-pair case can be de-

rived from Zrnic (1977): 

c 1 
(Jv = --=---

4J'ifo7rT VM 
(2.32) 

where fo is the transmit frequency, T is the lag between the pair of pulses, Ps and 

PN are the signal and noise power per sample, p is the magnitude of the correlation 
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calculated from hard limited data (signal intensity removed), and M is the number 

of pulse pairs used to calculate the average. Using typical parameters of sound speed 

c = 1500 m s-1, T = 1 ms, fo = 250kHz, p = 0.95 and SNR = 20 dB (typical of 

strong scatterers such as fish), Equation 2.32 gives a single-ping velocity uncertainty 

of 12 em s-1 . Assuming only a single velocity sample per fish per ping, only 6 pings 

would be required to reduce the uncertainty to 5 em s-1 (a level comparable to the 

previous examples). If the fish were in the sonar beam for more pings it would only 

improve the standard deviation of the velocity estimate. Furthermore, with a lag of 

1 ms and a frequency fo =250kHz the ambiguity velocity is 150 em s-1, high enough 

for the measurement of most fish speeds. 

The independent pulse-pair technique therefore takes advantage of the coherent 

processing technique while removing the restriction on the maximum unambiguous 

range. The range resolution, which depends on the pulse length, is decoupled from 

the velocity standard deviation, which depends only on the time lag between pulses. 

Phase-coded transmit pulses are one technique which has been used to reduce the 

variance in current velocity estimates by increasing pulse bandwidth while retaining 

the range resolution of shorter pulses and the increased power transmission of longer 

pulses. A transmit pulse is divided into a number of shorter sub-pulses or 'code 

elements', and the phase of each code element is varied according to a pattern (Farnett 

and Stevens, 1990). A code element typically consists of an integral number of full 

cycles of the transmit signal, for example, 18 cycles of a 99.225-kHz carrier for the 

sonar described by Trevorrow and Farmer (1992), or 8 cycles of a 250-kHz carrier for 

the test instrument investigated in this thesis. The most common type of phase code 

is a binary phase code, in which the code is either + 1 or -1 and the corresponding 

32 



2.3. Doppler sonar in oceanography Chapter 2. Theory 

(a) 

(b) 

-
I + I + I + + 

- I - _:j 

(c) 

Figure 2.3: Application of binary phase codes. (a) Uncoded pulse, with 7 sub-pulses 
indicated by dotted lines, (b) 7-element binary Barker phase code, where + indicates 0° 
phase shift and- indicates 180° phase shift, (c) Pulse from (a) with phase code from (b) 
applied. 

phases are 0° or 180°, as shown schematically in Figure 2.3. For example, the uncoded 

pulse in Figure 2.3a can be subdivided into 7 sub-pulses of one carrier cycle each, and 

the 7-element binary phase code in Figure 2.3b can be applied, resulting in the phase-

coded pulse in Figure 2.3c. 

'Repeat phase coding', in which a phase code is transmitted several times within 

a longer pulse, has been studied by several investigators for use in incoherent sonar 

(Trevorrow and Farmer, 1992; Pinkel and Smith, 1992; Trevorrow and Teichrob, 

1994). Calculations of the correlation are performed at a lag corresponding to the code 
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length, resulting in more than one independent estimate of the correlation within the 

range bin defined by the pulse length. The repeat phase coding scheme has resulted 

in significant reductions in velocity variance in incoherent sonar systems. However, 

the repeat phase code technique is similar to the independent pulse-pair case: two 

repeated phase codes are equivalent to the independent pulse-pair case in which the 

lag is equal to the length of the code, and three or four repetitions of the code are 

equivalent to the transmission of adjacent code 'triplets' or 'quadruplets' instead of 

pairs. It is thus not surprising that in borrowing some coherent signal processing 

techniques, the standard deviation in velocity estimates made by narrowband sonars 

has been improved. 

The pulses transmitted by the RDI broadband sonars are comparable in length 

to those transmitted by an incoherent sonar. By phase-coding the transmit pulses, 

many independent samples of the covariance can be made over a single range bin, 

rather than the one sample per range bin provided by an incoherent sonar. RDI 

investigated several methods of phase encoding (Brumley et al., 1987; Brumley et al., 

1990; Brumley et al., 1991) before settling on codes chosen by brute force to have 

low correlation at lags other than the lag between pulse-pairs. Other types of phase 

codes commonly used are Barker phase codes (Farnett and Stevens, 1990); these have 

an autocorrelation function which has a peak at zero lag and sidelobes smaller than 

1/ N, where N is the length of the code. Unfortunately, only a limited number of 

Barker codes exist (these are shown in Table 2.2). The usefulness of Barker phase 

codes for the measurement of fish speed will be evaluated in this thesis. 
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Length of Code elements 
code N 

2 +-
++ 

3 ++-
4 ++-+ 

+++-
5 +++-+ 
7 +++--+-

11 +++---+--+-
13 +++++--++-+-+ 

Table 2.2: Barker codes. 

2.4 Summary of theoretical concepts 

At velocities of interest in oceanography, the Doppler shift is proportional to the ra-

dial velocity of the scatterer relative to the transducer. In oceanography, meteorology, 

and medical ultrasound, the most widely-used method for estimating mean Doppler 

frequency shifts is the covariance method, which is implemented as incoherent pro-

cessing, coherent processing, or independent pulse-pair processing. Incoherent and 

coherent processing are subject to intrinsic restrictions which limit their usefulness 

in measuring the velocity of discrete targets such as fish. On the other hand, in-

dependent pulse-pair processing shows the most promise for individual fish velocity 

measurement, and can be combined with binary phase coding techniques. It is the 

combination of independent pulse-pair processing and binary phase coding techniques 

as applied to fish velocity measurement which will be explored in the remainder of 

this thesis. 

35 



Chapter 3 

Instrumentation and Methods 

In order to explore the applicability of Doppler sonar techniques to fish velocity mea­

surement, it was necessary to have a custom-built instrument, which would allow a 

greater degree of control over sonar parameters and data processing than was possible 

with commercially available instruments. A general-purpose sonar was built for our 

group by Sontek/YSI and tested in a series of experiments designed to explore its 

capabilities when measuring fish velocity. Seven experiments were undertaken: four 

experiments used styrofoam balls in a towtank to simulate fish, and three experi­

ments involved live fish. The styrofoam balls were not meant to precisely simulate 

swimming fish, but rather to provide a starting point for Doppler velocity measure­

ments, which was built upon by the experiments involving live fish. In addition to 

the experiments, a computer model of Doppler sonar operation was designed to verify 

experimental results and to expand upon the range of parameters accessible with the 

test instrument. The experimental setup and procedures are discussed in this chap­

ter, the experimental results are described in Chapter 4, and the computer model and 
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results are described in Chapter 5. 

The experiments were designed to explore the effects on Doppler velocity estimates 

of experimental parameters including pulse length, pulse coding, lag, SNR, and type 

of targets, although each experiment did not employ all possible combinations of 

parameters. Doppler velocity estimates were compared to independent velocity esti­

mates where possible to determine the error or accuracy, and the standard deviation 

in the Doppler velocity estimate for a given target was calculated as a measure of the 

precision. Error and standard deviation will be used as measures of the quality of 

Doppler sonar fish velocity measurements, and whether or not the Doppler technique 

can realistically be used to measure fish velocity in the field. 

The remainder of this chapter is organized as follows. In Section 3.1, the sonar 

used in the experiments and the procedure for calibration of the transducer response 

are described. In Section 3.2, the procedures used to process the sonar data are 

outlined, and in Section 3.3, an overview of the experiments is presented. Following is 

a detailed description of the individual experiments: towtank experiments in Section 

3.4, field experiments in Section 3.5, and a laboratory experiment in Section 3.6. 

3.1 Hardware 

In order to explore the capabilities of Doppler techniques applied to fish velocity 

measurement, a general-purpose coherent sonar was acquired from Sontek/YSI. The 

test instrument consisted of a single 250-kHz transducer with a beamwidth of 4° 

and a bandwidth of 30 kHz. Successive acoustic returns can be coherently sampled 

and the sonar interfaced directly with a laptop computer through a purpose-designed 
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Industry Standard Architecture (ISA) card. The pulse length, pulse lag, and pulse 

repetition rate could be set in increments of 32 f.1S and pulses could be binary phase 

coded in any pattern input by the user. The maximum ping rate was approximately 

50 Hz. The intensity and phase (sine and cosine) components of the received signal 

were sampled with 8-bit resolution every third code element (this limit was imposed 

by the hardware), corresponding to a sampling frequency of 10.417 kHz or a range 

resolution of 7.2 em, and output to the computer for storage on the hard disk. 

No beam pattern measurement was available from the sonar manufacturer. Time 

and resources did not permit the direct measurement of the beam pattern; therefore, 

the beam pattern was assumed to follow the theoretical beam pattern resulting from a 

piston transducer (Medwin and Clay, 1998). Another consideration is the location of 

the transition from near-field to far-field, since measurements made in the near-field 

may be subject to unpredictable phase corruption. A conservative estimate for the 

range to the far-field of a sonar with transducer radius a transmitting at wavelength 

A is 1ra2 /A (Medwin and Clay, 1998). Substitution of the test instrument values of 

a= 0.06 m and A= 0.00592 m results in a range of 1.9 m to be safely in the far-field. 

Experiments with targets at ranges greater than 2-3 m should thus be free of phase 

effects characterstic of the near-field. 

The computer controlling the sonar was an IBM ThinkPad 760XL with a docking 

bay for the ISA card. The ThinkPad had a 166-MHz Pentium processor, 32 MB 

of RAM, and a 2.1-GB hard drive. The data acquisition software which originally 

shipped with the sonar did not provide for easy adjustment of the sonar settings, nor 

did it have a routine to save the sonar output to disk, so the software was modified to 

make the system more adjustable. The new version of the software allowed the user 
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Figure 3.1: Schematic diagram of the sonar logarithmic amplifier calibration. 

to control pulse length and coding, lag, pulse repetition rate, number of pings, and 

destination directory for data files. The software was also designed to limit file sizes 

to 500 KB, and file naming was automated so that the sonar could run continuously 

and unattended. 

3.1.1 Logarithmic amplifier calibration 

The Doppler sonar uses a logarithmic receive amplifier, and output levels from this 

circuit are recorded as the received intensity. In order to quantify backscatter in 

absolute terms, the receive circuit response had to be calibrated. A relative calibration 

was achieved by varying the intensity of a signal delivered into the sonar transducer 

through a secondary transducer, and measuring the sonar output. 

The calibration experimental setup is shown schematically in Figure 3.1. A 

250-kHz sine wave (equal to the transmit frequency of the sonar) was input through 

an attenuator to a 2.7-cm diameter secondary transducer, which was physically cou-

pled to the sonar transducer using gel. Using an attenuator, the voltage input to the 
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Figure 3.2: Semi-log plot of sonar output as a function of the voltage input to secondary 
transducer. Error bars are smaller than the plot points at this scale. The equation of the 
fit line is Iraw = (45.3 ± 0.8) log10 Vin + (87.5 ± 0.6). 

secondary transducer was varied between 51.7 m V and 9.9 V as measured with an 

oscilloscope. A Doppler sonar output file was recorded for each input voltage, with 

the transmit pulse turned off and sonar set to receive only. 

The sonar output Iraw is plotted as a function of the logarithm of the voltage 

input to the secondary transducer \lin in Figure 3.2, and a linear fit resulted in the 

following parameters: 

Iraw = ( 45.3 ± 0.8) loglO \lin + (87.5 ± 0.6) (3.1) 

Recasting Equation 3.1 resulted in an equation to convert raw intensity counts Iraw 

to base-10 decibels J: 

J = Iraw- I' 
m' 
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where 

m' 
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45.3 ± 0.8 counts/log10 V 

20 dB /log10 V 

2.27 ± 0.04 counts/dB 

I' 87.5 ± 0.6 counts 

The corrected intensities calculated by application of Equation 3.2 are referred to 

an unknown reference intensity, and are therefore only meaningful when added or 

subtracted, for example, when calculating the SNR or correcting for range effects. 

The attenuator itself was limited in its range; therefore, there may be other effects 

near the limits of the output intensity (0 and 255 counts) that were not observed 

during the amplifier calibration. 

3.2 Data processing 

Raw data manipulation, target identification, and velocity calculation were all per-

formed using the Matlab programming environment (Matlab, 2002). Targets were 

identified by treating the backscatter intensity time series as an image and using im­

age processing techniques available in the Matlab software package DIPimage (Luengo 

et al., 2003). The same procedure was used in all experiments to identify targets, with 

some details of the processing tailored to particular cases. Once targets were iden-

tified, mean Doppler velocity, standard deviation, correlation coefficient, and SNR 

were calculated for each target. 
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3.2.1 Velocity and correlation coefficient calculation 

Phase data from the Doppler sonar are recorded as positive integers ranging from 0 

to 255, which are derived from two separate analog-to-digital (A/D) converters in the 

sonar and are subject to different offsets and scaling factors. Transformations were 

applied to force the phase values to lie between -1 and + 1. First, the mean values 

of sine S and cosine C were used to shift the sine Si and cosine Ci samples to be 

symmetric about zero: 

(3.3) 

(3.4) 

Next, a scaling correction A was applied to each corrected pair of samples S~ and C~ 

so that the sum of the squares of corresponding sine and cosine samples was equal to 

unity: 

(3.5) 

(3.6) 

(3.7) 

The corrected sine and cosine samples were used to calculate velocity v by first re-

combining them: 

C" ·s" Si = i + 'l i 
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and then calculating the correlation ri between samples separated by the lag T which 

corresponded to L samples: 

(3.9) 

where * indicates the complex conjugate. Finally, the velocity for a given sample Vi 

was extracted by scaling the argument of ri using the ambiguity velocity .6v: 

.6v 
vi=- argri 

7r 
(3.10) 

In the experiments, receding targets resulted in positive values of velocity and ap-

proaching targets resulted in negative values. The complex correlation coefficient p 

was calculated by averaging the correlation ri (Equation 3.9) of two adjacent samples, 

giving a measure of the change in phase angle from one sample to the next: 

(3.11) 

3.2.2 Target identification 

Sine and cosine data were converted to velocity as described in Section 3.2.1, and 

intensity data were converted from raw counts to decibels using Equation 3.2. The 

intensity was corrected for range spreading by applying the appropriate correction for 

discrete targets 

I' = I + 40 log10 R (3.12) 

where R is the range in metres (MacLennan and Simmonds, 1992). Strictly speaking, 

Equation 3.12 should include an additional term to account for absorption ( approxi-
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the first column, and an enlargement of the region between 42 and 68 s, 2.5 and 

8.5 m in the second column. The transducer was mounted on a tow carriage and 

aimed horizontally, and styrofoam targets were positioned at the same depth as the 

transducer (further details can be found in Section 3.4.2). Figure 3.3a is a false-colour 

image of the raw intensity time series, in which styrofoam targets are visible between 

3 m and 8 m range, and the tank wall can be seen at 10 m range, and Figure 3.3b is an 

enlargement of the same data. Each target appears twice in the backscatter intensity 

because a pair of pulses was transmitted. Figures 3.3c and d show the same intensity 

image as Figures 3.3a and b with the amplifier (Equation 3.2) and range-spreading 

(Equation 3.12) corrections applied. 

The velocity was calculated for each sample point in the intensity image, resulting 

in the velocity images of Figures 3.3e and f. The velocity in the regions correspond­

ing to higher-backscatter targets varies less than the velocity in the lower-backscatter 

regions where there are no targets. Figures 3.3g and h are images of the correlation co­

efficient p calculated at each sample point. The correlation coefficient is higher in the 

regions corresponding to the high-backscatter targets than the regions corresponding 

to the low-backscatter water. 

In order to identify which samples corresponded to the targets, a series of oper­

ations was performed on the intensity image generated by displaying the intensity 

data from a series of pings. For the towtank experiments, data acquired during one 

pass of the tow carriage (traversing all the targets) were treated as a single image; the 

acquisition time varied with tow speed and ranged between 1 and 20 minutes. For 

field experiments, intensity data from each file (about 50 s of acquisition time) were 

treated together as a single image. The image processing parameters particular to 
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Figure 3.4: Flowchart of the steps involved in target identification. 

each experiment are included in Appendix A.l, and a flowchart of the steps in Figure 

3.4 illustrates the procedure. 

Intensity data were first converted to decibels (Equation 3.2) and corrected for 

range-spreading (Equation 3.12). Figure 3.5a is the same intensity data shown in Fig­

ure 3.3b, in which the amplifier and range-spreading corrections have been applied. 

The corrections were followed by optional processing for some datasets: average inten­

sity as a function of range was subtracted (necessary for some of the field experiment 

datasets since there were bands of interference at fixed ranges from bottom or sur­

face reflections), and a Gaussian smoothing filter was applied. The next step for all 

datasets was to threshold the resulting intensity image with one of two thresholding 

techniques, either a fixed threshold or one calculated for each image based on the 
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observed intensities. Figure 3.5b is the binary image resulting from applying a fixed 

threshold of 80 dB to the data in Figure 3.5a. After thresholding, an object-finding 

routine in DIPimage was used to label targets (groups of adjacent pixels) of a min­

imum size. Figure 3.5c is an image of the labelled targets from Figure 3.5b, with 

labels indicated by different colours. The labelled image was then ANDed with itself 

at the known value of the lag to eliminate the double targets which appeared because 

of the transmit pulse pair, and the remaining pixels were again processed with the 

labelling routine. Figure 3.5d shows the result of the application of the AND opera­

tor, followed by another labelling step, on the data of Figure 3.5c. Additional shape 

and size criteria as well as some human input were used to exclude false targets. 

Details of the target identification parameters varied little from experiment to 

experiment, and can be found in Appendix A.l. Once targets were identified, the 

data points corresponding to the target were thresholded a second time using the 

correlation coefficient. The data points which survived the intensity image processing 

and passed the correlation threshold were used to calculate mean, standard deviation, 

and standard error of the target velocity, mean target correlation coefficient, signal­

to-noise ratio (SNR), and target range. 

3.2.3 Signal-to-noise ratio 

The signal-to-noise ratio (SNR) was calculated for every target identified in every 

experiment. In all cases the samples considered to be noise were chosen to be repre­

sentative of the backscatter from the water near the target region, while the samples 

considered to be signal were those identified by the target-finding routines as origi­

nating from the target (target identification details are in Appendix A.l). Samples 
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Figure 3.5: Illustration of the steps involved in target identification, using the sample data 
from Figure 3.3: (a) corrected intensity (dB), (b) a threshold (80 dB) has been applied to 
the backscatter intensity (white indicates the points which have surpassed the threshold), 
(c) objects of a minimum size (4 samples) have been labelled (different colours indicate 
different labels), (d) AND operator has been used to remove double targets caused by two 
pulses, the remaining objects have be re-labelled (different colours indicate different labels). 
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corresponding to the second high-intensity return from each target were considered 

neither noise (as they were comparable in intensity to the targets) nor signal (as they 

did not correspond to regions of high correlation and uniform velocity). 

The SNR is the difference between the average of m signal intensities Is,i and the 

average of n noise intensities IN,j where intensities had been measured in dB: 

1 1S,i 1 IN,j 

( 
m ) ( n ) SNR( dB) = 10 log10 m ~ 101il - 10 log10 -:;; f; 10 w (3.13) 

3.3 Overview of experiments 

Laboratory and field experiments were used to determine the capabilities and limi-

tations of the coherent sonar system. In the towtank tests, stationary targets were 

positioned in a tank, and the sonar was mounted on a carriage which was towed past 

the targets. In the field tests, the sonar was deployed in a region with known patterns 

of fish migration. In the laboratory test, live fish were simultaneously observed with 

both the sonar and a video camera. 

A preliminary system performance test was undertaken at the National Research 

Council's Institute for Ocean Technology (formerly the Institute for Marine Dynam­

ics) in St. John's, using styrofoam balls as targets. This was followed by a preliminary 

field test during the 2001 migration of pink salmon {Oncorhynchus gorbuscha) in the 

Fraser River in British Columbia. A second field test was undertaken during the 2002 

sockeye salmon {Oncorhynchus nerka) migration in the Fraser River. Three follow­

up towtank tests were undertaken: the first two at the Ocean Engineering Research 

Centre at Memorial University of Newfoundland, and the third at the Institute for 
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Ocean Technology. Finally, an experiment in which farm-raised Atlantic cod (Gadus 

morhua) were observed with a video camera and the sonar simultaneously was under­

taken at the Ocean Sciences Centre, Memorial University of Newfoundland. Detailed 

descriptions of the experiments are found in Sections 3.4, 3.5, and 3.6. 

3.4 Towtank tests 

Four towtank tests were undertaken to explore the performance of the Doppler 

sonar in controlled conditions with an accurately known velocity for comparison with 

Doppler estimates. The sonar was mounted on a carriage which was towed past tar­

gets submerged in a tank; the sonar and targets were arranged in a variety of different 

geometries. Stationary styrofoam balls and a moving transducer do not perfectly re­

produce field conditions in which a fish moves relative to a stationary transducer. 

In particular, bubbles associated with motion will be produced near the transducer 

in the towtank, but near the fish in a field experiment. However, bubble effects are 

expected to be minimal, and towtank experiments have the distinct advantage of 

allowing for instrument testing in strictly controlled conditions. 

In the target-array experiment, targets were arranged in groups of three with 

centre-to-centre spacing ranging from 5 em to 60 em, and in such a way as to pass 

through the beam at ranges between 4-6 m. In the short-range towtank experiment, 

single targets were arranged so as to pass through the beam at ranges between 4-

12 m. In the two long-range towtank experiments, single targets were arranged near 

or on the beam axis, with the sonar aligned along the towtank axis, so that the targets 

were continuously in the beam at ranges up to 80 m while the sonar moved directly 
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Styrofoam 

r1Jtargets, ~ 
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45° 

'f,, 2.5 m 

Figure 3.6: Diagram of target-array towtank experiment, side view (not to scale). The 
sonar transducer was towed past the styrofoam targets which were arranged in groups 
along a 45° line. The inter-target spacing c differed for the various groups of targets (Table 
A.l). The sonar beam is shown as dotted lines. 

toward or away from the targets. 

3.4.1 Target-array experiment 

The first experiment using the test instrument was the target-array experiment, which 

was a preliminary test with four simple goals: to ascertain that the practical operation 

of the sonar was understood, to find any problems in the sonar software, to determine 

if the sonar was measuring target velocity accurately, and to explore the limits of the 

sonar spatial resolution. 

The target-array experiment took place in the clear water towtank at the Institute 

for Ocean Technology (lOT), which is 200m long, 12m wide, and 7 m deep, and has 

a tow carriage that can move in both directions along the tank at precisely controlled 

speeds. The sonar was mounted on a frame attached to the tow carriage, directed 

at an angle of 30° from the vertical in the direction of travel of the tow carriage, as 

shown schematically in Figure 3.6. Both positive and negative resolved tow speeds 
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were used, from ±2.5 em s-1 to ±100 em s-1 in the beam direction (±5 em s-1 to 

±200 em s-1 horizontally). 

Styrofoam balls of density 0.03 g cm-3 with diameters of 2.5 em, 5.1 em, 7.6 em, 

10.2 em, and 12.7 em were used as targets to represent swim bladders of fish. Targets 

were arranged in groups of three along a 45° line, parallel to the sonar axis, which was 

originally aligned at 45° to the vertical. The surface sidelobes for the 45° arrangement 

interfered with target identification so the original mounting bracket was exchanged 

for a 30° bracket without repositioning the targets. Therefore the target groups were 

aligned at an angle of 15° to the beam direction. The middle target of each group 

was 2.5 m above the bottom of the towtank, and the spacing between balls in a group 

varied from 5 em to 60 em (Table A.1). In addition to the oblique target groups, four 

target groups were arranged horizontally. 

Datasets were acquired using coded pulses from 96 p,s to 416 p,s in length com­

bined with lags ranging from 768 p,s to 3168 p,s, as detailed in Table A.2. Target 

identification and data processing parameters are listed in Table A.3. 

3.4.2 Short-range experiment 

The short-range experiment took place after the two field experiments (Sections 3.5.1 

and 3.5.2), and was intended to obtain towtank data with the same pulse length, 

pulse code, and lag combinations used in the field experiments to allow for direct 

comparisons of the datasets. 

The short-range experiment took place in the towtank at the Ocean Engineering 

Research Centre (OERC) at Memorial University of Newfoundland, which is 42.5 m 

long, 2.4 m wide, and 4.8 m deep. The tow carriage can run the length of the tank 
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Figure 3.7: Diagram of the short-range towtank experiment, top view (not to scale). The 
sonar transducer was towed past styrofoam targets which were spaced at 2-m intervals. 
Targets in grey were removed for runs with lag = 2304 J-tS to avoid target overlap in the 
detected backscatter. The tank axis is indicated by a dashed line, and the sonar beam is 
indicated by a dotted line. 

in both directions at precisely controlled speeds. The transducer was attached to 

a mounting bracket below the tow carriage at a distance of 1.35 m from the tank 

bottom, pointing horizontally, and the targets were arranged to be at the same depth 

as the transducer. 

Two different target geometries (A and B) were investigated, resulting in 'short­

range' and 'long-range' data, respectively. The short-range geometry will be discussed 

here, while the long-range geometry will be discussed in Section 3.4.3. In the short­

range geometry, the targets (Table A.4) were positioned 80 em from the centreline, 

and the transducer was aimed at an angle of 10° from the centreline so that the 

targets passed through the beam between 3 m and 8 m range, as shown schematically 

in Figure 3. 7. Tow velocities used were between ±5 em s- 1 and ± 100 em s-1
, resulting 

in resolved velocities of between 4.9-98 em s-1 . 

Uncoded and coded pulses between 96 p,s and 416 p,s in length were used in com-
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bination with lags from 576 J1S to 2304 J1S, as listed in Table A.5. Target identification 

and data processing parameters are listed in Table A.6. 

3.4.3 Long-range experiments 

The two long-range experiments were designed to complement the results of the sta­

tionary field experiment (Section 3.5.2), in which targets had been observed at ranges 

up to 60 m. The first long-range experiment took place at the Ocean Engineering and 

Research Centre (described in Section 3.4.2), and the second long-range experiment 

took place at the Institute for Ocean Technology (described in Section 3.4.1). 

In the first long-range experiment, four styrofoam targets were arranged 32 em 

from the centreline near one end of the tank, with the sonar aimed directly along the 

tank axis, so that the targets (Table A. 7) were continuously in the beam at ranges 

between 5 m and 35m, as shown schematically in Figure 3.8. Tow velocities ranged 

from ±5 em s- 1 to ±100 em s-1. Target identification and data processing parameters 

are listed in Table A.9. One value for the lag (1152 J1S) was combined with uncoded 

and coded pulses of 96 J1S to 416 J1S in length (Table A.8). 

In the second long-range experiment, five targets were positioned along the axis of 

the sonar transducer which was aligned with the centreline of the tank and pointing 

horizontally, 192 em below the surface (see Figure 3.9). The targets (five styrofoam 

balls with diameters of 2.5 em, 5.1 em, 7.6 em, 10.2 em, and 12.7 em) were placed at 

2-m intervals between the 30-m and the 38-m mark of the tank. Tows with velocities 

between ±5 em s-1 and ±100 em s-1 were made between the 50-m and 110-m marks 

on the tank, resulting in minimum and maximum target ranges of 12 m and 80 m. 

Uncoded and coded pulses of 96 J1S to 416 J1S were used in combination with lags of 
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Figure 3.8: Diagram of long-range 1 towtank experiment, top view (not to scale). The 
sonar transducer was towed toward and away from styrofoam targets which were spaced at 
2-m intervals. The tank axis is indicated by a dashed line, and the sonar beam is indicated 
by a dotted line. 

Styrofoam targets Sonar transducer 
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Figure 3.9: Diagram of long-range 2 towtank experiment, top view (not to scale). The 
targets were spaced at 2-m intervals, and the targets in grey were removed for the runs with 
lag = 2304 t-ts. The tank axis is indicated by a dashed line, and the sonar beam is indicated 
by a dotted line. 
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576 f.JS to 2304 f.JS to allow for comparisons with the other experiments (Table A.lO). 

When the 2304-f.ls lag was used, the 5.1-cm and 10.2-cm targets were removed to 

eliminate overlap in the detected backscatter. Table A.ll contains the parameters 

used for target identification and data processing. 

3.5 Field experiments 

Two field experiments were undertaken at the Pacific Salmon Commission's hydroa­

caustic site on the Fraser River near Mission, British Columbia, in order to take 

advantage of the high densities of migrating fish as well as the practical field support 

of the crew at the Mission hydroacoustic site. The Doppler sonar was never intended 

to replace the Pacific Salmon Commission's instrumentation; the Mission field site was 

chosen specifically because of the sheer number of fish targets present in the Fraser 

River during salmon migration. The first test took place in September 2001 during 

the pink salmon (Oncorhynchus gorbuscha) migration. The second field test took 

place in August 2002 during the sockeye salmon (Oncorhynchus nerka) migration. 

For both field tests, a great number of fish were visible in the data, but not all 

fish were used for Doppler velocity estimates. The purpose of the experiments was to 

test the Doppler method of velocity measurement, rather than produce a time series 

of fish passage. Fish were not selected randomly for Doppler velocity estimation, but 

were chosen to maximize the numbers of identified targets for which Doppler velocity 

calculation was straightforward. The chosen fish had to be well-separated from other 

fish and from the bottom, targets had to be clearly identifiable as fish, equal numbers 

of targets from each pulse length and lag combination were sought, and fish with 
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velocity aliasing were not used. Any time series of fish velocities measured by the 

Doppler sonar would have been skewed by the method of target selection, because 

conforming to the above requirements resulted in targets that, on average, were well­

separated from the bottom, were generally moving upstream, were selected only on 

days when the sonar was transmitting certain pulse length and lag combinations, and 

were swimming more slowly. Therefore, direct comparisons were not made between 

the Pacific Salmon Commission split-beam sonar estimates of fish speed for either 

field test. 

3.5.1 Mobile field experiment 

The mobile field experiment was intended to ascertain that the instrument was indeed 

capable of making measurements of fish swimming velocity in the field. In addition, 

various pulse length, coding, and lag combinations were explored. 

For the field observations made in the Fraser River between 6 and 20 September 

2001, the sonar was deployed from a strut mounted on a 5-m boat. The transducer 

was 40 em below the surface with the beam oriented 30° from the vertical and directed 

upstream as shown in Figure 3.10a. The boat was moored near the south river bank, 

50 m downstream of the PSC's split-beam transducers (Figure 3.10b). 

Uncoded and coded pulses of 96 f..LS to 416 f..LS were used in combination with lags 

of 576 f..LS to 1152 f..LS, as detailed in Table A.12. Table A.13 contains the parameters 

used for target identification and data processing. A total of 177 fish were identified 

over the course of the mobile field experiment. 
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Figure 3.10: (a) Diagram clarifying transducer orientation (not to scale) for the mobile field 
experiment. The sonar was deployed from a small boat at an angle of 30° to the vertical. 
Fish were, on average, swimming upriver. (b) Scale diagram of the experimental test site 
on the Fraser River for the mobile field experiment. River flow direction is indicated by 
a large arrow, the PSC split-beam transducers are indicated by a triangle, and our boat 
location is indicated by a plus sign. The sonar beams (not to scale) are indicated as dotted 
lines. 

3.5.2 Stationary field experiment 

The follow-up experiment on the Fraser River in British Columbia was meant to 

expand upon the preliminary data gathered during the first experiment. The deploy-

ment geometry was improved so that the sonar could collect data 24 hours a day, and 

the range of lags, pulse lengths, and coding was expanded. 

For the stationary field experiment, the data collection took place from 15 to 27 

August 2002. The sonar was deployed on a stationary bracket, aimed horizontally 

and approximately upstream as shown in Figure 3.11a, resulting in measurement 

of a greater component of the target velocity than in the mobile field experiment 

(Section 3.5.1). The sonar orientation was slightly changed several times during the 

experiment in an attempt to maximize fish numbers while minimizing surface and 
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Figure 3.11: (a) Diagram (not to scale) of the setup for the stationary field experiment. 
The sonar was deployed 80 em from the bottom, looking upriver 2° below horizontal. (b) 
Scale diagram of the stationary experimental test site on the Fraser River, near the PSC fish 
fence. River flow direction is indicated by a large arrow, the PSC transducers are indicated 
by a triangle, and the Doppler sonar location is indicated by a plus sign. The sonar beams 
are indicated as dotted lines. 

bottom reflections (Table A.14). The deployment bracket was located just upstream 

of the PSC's fish-fence and transducers, as shown in Figure 3.llb. 

Uncoded and coded pulses of 96 p,s to 416 p,s were used in combination with lags 

of 576 p,s to 2304 p,s, as detailed in Table A.15. Table A.16 contains the parameters 

used for target identification and data processing. The location of the sonar beam 

resulted in multiple surface and bottom reflections; therefore, in each file (about 200 

pings) the mean backscatter as a function of range was calculated and subtracted 

from each ping after converting backscatter counts to dB. A total of 8813 fish were 

identified over the course of the stationary field experiment. 

3.5.3 Independent fish velocity measurements 

The 'true' velocity needed for comparisons with measured Doppler velocity was readily 

available for the towtank experiments. No separate instrument was available for 
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deployment to simultaneously measure the swimming speed of fish being observed 

during the field experiments. Instead, for the two field experiments, simultaneous 

independent measurements of fish velocity were extracted by differentiating the range 

to the targets as a function of time. 

Velocity calculated by differentiation of the fish position as a function of time 

is independent of the Doppler technique, since it relies only on the ping rate and 

the fish intensity image, neither of which is used to calculate Doppler velocity. The 

independent velocity estimate is extracted by fitting a straight line to fish position as 

a function of time. The slope of the line is equal to the fish velocity, so the velocity 

calculated with this technique will be referred to as the slope velocity or Vslope· 

Figure 3.12a is the backscatter intensity image from a target in the mobile field 

experiment, and Figure 3.12c is the backscatter intensity image from a target in the 

stationary field experiment. Figures 3.12b and dare images of the samples (in white) 

corresponding to the identified targets, with the straight-line fits plotted in red. For 

the mobile field experiment, the fit resulted in Vslope = 24±2 em s-1 , while the Doppler 

estimate was v = 36.9±0.4 em s-1 . For the stationary field experiment, the fit resulted 

in Vslope = 37.4 ± 0.2 em s-1
, while the Doppler estimate was v = 35.6 ± 0. 7 em s-1

. 

The Doppler and slope velocities are much closer in value for the stationary field 

experiment than for the mobile field experiment. The slope velocity is consistently 

lower than the Doppler velocity for all the identified fish in the mobile field experiment: 

the mean value of v - Vslope is 17.4 ± 0.8 em s-1 for the mobile field experiment, 

compared with 0.18 ± 0.05 em s-1 for the stationary field experiment. 

The systematic disagreement between v and Vslope is the result of a combination of 

beam geometry, fish size, and average swimming direction in each experiment. Slope 
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Figure 3.12: Illustration of the calculation of Vslape: (a) Backscatter intensity (mobile field 
experiment), (b) Identified target from (a) shown in white pixels, with the least-squares fit 
in red, equation R = (7.0 ± 0.1) + (0.24 ± 0.02)t, (c) Backscatter intensity (stationary field 
experiment), (d) Identified target from (c) shown in white pixels, with the least-squares fit 
in red, equation R = (36.38 ± 0.05) + (0.374 ± 0.002)t. 
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velocity estimates cannot be corrected for individual fish, since the true swimming 

direction, swimming speed across the sonar beam, and fish size are unknown; however, 

by examining the case of a 'typical' fish in each of the field experiments, the average 

discrepancy can be explained. Consider a fish of length L entering the sonar beam 

at an angle () relative to the beam normal and an angle (h relative to the beam axis, 

at a position corresponding to range R 1 as measured along the beam axis, as shown 

schematically in Figure 3.13. The fish then exits the beam at an angle () relative to the 

beam normal and an angle (h relative to the beam axis, at a position corresponding 

to range R2 as measured along the beam axis. The position of the fish's geometrical 

centre rfish, its head rhead and tail rtail are 

Rtan¢i + R] 
L A L A 

- rfish- 2 cos ()i + 2 sin ()j 

L A L A 

rfish + -cos ()i- -sin ()j 
2 2 

If the fish, as in the diagram, is swimming away from the sonar with velocity 

v = v cos ei + v sin ej 

(3.14) 

(3.15) 

(3.16) 

(3.17) 

then the nearest point to the sonar axis as the fish enters the beam is its head, and 

the furthest point from the sonar axis as the fish leaves the beam is the tail. The 

closer a target is to the axis, the stronger the backscatter and the more likely it is 

to pass the thresholds and form part of the fish image. A rough approximation of 

the differentiation method is to use the entrance and exit ranges r 1 and r 2 and the 
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X 

Figure 3.13: Diagram of fish position in beam. The fish of length L enters the beam 
at angle tfJI, with its head at a distance r1 from the transducer, its centre at range R 1 , 

swimming at an angle () to the beam normal; exits the beam at angle ¢2, with its tail at a 
distance r 2 from the transducer, its centre at range R2. 
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time-in-beam Tbeam to calculate the velocity: 

I vi lr2l- lrtl 

Tbeam 

rt rfish((h, R1) + rhead 

r2 rfish ( ¢2, R2) + rtail 

The magnitudes for r 1 and r 2 are 

£2 
Risec2¢ 1 + 4 + R1L(sin ()-tan ¢1 cos()) 

£2 
R~sec2¢2 + 4 + R2L(tan ¢2 cos()- sin()) 

(3.18) 

(3.19) 

(3.20) 

(3.21) 

(3.22) 

Substitution of Equations 3.21 and 3.22 into Equation 3.18 results in a value for the 

differentiated velocity as a function of angles ¢ 1 and ¢2, ranges R1 and R2, time-in-

beam neam, angle relative to beam(), and fish length L, all of which are different for 

the two field experiments. 

Field data were used to calculate average range to fish Rand time-in-beam Tbeam 

for use in Equation 3.14 in order to determine a typical value for the discrepancy 

between V 8 zope and v. The fish were assumed to be travelling directly upstream, so 

that the angle relative to the beam normal was taken to be () = 30° for the mobile 

field experiment, and () = 85° for the stationary field experiment. Representative 

speeds and fish lengths were needed for use in Equation 3.14; therefore, speed was 

taken as v = 50 em s-1, and fish length L was taken as 50 em. 

Using values for R 1 , neam, (), and ¢1 = ¢2 = ¢ typical of the two field experiments, 

the error in Vszope (the difference between true velocity and Equation 3.18) is plotted 
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Figure 3.14: Plot of difference between the Doppler velocity estimate v and the slope 
velocity estimate Vslope as a function of beam angle for a 50-cm fish in the mobile field 
experiment (solid line), a 50-cm fish in the stationary field experiment (dashed line), and a 
15-cm fish in the stationary field experiment (dotted line). 

as a function of range in Figure 3.14 for three different scenarios: a 50-cm fish in the 

mobile field experiment, a 50-cm fish in the stationary field experiment, and a 15-cm 

fish in the stationary field experiment. 

Assuming salmon length L = 50 em in Equation 3.18 for the stationary field 

experiment geometry resulted in larger biases (8 em s-1) than actually observed 

( < 1 em s-1 ). The longer ranges (up to 70 m) for the stationary experiment resulted 

in higher noise levels in the vicinity of the fish, and it is likely that the backscatter 

from the fish body was thresholded out during image processing, leaving only the fish 

swim bladder identified as a target at longer ranges. Therefore, for the stationary field 

experiment, the fish length as seen by the sonar was not the entire fish length, but 

just that of the swim bladder. The swim bladder length in the stationary experiment 

estimated based on a target strength TS = -27.7 dB is 15 em (MacLennan and Sim-
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monds, 1992). The dotted line in Figure 3.14 is plotted using L = 15 em in Equation 

3.18, and gives biases of 2 em s-1 , which are comparable to those observed in the field. 

Therefore, Vstape provides useful values for comparison with Doppler velocity only for 

the stationary field experiment. 

3.6 Silo tank experiment 

The silo tank experiment was intended to bridge the gap between a completely con­

trolled environment with artificial targets and the completely uncontrolled environ­

ment with real fish targets. It was designed to make independent measurements of 

fish swimming velocity with a separate instrument, since the estimates of Vstope were 

subject to some error which depended on unknown quantities such as the transverse 

component of fish swimming velocity (Section 3.5.3). 

The experiment took place in September 2003 in a silo tank in the Aquaculture 

Research and Development Facility at the Ocean Sciences Centre (OSC) in St. John's, 

Newfoundland. Figures 3.15a and bare schematic top and side views of the silo tank, 

which is cylindrical in shape with a cone at the bottom. The cylindrical portion is 

2.50 min height and 2.31 min diameter, and the cone is 2.57 min height and tapers to 

a drain at the bottom. The tank is supplied with running sea water from the OSC's 

sea water circulation system, and initially contained eight cod (Gadus morhua) of 

length between 20 and 30 em. Two fish jumped out of the tank over the course of 

the experiment so the final number of fish was reduced to six. Most of the time, the 

fish stayed near the bottom of the tank, but from time to time they swam upward or 

downward through the sonar beam. 

66 



3.6. Silo tank experiment Chapter 3. Instrumentation and Methods 

(a) (b) D 

l 
2.50 m 

..-----2.31 m1----~ 

2.57 m 

Figure 3.15: Diagram of the silo tank experimental setup (not to scale): (a) top view, 
showing downward-looking sonar (A), horizontal-looking underwater video camera (B), and 
fan-beam laser (C). A floodlight (D) was mounted above the tank so that the fish would be 
visible in the underwater camera. The dotted line indicates the laser beam, and the dashed 
line indicates the approximate FOV of the camera. (b) side view, in which the dotted 
line indicates the approximate sonar beam ( -3 dB point) and the dashed line indicates the 
approximate FOV of the camera. 
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The sonar was mounted at the top of the tank, aimed downward along the centre 

of the tank as shown in Figure 3.15b. An underwater camera was mounted on the 

tank wall at a depth of 2.48 m, aimed toward the centre of the tank, and aligned so 

that the centre of the field of view (FOV) coincided with the centre of the sonar beam. 

The camera's FOV corresponded to a range along the sonar axis of 1.25 m to 2.84 m 

from the transducer. A laser which produced a vertical fan beam was mounted on 

the tank wall at the same depth as the camera but oriented at 90° to the camera axis, 

and aligned with the sonar axis. The combined orientation of sonar, camera, and 

laser was such that any fish swimming in the centre of the FOV of the camera while 

being illuminated by the laser beam would be on the sonar beam axis (see Figure 

3.15). The upward or downward component of the fish's motion in the camera's FOV 

would correspond to the speed as observed by the sonar. A floodlight was mounted 

on the edge of the tank to provide adequate illumination to see the outlines of the 

fish in the camera. 

To calibrate vertical distance as seen by the camera, a ruler was lowered to within 

15 em of the centre of the FOV of the camera, and aligned with the laser beam (the 

sonar position prevented the ruler from being lowered into the very centre of the 

FOV). A few seconds of video were recorded and the same exercise was repeated for 

the horizontal scale. 

The small size of the tank created considerable problems for the sonar with mul­

tiple reflections and sidelobes reflected from the surface. After some experimentation 

with pulse lengths and lags, it was determined that only a 576 fJ$ lag and a 96-jJB 

uncoded pulse would result in usable data. 

The camera and sonar combination were set up to record over the course of four 
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days, and operation was restricted to hours when the facility was accessible (08:00 to 

17:00). The video signal from the underwater camera was recorded onto 90-minute 

digital video tapes using a Sony DCR-TRV25 MiniDV Recorder. The clocks on the 

computer running the sonar and the video recorder were synchronized to within ±0.5 s 

so as to allow identification of fish which appeared simultaneously in both the video 

and the sonar data. 

3.6.1 Data extraction 

An immense amount of video data recorded showed no fish along the sonar axis. 

The video tapes were reviewed and only those portions where fish moved through 

the centre of the FOV and through the laser beam simultaneously were analyzed. 

Video data identified for analysis was transferred via Fire Wire onto a PC at a rate 

of 15 frames per second (fps), with 720 x 480 pixels per frame. The horizontal and 

vertical scale calibration portion of the video was captured in a similar manner at 

29.97 fps, to maximize the number of samples for the scale calibration (67 frames for 

the horizontal calibration, 59 frames for the vertical calibration). 

The underwater camera was fitted with a wide-angle lens which meant that the 

horizontal and vertical scale factors changed with position in the image. The major 

scale divisions on the ruler in the calibration video frames were identified, and the 

distance in pixels between scale divisions was calculated, averaged, and inverted to 

provide a measurement in pixels m -l. Figure 3 .16a is a plot of the vertical scale as 

a function of vertical position, and Figure 3.16b is a plot of the horizontal scale as 

a function of horizontal position. The calibration data were fitted to a least-squares 

parabolic model in that portion of the FOV which was used for tracking fish, and 
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Figure 3.16: (a) Plot of vertical scale as a function of vertical pixel position, with fit line 
y = 250 + 0.636x - 0.00130x2 , R = 0.977. (b) Plot of horizontal scale as a function of 
horizontal pixel position, with fit line y = 468 + 1.98x- 0.00260x2 , R = 1.000. The dotted 
lines indicate the pixels corresponding to the width of the sonar beam. 

the fit parameters are included in the caption of Figure 3.16. The bottom-left corner 

of the image was defined as the origin, and the fits were used to calculate x and 

y positions for each pixel, resulting in a scale which changed according to position 

within the image. 

The video clips of swimming fish were analyzed using Matlab by playing the video 

frame-by-frame and identifying the nose and tail of the fish in each frame. The nose 

and tail locations were converted to x and y positions within the frame. The nose of 

the fish had less velocity variation than its tail, which showed significant transverse 

motion; therefore, the nose points were the ones used to determine swimming velocity. 

A linear least-squares fit was performed to the y-position of the fish's nose as a 

function of time to obtain the slope of the line, which was equal to the velocity in the 
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Figure 3.17: Plot of y position for fish #18 as a function of time, with linear fit shown. 
The equation for the fitted line is y = (1.396 ± 0.003)- (0.191 ± O.OOl)t, giving a speed of 
-19.1 ± 0.1 em s-1 . The correlation coefficient for the linear fit is r = -0.999. 

y-direction (a sample fit is shown in Figure 3.1 7). 

Table A.17 contains the parameters used for target identification and processing 

of the Doppler sonar data. To match up the two types of velocity estimates, the time 

and range of the fish in the sonar beam were compared with the time and range of 

the fish in the video, resulting in 54 fish which were simultaneously observed in both 

the video and the sonar beam. 

3. 7 Summary of Materials and Methods 

A custom-built coherent Doppler sonar was used to explore the utility of Doppler 

techniques for measurements of fish swimming velocity. Through a variety of field 

and laboratory trials, acoustic backscatter intensity was used to determine target 

location by treating the time series of intensity as an image and applying basic image 

processing algorithms. For identified targets, mean Doppler velocity and standard 

deviation, SNR, and complex correlation coefficient were calculated. 

71 



3. 7. Summary of Materials and Methods Chapter 3. Instrumentation and Methods 

A total of seven experiments were completed: four towtank experiments in which 

stationary styrofoam balls were observed while the sonar was moving, two field exper­

iments in which migrating salmon were observed, and one laboratory tank experiment 

in which video observations of cod were compared with sonar data. The experiments 

were designed to explore the effects on Doppler velocity estimates of experimental pa­

rameters such as pulse length, pulse coding, lag, SNR, and type of targets. No single 

experiment employed all possible combinations of operating parameters. The error, 

or difference between Doppler velocity estimates and independent velocity estimates, 

was used as a measure of accuracy, and the standard deviation in a Doppler velocity 

estimate for a single target was used as a measure of precision. Error and standard 

deviation taken together will be a measure of the quality of Doppler sonar fish velocity 

measurements, and their values will determine whether or not the Doppler technique 

can be used to measure fish velocity effectively in the field. 
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Chapter 4 

Experimental Results 

The experiments described in Chapter 3 formed the initial basis for exploration of the 

Doppler sonar's capabilities. Each experiment was intended to investigate the effect 

of changing certain parameters, including target spacing, target speed, pulse length, 

pulse coding, lag, and target range. The parameters investigated in each experiment 

are shown in Table 4.1. 

The basics of Doppler sonar performance can be reduced to two simple questions 

with potentially complicated answers: 'How good are the Doppler velocity estimates?' 

Experiment Target Lag Pulse Pulse Target Comparison 
spacing Length coding range available? 

Target-array ,( ,( ,( ,( 

Short-range ,( ,( ,( ,( 

Long-range 1 ,( ,( ,( ,( ,( 

Long-range 2 ,( ,( ,( ,( ,( 

Mobile field ,( ,( ,( 

Stationary field ,( ,( ,( ,( ,( 

Silo tank ,( 

Table 4.1: Overview of the parameters investigated in each experiment 

73 



4.1. A word on statistics Chapter 4. Experimental Results 

and 'What is the finest achievable spatial resolution?' The quality of a Doppler 

velocity estimate can be quantified by examining the error (comparing of Doppler 

estimates with independent velocity estimates) and standard deviation (evaluating the 

Doppler velocity estimate standard deviation for a single target). Spatial resolution 

can be quantified by examining the success or failure of individual target identification 

with various target arrangements. Error, standard deviation, and spatial resolution 

will be examined in the context of expected fish swimming velocities in Section 6.2 to 

assess the possibility of making useful Doppler sonar measurements of fish swimming 

speed. 

4.1 A word on statistics 

The primary goal of the experiments was to determine the degree to which experi­

mental parameters, such as target velocity or transmit pulse length, had an effect on 

the two objective measures of the quality of the Doppler velocity estimates: the error 

8v and the standard deviation av. 

The error 8v is the difference between the mean Doppler velocity v and the true 

velocity Vtrue (measured independently) 

bv = V- Vtrue ( 4.1) 

and is a measurement of how well the true velocity is approximated by the Doppler 

velocity. Positive or negative values of 8v indicate that the Doppler measurement 

overestimated or underestimated the true velocity, respectively. If there is no bias in 

the Doppler measurements, the value of 8v averaged over multiple targets should be 
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zero within its margin of error. The absolute value of 8v (l8vl) can be used to gauge 

typical error by eliminating the tendency of 8v with opposite signs to cancel each 

other out. 

The standard deviation l7v is the standard deviation in a Doppler velocity estimate 

for a single fish for which vi are the N individual velocity estimates that are averaged 

to obtain v: 
1 N 

l7v = N _ 
1 
2:) Vi - V) 

i=l 

(4.2) 

The standard deviation is an indication of the repeatability of individual velocity 

measurements. Averaging the standard deviation l7v calculated for individual targets 

will provide measurements of typical standard deviation under given conditions. The 

uncertainty in the mean Doppler velocity l715 is related to the standard deviation l7v 

and the number N of velocity estimates used to calculate v by 

l7v 
(]"- = --

v v'N (4.3) 

A plot of error or standard deviation as a function of the experimental parameter 

of interest is the starting point for determining if some dependence is present. One 

could estimate by looking at the plot whether or not some kind of variation was 

present, but a more objective method is necessary. If there is no theoretical functional 

relationship, a first attempt to determine dependence is a linear regression (a fit to 

the equation y = a0 + a 1 x). The regression results in estimates for the y-intercept a0 

and slope a 1 , with corresponding uncertainties. A slope which is equal to zero within 

error would indicate no significant dependence on the factor being investigated. 

A linear regression calculation results in three additional parameters with which 
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to assess dependence: the linear correlation coefficient r, the F-value, and the p-value 

(Wadsworth Jr., 1990). The linear correlation coefficient r lies between + 1 and -1 

and its square R is a measure of the degree of variance in the y-variable that is due 

to variance in the x-variable. Correlation of exactly + 1 or -1 would indicate perfect 

linear dependence of yon x, with positive slope in the first case and a negative slope 

in the latter. The F-value is the ratio of the variance in the linear term to the residual 

variance, and the p-value is a measure of the probability of observing an F-value equal 

to or higher than the observed F-value, if the slope of the line is truly equal to zero. 

Therefore, low p-values indicate a higher probability of a nonzero slope. Generally, 

a 'level of significance' a is chosen to apply to the p-value: for p < a, it may be 

reasonably concluded that the slope is nonzero, while if p > a, the slope is likely to 

be zero (Mason et al., 2003). Typical values for a are 0.01-0.05; the value used in 

the following analyses is a= 0.01. 

4.2 Lag 

Lag T is a critical parameter of coherent Doppler sonar operation. Longer values of 

lag provide lower standard deviations but restrict maximum resolvable speed, while 

shorter values of lag provide higher resolvable speed with higher standard deviations, 

as expressed in Equation 2.32. In this section the dependence of the error 8v and 

standard deviation av on lag will be explored. Data from coded and uncoded pulses 

of all lengths were analyzed together since neither the error nor the standard deviation 

are affected by pulse length or coding to a significant degree (Section 4.5). For clarity 

and for comparison with experimental results, the standard deviation predicted by 
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Equation 2.32 will be written as O"vp, while measured standard deviation will be 

written as O"v. 

The error is plotted as a function of lag in Figure 4.1a for all experiments. Param-

eters of linear fits to the datasets with more than two points, summarized in Table 

A.18, all have p-values greater than the level of significance a = 0.01; therefore, the 

error does not depend on lag. In addition, the mean values of 8v at each lag are small: 

all are less than ±1 em s-1 , and 25% of the values of 8v are equal to zero within their 

uncertainty. 

Experimental standard deviation O"v and theoretical standard deviation O"vP are 

plotted as a function of lag in Figure 4.1 b for all experiments. The standard deviation 

decreases with increasing lag in roughly the expected shape and magnitude predicted 

by Zrnic's Equation 2.32 (dotted line in Figure 4.1 b). In general, fish targets resulted 

in O"v > O"vP and styrofoam ball targets had O"v < O"vp, with the exception of the second 

long-range towtank experiment, for which av > O"vP· The theoretical line in Figure 

4.1 b was derived using the values for SNR and p calculated from averaging over all 

the experiments. Since O"v also depends on SNR and p, the averaging has obscured 

some details of the relationship among O"v and all three ofT, SNR, and p. 

In order to avoid the pitfalls of too much averaging, the predicted standard de-

viation O"vP was calculated for each individual target, using the lag, SNR, and p 

applicable to each target and Zrnic's Equation 2.32. The ratio Rmp of the measured 

to predicted standard deviation 

0 - O"v 
-'Lrnp-

O"vP 
(4.4) 

was then calculated for each individual target. The mean value of the ratio for all 

targets was Rmp = 1.001 ± 0.004, which is equal to 1 within uncertainty. Therefore, 
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Figure 4.1: Plot of (a) <Sv (em s-1 ), (b) av (em s-1) as a function of lag (f..Ls) for each experi­
ment: target-array experiment (•), mobile field experiment (D), stationary field experiment 
( 0), short-range experiment ( T), long-range experiment 1 ( .& ) , long-range experiment 2 ( <1111), 

silo tank experiment (t>). The average SNR for each experiment is indicated in parentheses 
in the legend. Plot symbols indicate the target type: styrofoam balls (filled symbols) vs. 
fish (hollow symbols). The (dotted) theoretical line in (b) is calculated using Equation 2.32 
and the average SNR and p. Error bars are smaller than the plot points at the scale in (b). 
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Zrnic's Equation 2.32 does a good job of predicting Uv for a given lag, SNR, and p. 

The effects of SNR and p, which have been averaged out in Figure 4.1, will be 

discussed in Section 4.7. For further examinations of Uv dependence, datasets with 

different lags will be treated separately. 

4.3 Target spacing 

The limitations on spatial resolution were investigated by examining data from the 

target-array experiment (Section 3.4.1). The styrofoam targets within each group 

were separated by centre-to-centre spacings ranging from 5 em to 60 em (Table A.1). 

Taking into account the sizes of the targets and the relative angles between the sonar 

beam and the target arrays, the empty space between targets ranged between 2.3 and 

55.4 em, spanning the minimum spatial sampling interval of the sonar (7.2 em). 

4.3.1 Spatial resolution 

Each trial was analyzed as described in Section 3.2 and once targets were identified by 

the data processing algorithm, the data were examined to determine whether individ­

ual targets were resolved in each target group. The smallest resolvable between-target 

spacing tlRmin was noted for each pulse length, and tlRmin is plotted as a function 

of pulse length expressed in both time (T) and equivalent range (Rr = cf) in Fig­

ure 4.2. Within the range of pulse lengths examined, the minimum resolvable target 

spacing as a function of pulse length Rr can be fit to a linear model, resulting in 

llRmin ~ 1.4 Rr. For the shortest pulse used in the target-array experiment (equal 

in length to the sampling interval of 7.2 em), targets separated by 6.6 em were re-
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Figure 4.2: Minimum resolvable target spacing b..Rmin (em) as a function of pulse length T 
(1-ls) and Rr (em) for the target-array experiment. The equation of the fit line is b..Rmin = 

(1.4 ± 0.2)Rr- (2.7 ± 4.2) where Rr = cJ is the pulse length converted to an equivalent 
range. 

solved on a single trial. The 6.6-cm spacing was the smallest target spacing for which 

individual targets were resolved in any experiment. 

4.3.2 Velocity error and standard deviation 

Velocity error 8v and standard deviation CJv were examined as a function of target 

spacing for target groups using datasets acquired with the same lag (768 f.LS) and 

different pulse lengths ( 96-416 f.LS). 

The error and its absolute value l8vl as a function of target spacing are plotted 

as bar plots in Figures 4.3a and b, respectively, with different shading indicating 

different pulse lengths. The error is less than 2.5 em s-1 except for the 60-cm target 

groups, where it is as high as 10.7 cms-1. The value of l8vl is less than 5 cms-1 

for target spacing of 40 em or less, but is as large as 15 em s-1 for the 60-cm target 
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Figure 4.3: Bar plot of (a) 8v (cms- 1), (b) l8vl (cms-1), and (c) O"v (cms- 1) for different 
pulse lengths (see legend) and target groups of different spacings. All data were acquired 
with a lag T = 768 J.IB. The dotted line in (a) corresponds to 8v = 0. 

spacing. The largest values of both 6v and lbvl occur when the target spacing (60 em) 

is nearly equal to the lag ( T = 768 J.1S or 57 em), as the backscatter from different 

targets adds and arrives at the sonar at the same time, and the phase information 

needed to extract the Doppler velocity is confounded. 

Standard deviation is plotted as a bar plot in Figure 4.3c as a function of target 

spacing, with different shading indicating different pulse lengths. The combined effect 

of increasing pulse length and a lag of 57 em (approximately equal to the 60-cm target 

spacing) resulted in a standard deviation which increased with pulse length when the 
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target spacing was 20 em or greater. No increase is evident for the 10-cm and 15-cm 

target groups in Figure 4.3c. The increases in CJv are larger for longer pulse lengths and 

greater target spacings, as these factors combine to result in overlap in the detected 

backscatter, and corruption of the phase information required to extract the Doppler 

velocity estimates. 

Since both av and bv in the target-array experiment are subject to interference 

caused by the spatial arrangements of the targets themselves, data from target groups 

subject to overlapping pulses (obliquely arranged with spacing of 20 em or greater) 

were not used in inter-experiment comparisons. 

4.4 Target velocity 

Error bv and standard deviation CJv were examined for dependence on true target 

velocity by analyzing data from several of the experiments. Since styrofoam balls 

and fish targets have significant differences (the styrofoam targets are not capable 

of independent motion), the two cases of towtank and live-fish experiments will be 

examined separately in Sections 4.4.1 and 4.4.2, respectively. 

4.4.1 Tow velocity 

Effects of tow velocity on error and standard deviation were investigated using the 

target-array experiment, the short-range experiment, and the two long-range experi­

ments. Agreement between mean Doppler velocity and tow velocity for all the towtank 

experiments, regardless of velocity, is good. Taking into consideration each individual 

target, the error is less than ±5 em s-1 for 94% of targets, less than ±3 em s-1 for 
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Figure 4.4: Plot of &v (em s-1) as a function of tow velocity Vtow (ern s-1) for towtank exper­
iments: (a) target-array experiment, (b) short-range experiment, (c) long-range experiment 
1, (d) long-range experiment 2. Results for targets identified at a given tow velocity were 
averaged for each data point; error bars are smaller than plot markers at this scale. 

84% of targets, and less than ±1 em s-1 for 47% of targets. The mean value of bv 

averaged over all targets is -0.1 ± 0.03 em s-1
, which is small, but not equal to zero 

within uncertainty. The absolute values l<5vl were averaged over all targets to get a 

typical value for the error of 1.84 ± 0.03 em s-1 . 

The error is plotted as a function of tow velocity in Figure 4.4 for the towtank 

experiments, and parameters from linear fits of bv as a function of Vtow are in Ta-

ble A.19. For the short-range and long-range experiments, the linear dependence is 

significant (p < a), and the magnitudes of the fitted slopes imply that the Doppler 

technique overestimates the velocity by approximately 2%. However, for the target-

array experiment, there is no concrete relationship between bv and Vtow (p > a). 

There are three possible reasons for the bias in Doppler velocity estimates: uncer-
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tainty in sound speed, asymmetry in the demodulation circuits in the sonar, or tank 

and geometry effects. The temperature, salinity, and pressure in each experiment were 

accurately known, and the water was well-mixed; therefore, errors in sound speed are 

not the cause of the bias. Asymmetry in the circuits used to extract the in-phase 

and quadrature values could cause such a bias; however, no bias was observed in the 

target-array experiment with the same instrument. The experimental geometry in 

the short-range and two long-range experiments is similar (horizontal beam), and dif­

fers significantly from that in the target-array experiment (oblique beam). Surface or 

bottom sidelobes and multiple reflections may have contaminated the backscatter in 

the short-range and long-range experiments, resulting in the bias observed in Figure 

4.4. 

The standard deviation is plotted as a function of tow velocity Vtow for lags of 

576 f.-LS in Figure 4.5a, 1152 f.-LS in Figure 4.5b, and 2304 f.-LS in Figure 4.5c. Parameters 

of linear fits to a v as a function of Vtow in Table A.1 9 revealed no significant dependence 

of av on tow velocity (p >a). 

4.4.2 Fish velocity 

Of the three live-fish experiments, no independent velocity estimate was available for 

the mobile field experiment, and the silo tank experiment did not cover a wide range 

of fish velocities ( -18 em s-1 to 12 em s-1 ). Therefore, error Ov and standard deviation 

av were examined as a function of fish swimming velocity using only the stationary 

field experiment dataset, with the assumption that the true velocity was equal to the 

independent swimming velocity estimate Vstope, described in Section 3.5.3. Values of 

the error and standard deviation for the 8813 identified fish were averaged into 5-cm 
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Figure 4.5: Plot of O'v (em s-1) as a function of tow velocity Vtow (em s- 1) for the towtank 
experiments: short-range experiment (T), long-range experiment 1 (~), long-range exper­
iment 2 (-... ). Results for O'v were grouped by lag: (a) T = 576J.ls, (b) T = 1152J.ls, (c) 
T = 2304 J.lS. Results for targets identified at a given tow speed were averaged for each data 
point; error bars are smaller than plot markers at this scale. 
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bins based on the corresponding value of Vstope, which was assumed to be the true 

swimming velocity v fish relative to earth. Measurements of fish swimming velocity 

relative to the water velocity were not possible because of the poor quality of water 

velocity estimates in that particular location. Positive velocity values indicate fish 

swimming away from the sonar (upriver). 

Figure 4.6 is a plot of the error as a function of fish swimming velocity. The data 

do not conform to a linear model (the fit parameters are given in Table A.20). There 

is, however, a rise in 8v from ±1 em s-1 to +5 em s-1 for Vfish between 40-80 em s-1 . 

The data points involved originate in three well-separated four-hour time periods over 

four days, suggesting that different fish behaviour at those times may have caused 

the discrepancy between v and Vstope not seen during other time periods. Anecdotal 

reports suggests that fish swimming behaviour changes as the river velocity varies 

with the tidal cycle. Attempts were made to extract current velocities from the 

Doppler sonar data after the fact; however, boundary effects, short pulse lengths, and 

interference from the surface and bottom combined to result in poor-quality current 

estimates from the Doppler sonar. There were no additional instruments deployed to 

measure current velocity, therefore no reliable current velocity measurements exist for 

that time period to determine whether the tidal current fluctuations are the source 

of the change in behaviour. 

The standard deviation is plotted as a function of fish swimming velocity in Figures 

4.7a, c, and e. The value of av increased as the magnitude of the swimming velocity 

increased, so av was averaged a second time using the swimming speed lvJishl instead 

of the velocity, and these data are plotted in Figures 4. 7b, d, and f. Parameters of 

straight-line fits in Table A.20 indicate a dependence of av on lvJishi, asp « a for 
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Figure 4.6: Plot of 6v (em s-1) as a function of fish velocity Vfish (em s-1) for the stationary 
field experiment. 

all three datasets. The value of the standard deviation increased as swimming speed 

increased, between 8 em s-1 and 23 em s-1 perm s-1 of fish swimming speed, with the 

largest increase occurring at the shortest lags. The minimum value of the standard 

deviation occurs when lvfishl = 0 and is equal to the value of the standard deviation 

given by Zrnic's Equation 2.32 (dotted lines in Figure 4. 7). 

An important and obvious distinction between styrofoam balls and fish is that fish 

swim and have associated movements (tail-beats) which are proportional to swimming 

speed (Bainbridge, 1958). It is therefore likely that that the increase in Cfv with target 

speed not seen in towtank data is caused by the tail-beat motion of the swimming 

fish. The swimming motion would also account for the dependence of the standard 

deviation Cfv on speed (rather than velocity): whether the fish is swimming toward or 

away from the transducer, the swimming motion would be similar and should affect 

velocity estimates in a similar manner. The tail-beat effect is considered in more 

detail in Section 6.1.7. 
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(b) Fish speed 
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Figure 4. 7: Plot of O"v (em s- 1) as a function of fish velocity (em s-1 , first column) and 
fish speed (cms-1 , second column) for the stationary field experiment: (a) and (b) 576-J.Ls 
lag, (c) and (d) 1152-J.LS lag, (e) and (f) 2304-J.LS lag. Dotted line indicates the predicted 
standard deviation based on Equation 2.32, calculated using mean values for SNR and p. 
Error bars are smaller than the plot markers at this scale. 
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4.5 Pulse length and pulse codes 

The dependence of error 8v and standard deviation av on pulse length and pulse 

coding was investigated by examining data from those experiments in which more 

than one pulse length was used. Furthermore, it was necessary to have independent 

measurements of velocity available to calculate 8v. These requirements excluded the 

mobile field experiment and silo tank experiment from the analysis of 8v as a function 

of pulse length and coding, the former because no reference velocity was available, 

and the latter because only one pulse length was used. The target-array experimental 

results were excluded when investigating the effects of pulse coding, because only 

coded pulses were used. 

Error is plotted as a function of pulse length in Figure 4.8 for the target-array 

experiment (a), the stationary field experiment (b), the short-range experiment (c), 

and the two long-range experiments (d, e). The linear fit parameters in Table A.21 

reveal no dependence of 8v on pulse length (p > a). 

In order to compare uncoded and coded pulses, the mean and standard error 

for 8v were calculated in each experiment using all values of 8v regardless of pulse 

length. Mean values of uncoded and coded 8v agree within uncertainty for three of 

the four experiments (Table A.22); for the experiment in which they do not agree, 

the difference between the uncoded and coded values of 8v is small (0.34 em s-1 ). 

Therefore, it cannot be concluded that coded pulses provide different results for error 

8v than uncoded pulses. 

The standard deviation at each pulse length for both coded and uncoded pulses 

was calculated and plotted as a function of pulse length for each lag T in Figure 4.9. 

The linear fit parameters in Table A.23 reveal no dependence of av on pulse length 
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Figure 4.8: Plot of <5v (cms- 1) as a function of pulse length (p,s) for (a) target-array 
experiment, (b) stationary field experiment, (c) short-range towtank experiment, (d) long­
range towtank experiment 1, (e) long-range towtank experiment 2. Filled symbols represent 
uncoded pulses while hollow symbols represent phase-coded pulses. 

90 



4.5. Pulse length and pulse codes Chapter 4. Experimental Results 

(a) 20 

: ' 

;" 
I: <=768~ 1] -~> 1:t 8 8 8 

(b) 20 ; ' 

:~ I: <=576~ 1] 'I 1:[ e 

(c) 20 

~ : 
;; ~ <=576~ li -!, 1:[ : + <= 1152•• -+ 't=23041.LS 

(d) 20 ; : :. -!, 1:[ 
• 

I i <=576~ i 
• I I 

+ <=11~~-...... 't 2304!15 

(e) 20 

: ; ;. I: <=11~~ I] !, 1:t • 
(f) 

:t 

I : ~; ~; : <=576~ li <ll 

E s. + <=1152~ -
"> + 't=23041.LS 

0 100 200 300 400 500 600 
Pulse length (l.ls) 

Figure 4.9: Plot of av (em s- 1) as a function of pulse length (J.Ls) for uncoded pulses (filled 
symbols) and coded pulses (hollow symbols) for (a) target array experiment, (b) mobile 
field experiment, (c) stationary field experiment, (d) short-range towtank experiment, (e) 
long-range towtank experiment 1, (f) long-range towtank experiment 2. Error bars are 
smaller than the plot symbols at this scale, and lags are indicated in the legend on each 
plot. 
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(p >a). 

In order to determine the effect of pulse coding on av, all values of av for a given 

lag and experiment were used to calculate mean and standard error for av for both 

uncoded and coded pulses (Table A.24). Six of fourteen comparisons resulted in 

agreement between the observed values of av for uncoded and coded pulses. For the 

remaining eight comparisons, the differences ranged between -1.6 and +2.1 em s-1
, 

and the uncoded av was not consistently larger or smaller than the coded av. There­

fore, pulse coding does not have any quantifiable or consistent effect on measured 

values of av. 

4.6 Target Range 

Three experiments, the stationary field experiment and the two long-range towtank 

experiments, were designed to investigate the behaviour of Doppler velocity estimates 

as a function of range to the target. 

Error is plotted as a function of target range in Figure 4.10 for the stationary 

field experiment (a) and the long-range towtank experiments (b, c). Over all three 

experiments, 93% of the mean values for bv at a given range were less than ±1 em s-1 

and 38% were equal to zero within uncertainty. In the stationary field experiment, 

surface and bottom reflections caused the values of bv to increase to ±1 em s-1 for 

ranges less than 20 m; bv also increased at ranges greater than 60 m (Figure 4.10a). 

In the first long-range experiment, bv is less than ±0.5 em s-1 with the exception of 

the 35-m data point (Figure 4.10b). In the second long-range experiment, bv is less 

than ±0.5 em s-1 for ranges less than 60 m, and bv increases to ±1 em s-1 for ranges 
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Figure 4.10: Plot of 8v (em s-1) as a function of target range (m) for the three long-range 
experiments: (a) Stationary field experiment, (b) Long-range towtank experiment 1, (c) 
Long-range towtank experiment 2. 

greater than 60 m (Figure 4.10c). Parameters of linear fits of Ov as a function ofrange 

in Table A.25 reveal that Ov does not depend on range in a systematic way (p > a). 

Standard deviation is plotted as a function of range in Figure 4.11 for the sta-

tionary field experiment (a) and the two long-range experiments (b, c), with different 

plot symbols for each lag. The SNR is plotted as a function of range in Figure 4.11d, 

with hollow plot symbols used to highlight the ranges at which SNR < 30 dB. In 

the stationary field experiment, av remained essentially constant with range, while 

in the long-range 1 and 2 towtank experiments, av began to increase at 19 m and 

4 7 m range, respectively, as indicated by arrows in Figures 4.11 b and c. The range 

at which av began to increase corresponded roughly to the range at which SNR fell 

below 30 dB (Figure 4.11d), and is different for the two tanks because of the differing 
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Figure 4.11: Plot of (J"v (a)-(c) (cms-1) and SNR (d) as a function of target range. (a) (J"v 

for stationary field experiment, (b) (J"v for long-range towtank experiment 1, (c) (J"v for long­
range towtank experiment 2, (d) SNR for all three experiments, with hollow plot markers 
for SNR < 30 dB. Plot symbols represent different lags in (a)-( c), and different experiments 
in (d), as given by the legends. Uncertainties were smaller than the plot markers at this 
scale. 
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geometries. The SNR for the stationary field experiment is below 30 dB at most 

ranges, and the values of O'v are essentially constant with range. Furthermore, values 

of O'v from the stationary field experiment at the same lags as the two long-range 

experiments are comparable in magnitude to those observed in the sub-30-dB ranges 

in the towtank experiments (Figure 4.11d). 

4.7 SNR and p 

Results in Sections 4.2 and 4.6 have demonstrated that standard deviation depends on 

lag, SNR, and pin a complicated way. Experimental results for O'v were in reasonable 

agreement with theoretical results calculated using Equation 2.32 on a target-by­

target basis (Section 4.2). The fact that SNR decreases with increasing range, and 

O'v increases with increasing range (Section 4.6) allows for a further examination of 

error and standard deviation as a function of both SNR and p. 

Data from all experiments were combined, and values of bv and O'v for each target 

were grouped by SNR and averaged into bins of size ~SNR = 2 dB. The error does 

not depend on lag (Section 4.2), so all error data were grouped together regardless 

of lag, and bv is plotted as a function of SNR in Figure 4.12a. Results for standard 

deviation were subdivided by lag, using the three lags with the largest datasets, and 

O'v is plotted as a function of SNR in Figures 4.12b, c, and d, for lags of 576 f..LS, 

1152 f..LS, and 2304 f..LS, respectively. 

For SNR > 7 dB, the absolute value of the error lbvl is smaller than 0.5 em s-1 

(Figure 4.12a). Parameters of a linear fit in Table A.26 reveal a small dependence 

of bv on SNR of -0.008 ± 0.004 em s-1 /dB (p < a), amounting to a decrease of 
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Figure 4.12: Plot of (a) Sv (em s-1) for all lags, (b) o-v (em s-1) for T = 576 J.LS, (c) o-v 
(em s-1) for T = 1152 J.LS, (d) o-v (em s-1) for T = 2304 J.LS, all as a function of SNR. 
Dotted lines in (b)-(d) are the predicted standard deviations O"vP calculated with mean p. 
Uncertainties were smaller than the plot markers at this scale. 
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0.64 em s-1 over the 80-dB range of SNR which was studied. 

The measured standard deviation follows the general shape of the theoretical 

standard deviation avP as a function of SNR (dotted lines in Figure 4.12b-d). For 

the 576 and 1152-J-Ls lags and values of SNR between 10-30 dB, av is equal to avp, 

while for SNR less than 10 dB and SNR greater than 30 dB, measured av is smaller 

than avP· For the 2304-J-Ls lag, av exceeds the predicted value for 10 < SNR < 30 dB; 

the higher-av data in this region originates primarily from fish targets, suggesting 

that swimming motion was responsible for the increased av relative to avP· 

The dependence of 8v and av on the complex correlation coefficient p was inves­

tigated by again combining data from all experiments. Values of 8v and av for each 

target were averaged in bins of size !::..p = 0.005 and plotted as a function of p. Figure 

4.13a is a plot of 8v as a function of p, and Figures 4.13b, c, and d, are plots of av 

as a function of p for lags of 576 J-LS, 1152 J-LS, and 2304 J-LS, respectively. Linear fit 

parameters in Table A.26 reveal that there is no significant dependence of 8v on p 

(p > a). The standard deviation av depends strongly on p, which is expected based 

on Equation 2.32; however, when the effects of SNR are averaged out, the standard 

deviation av is greater than the predicted standard deviation avP by a factor of ap­

proximately 1-4. The lower-p data points, where the difference between av and avP is 

greater, originate primarily from swimming fish rather than styrofoam targets, which 

again suggests that fish motion causes an increase in av relative to the predicted value 

avP· Effects of fish swimming motion will be addressed in greater detail in Section 

6.1.7. 
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Figure 4.13: Plot of (a) <5v (em s-1) for all lags, (b) CTv (em s-1) for T = 576 J.lS, (c) 
CTv (cms-1) forT = 1152 J.lS, (d) CTv (cms- 1) forT = 2304 J.lS, all as a function of p. 
Dotted lines in (b)-(d) are the predicted standard deviations CTvP calculated with mean 
SNR. Uncertainties were smaller than the plot markers at the scale in (b)-(d). 
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4.8 Summary of Experimental Results 

The experimental results have determined which sonar and target parameters have a 

significant effect on the quality of Doppler velocity estimates, as measured by both the 

error and standard deviation. In addition, the sonar spatial resolution was explored 

through the target-array experiment. 

Spatial resolution is affected by the pulse length. With the transmit pulse length 

equal to the maximum spatial sampling rate for the test instrument of 7.2 em, tar­

gets with 6.6 em of space between them were differentiated in the backscatter data. 

The minimum resolvable target spacing D.Rmin rose linearly with pulse length T, 

D.Rmin ~ 1.4Rr (Rr = c~). Target spacing also affected the quality of Doppler 

velocity measurements. Both error and standard deviation increased when the tar­

get spacing, pulse length, and lag combined to result in targets overlapping in the 

backscatter. 

Pulse length and coding do not have a measurable effect on either error or stan­

dard deviation. The error is not affected by the choice of lag (discounting possible 

aliasing), and the standard deviation depends on lag approximately as predicted by 

Zrnic (1977). Target velocity has a small effect on error in some of the towtank exper­

iments, with the Doppler velocity slightly overestimating the true velocity; however, 

there is no dependence of Doppler velocity on target velocity in the field data. Target 

velocity does not affect standard deviation in the towtank experiments, but the stan­

dard deviation increases with increasing target speed in the field experiments, which 

may be caused by the fish's body motion. Target range affects the SNR and therefore 

the standard deviation, with the dependence approximately following that predicted 

by Zrnic (1977); however, target range has no effect on the error. 
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The ranges of parameters explored through the experiments has raised further 

questions regarding Doppler sonar performance in a number of situations not acces­

sible with the current instrument. One way to extend investigation of Doppler sonar 

performance is to design a computer model of sonar operation. A model was con­

structed for this purpose and verified by comparing model results with experimental 

results where possible. The model was then extended to investigate some effects 

not studied in detail in the experiments, including changes in bandwidth and multi­

ple strong targets simultaneously in the beam. The following chapter describes the 

programming and results of the computer model in detail. 
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Chapter 5 

Model Results 

The computer model was designed to extend the understanding of the sonar operation, 

with four specific goals to fulfill. First, the model was used to confirm experimental 

results for standard deviation and error. Second, the model was used to explore 

the effects of changing some experimental parameters which were difficult to control 

in the field and laboratory, such as SNR, multiple target and water velocities, a 

wider range of lags, pulse lengths, and coding. Third, the model was meant to assist 

in explaining the discrepancy observed between Zrnic's theoretical treatment and 

experimental observations at low SNR. Fourth, the model allowed for investigation 

of some situations not accessible with the current Doppler system, in particular, 

the effects of changes in bandwidth, and the occurrence of multiple strong targets 

simultaneously in the beam. 
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5.1 Model design 

The coherent Doppler sonar model was implemented using the Matlab programming 

environment, and consisted of three main parts: pulse construction, hardware sim-

ulation, and post-processing. In the pulse construction phase, the pressure wave 

resulting from interaction of the transmitted pulse with one strong target (the fish) 

and several weaker targets (the water) was constructed. In the hardware simulation 

phase, the modelled pressure wave was treated as it would be in the signal processing 

electronics in the sonar. In the post-processing phase, the target velocity estimates 

were generated for comparison with the known target velocity by applying the same 

data processing schemes used with actual data. Model parameters, which will be 

fully explained in the following sections, are summarized in Table 5.1, for both a 

Parameter Narrowband Broadband 
value value 

Transmit frequency (fo) 250kHz 
Ping rate 3.125 Hz 

Transmit bandwidth (BWxmt) 30kHz 125kHz 
Receive bandwidth ( BWrec) 21.7 kHz 125kHz 

Final sampling frequency Us) 10.4 kHz 250kHz 
Final sampling interval (~t8 ) 96 J.lS 4 J.lS 

Model sampling frequency Um) 16 MHz 
Model time increment (~tm) 62.5 ns 

Number density of weak targets (np) 20 m- 1 

Filter order (Ofilt) 4 
Sound speed (c) 1480 ms-1 

Starting target range 20m ±10-X 
Time in beam for strong target 10 s 

Number of repetitions (nrep) 50 

Table 5.1: Parameters and sonar settings used in the computer model of narrowband and 
broadband sonar response 
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Parameter Default value Values used 
Lag 1152 f..tS 384 to 3264 f..tS 

Pulse length 224 f..tS 32 to 640 f..tS 
Pulse codes No code Uncoded pulses or 

Barker codes of length 
2, 3, 5, 7, 11, 13 elements 

Strong target velocity +50 cms- 1 -100 to +100 ems -1 

Strong target .6-v 0 cms-1 0 to +20 em s-1 

Weak target velocity 0 ems -1 -100 to +100 ems -1 

Weak target .6-v 0 em s-1 0 to +20 em s-1 

Weak target strength (Arel) -30 dB -80 to 0 dB 

Table 5.2: Default parameters and the variations used in the computer model of sonar 
response 

narrowband and broadband version of the computer model. Default values for the 

parameters are given in Table 5.2, and the choice of default values is discussed in 

greater detail in Section 5.1.4. 

5.1.1 Pulse construction 

The pulse construction phase consisted of coherently adding the backscatter which 

would result when a pair of transmit pulses were scattered from various point targets. 

The targets consisted of a single strong target, representing the fish, and a number 

of weak targets, representing water. No beam-width or target-size effects were taken 

into account, resulting in a !-dimensional model. 

A transmit pulse template was created by sampling a sine wave of frequency fo 

at the model sampling frequency fm (corresponding to time step .6.tm) for a duration 

equal to the pulse length T. The sampled pulse was zero-padded up to 2 x Ton either 
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side to reduce filter end-effects: 

0, - 2T < ti :S 0 

sin(2n foti), 0 < ti :S T (5.1) 

0, T < ti < 3T 

If the pulse was to be coded, the pulse elements corresponding to the code elements 

with a 180° phase shift were multiplied by -1. The sonar transmit bandwidth was 

simulated by filtering s(ti) with a Butterworth filter of bandwidth BWxmt and order 

0 Jilt· 

The start position for the fish on the first ping was randomly selected to lie in an 

interval of ±10,\ about the desired starting range. This dithering of start position 

was needed to eliminate possible errors from beginning each model execution with 

the same nonzero phase. The position of the fish for each ping was calculated based 

on the input fish velocity, resulting in a minimum, mean, and maximum fish range. 

The backscattered pulse S(t) was simulated for a range extending to ±2r on either 

side of the maximum and minimum fish range, with the number of weak targets M 

needed for the simulation calculated based on the desired number of weak targets per 

metre np (Section 5.1.4). Therefore, a total of M + 1 targets were added to S(t). 

With the pulse-pair transmit scheme, two pulses separated by a lag Tare transmit­

ted. Therefore the lh target with velocity Vj will be insonfied twice by the transmit 

pulses, once when at its initial position R 1,j, and a second time at position R2,j, the 

location of the target after a time r: 

(5.2) 
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The backscattered pulses, which were transmitted a time T apart, will arrive at the 

sonar at times t1,j and t2,j: 

c 
2R2 · __ ,J +T 

c 

(5.3) 

(5.4) 

For each target, Equations 5.2, 5.3, and 5.4 were used to calculate where to place 

the transmit pulse s in the backscattered pulse S. Paradoxically, no Doppler shift 

was applied when assembling the backscattered pulse, since the pulse-pair technique 

depends on the phase shift between the two pulses to determine velocity. Computation 

time would have increased in proportion to the number of velocities present if a 

frequency shift had been included. Fish targets were given an amplitude A of unity, 

while water targets had an amplitude Arel ranging from -80 dB to 0 dB relative to 

the fish: 

(fish) 
(5.5) 

(water) 

The backscattered pulse S(t) was built by recursively adding s(t) to S(t) with appro-

priate amplitude Aj at times t 1,j and t2,j: 

S(t1,j) = S(t1,j) + Aj s(t) 

S(t2,j) = S(t2,j) + Aj s(t) 

(5.6) 

(5.7) 

An example of S(t) constructed by applying Equations 5.6 and 5.7 is plotted in Figure 

5.1. 
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(j) 
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Time (ms) 

Figure 5.1: Sample of backscattered pulse S (arbitrary units) as a function of time (ms) 
produced by the narrowband model with the default settings (Tables 5.1 and 5.2). The fish 
targets correspond to the higher-amplitude regions near 1.8 ms and 3.0 ms. The smaller­
amplitude regions contain 20 randomly spaced weak targets m-1. 

With minor alterations, the model could also be configured to reproduce volume 

backscatter. The model domain in the volume backscatter configuration was a fixed 

length of 4T; targets which moved out of the domain between pings were re-introduced 

at the opposite side of the domain. The strong target was omitted from pulse construe-

tion, and only the equal-amplitude weaker targets were placed in the backscattered 

pulse. Velocity estimates were taken from the centre of the model domain to avoid 

the reduction in inter-particle interference at the edges of the domain. 

In both the fish and water-only cases, the backscattered pulse created using Equa­

tions 5.6 and 5. 7 was receive-filtered, using a Butterworth filter of order Ofilt and 

bandwidth BWrec· In a real sonar system, the observed backscatter suffers from 

transmission loss due to both range-spreading and attenuation, and corrections are 

applied in either the signal processing electronics or post-processing stage to account 
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for these effects. In the model, accounting for and then correcting for transmission 

loss would result in no net change to the modelled signal; thus, neither the transmis­

sion loss nor the subsequent corrections were included in the model. Therefore, at this 

stage in the model, S(t) represents the received backscatter with no beam-spreading 

or attenuation effects, and the pulse is ready to have the Doppler signal extracted by 

the hardware simulation portion of the program. 

5.1.2 Hardware simulation 

5.1.2.1 Intensity 

The backscatter intensity was calculated in order to differentiate target samples from 

water, as in the experiments. The envelope Srect of the received pressure wave was 

extracted first by rectifying it: 

Srect( t) = IS( t) I (5.8) 

Following the rectification, a low-pass filter was applied. The signal was then sampled 

at the final sonar sampling rate !sonar and converted to decibels relative to an arbitrary 

reference level, with an added constant to shift the backscatter to positive values, for 

consistency with real sonar data and ease of interpretation: 

SdB = 20 log10 lSI+ 255 (5.9) 
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5.1.2.2 Complex Demodulation 

The complex demodulation which takes place in the test instrument is an analog pro­

cess: no digital sampling takes place until the cosine and sine (in-phase and quadra­

ture) signal components have been generated in an analog circuit. Implementing the 

analog quadrature demodulation in the model resulted in slow model execution be-

cause multiple filters were required for the calculation. Instead, a digital quadrature 

demodulation process was implemented in the model, which gives equivalent results 

with less computation time (Ziomek, 2002). 

Analog quadrature demodulation is a standard signal processing technique used 

to extract the in-phase I (cosine) and quadrature Q (sine) components of a received 

signal (Rickey, 2000). Recall that the multiplication of two sinusoidal signals of 

frequency fi and f2 can be written as the sum of two signals, one containing the 

difference frequency fi - !2 and one containing the sum frequency fi + f2: 

1 
2 [cos(27r(/I- f2)t) + cos(21r(/I + f2)t)] (5.10) 

1 2 [cos(27r(/I- f2)t) - cos(27r(/I + f2)t)] (5.11) 

Quadrature demodulation exploits the relationships in Equations 5.11 and 5.10, be-

ginning with the multiplication of the received signal S(t) = sin(2?rjt + ¢) with 

frequency f = fo + fd and phase shift cjJ by reference sine and cosine signals: 

I(t) = S(t) cos(27rfot) 

Q(t) = S(t) sin(27rfot) 
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The reference signals are generated at the transmit frequency fo and have the same 

phase as the transmit signal. The I and Q signals resulting from Equations 5.12 and 

5.13 have sum (!0 + f = 2f0 + fd) and difference (!0 - f = - fd) components given 

by application of Equations 5.11 and 5.10 

I(t) 

Q(t) 

1 2 [cos (27r fdt + rp) +cos (27r (2f0 +h) t + rp )] 
1 2 [cos (27r fdt + rp) -cos (27r (2j0 +h) t + rp )] 

(5.14) 

(5.15) 

The multiplication in Equations 5.14 and 5.15 is followed by application of a low-

pass filter with cutoff Fdemod and order 0 Jilt, which eliminates the sum component 

(frequency 2f0 + fd) and retains only the difference component (frequency fd) which 

contains the Doppler shift. 

The filter operations are computationally time-consuming. An alternative ap-

proach is digital quadrature demodulation, also known as digital downconversion, 

which omits the multiplication and filtering steps altogether by sampling the digital 

signal at exactly four times the transmit frequency (Ziomek, 2002). Consider a signal 

of the form S(t) = sin(27rjt +¢),evaluated at times t = 0, 4~, 2~, 4
3
/ 

s (0) sin (27r f (0) + ¢) sin(O + ¢) sin( rp) 

s (4~) sin ( 27r f ( 4~) + ¢) sin(~+¢) cos( rp) 

s Clt) sin ( 27r f ( 2
1
1) + ¢) sin(1r + rp) -sin(¢) 

s (4~) sin (21rj (7) + rp) sine;+¢) -cos(¢) 

The result of sampling at four times the transmit frequency is the sequence sin(¢), 

cos(¢), -sin(¢), -cos(¢), corresponding to I, Q, -I, and -Q, from which the I 

and Q samples can then be extracted at the desired sampling frequency. Two minor 
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restrictions arise from the application of digital demodulation: the model timestep 

must be an integral fraction of the transmit period, and the maximum possible final 

sampling frequency will be equal to the transmit frequency f 0 . 

Figure 5.2a is a false-colour image of the difference between analog-demodulated 

Doppler velocity VA and digitally-demodulated Doppler velocity vv for a typical mod­

elled fish. The difference VA - vv is -0.45 ± 0.53 em s-1 for all the modelled data 

in Figure 5.2a, and -0.1 ± 0.4 em s-1 for the samples between the black lines, which 

are the samples that originate from the fish. In both cases, the difference VA- vv is 

equal to zero within uncertainty. Greater detail can be seen in Figures 5.2b and c, 

which is a plot comparing VA and vv for the two modelled pings indicated in red in 

Figure 5.2a. 

Digital demodulation provides Doppler velocity estimates which are equal within 

uncertainty to those obtained with analog demodulation. Therefore, to reduce com­

putation time, digital demodulation was used in the Doppler sonar model. 

5.1.3 Post-processing 

Sine, cosine, and intensity signals were sampled for each ping and saved into output 

matrices. Mean Doppler velocity, standard deviation, correlation coefficient, and SNR 

were calculated by combining the velocity samples into a single dataset for the entire 

time the fish is in the beam, as in the experiments. The fish position on a given ping 

was identified using the known fish location and taking into account the pulse length. 

Samples originating from the fish were thresholded using intensity and correlation 

thresholds, and the Doppler velocity statistics for the series of pings were calculated 

in exactly the same way as in the experiments. 
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Figure 5.2: Comparison of Doppler velocities calculating using analog VA and digital vv 
demodulation techniques for the narrowband model. (a) False-colour image of the difference 
VA- vv (em s-1) between analog and digital demodulator results for 31 pings. The black 
horizontal lines indicate the position of the fish target, and the red vertical lines indicate 
the locations of pings plotted in (b) and (c). The average difference for all points was 
VA- vv = -0.45 ± 0.53 cms-1 . (b) Profile of VA (T) and vv (•) (cms-1 ) as a function 
of sample number for ping #8. (c) Profile of VA and vv (cms-1) as a function of sample 
number for ping #15. In (b) and (c), the ambiguity velocity is represented with a dotted 
line, and the samples corresponding to the fish are coloured in red. 
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5.1.4 Model parameters 

A model run consisted of a number of repetitions nrep of the entire modelling pro­

cedure: a single fish and a suitable number of randomly-spaced weak targets were 

followed through the model domain for the desired time-in-beam (Table 5.1), and the 

velocity of the fish target was calculated. In any series of model runs, all parameters 

were set to a default value and a single parameter was varied within the ranges shown 

in Table 5.2, with nrep repetitions performed for each parameter value. 

Before a thorough investigation of sonar parameters was possible it was neces­

sary to determine the acceptable range for two fundamental model parameters: the 

timestep, and the number of weak targets per metre. 

Short model timesteps are required to accurately reproduce acoustic pulses; how­

ever, the shorter the timestep, the longer the computation time. The model was exe­

cuted using timesteps ranging from 15.625 ns to 250 ns. Error and standard deviation 

are plotted as a function of model timestep lltm in Figures 5.3a and b, respectively. 

The 62.5-ns timestep was chosen because both the error and the standard deviation 

do not change significantly as the time step decreases further, but computation time 

continues to increase as the timestep decreases. 

The appropriate number of weak targets per unit range nP was determined by 

executing the model with np varying from 0 to 200 m-1
. Error, standard devia­

tion, and SNR are plotted as functions of np in Figures 5.4a, b, and c, respectively. 

The value of nP = 20 weak targets m- 1 was chosen as a compromise: the value of 

bv = -0.16 em s-1 was relatively small, the value of av was within 1.3 em s-1 of the 

theoretical value, and the model execution time was 'reasonable' to perform all the 

experiments of interest. Greater numbers of weak targets cause the model to slow 
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Figure 5.3: Plot of (a) Ov (cms-1) and (b) av (cms-1) as a function of model timestep 
t:l.tm (ns). The dotted line in (b) indicates the expected value of av, based on Zrnic's 
Equation 2.32, calculated using mean measured model values of SNR and p. Error bars are 
the standard error in (a), and smaller than the plot points in (b). 

down significantly as the particles were placed in the backscattered pulse. The mea-

sured SNR of 22.0 ± 0.1 dB for np ~ 20 and Arel = -30 dB was typical of the SNR 

observed in a number of the experiments and therefore a useful domain in which to 

explore the model. Furthermore, the backscatter S(t) generated by the model with 

np = 20 resulted in fish targets completely surrounded by water targets, leaving no 

part of the modelled backscatter 'empty' of targets, as in the sample pulse in Figure 

5.1. The corresponding volume particle density for np = 20 weak targets m-1 is 23 

weak targets m-3 (assuming a 1-m bin centred at range R =20m). 

The remaining model parameters were chosen to be representative of experimental 

conditions. The ping rate (3-4 Hz) was typical of the longest ping rate used in the 

experiments. The transmit and receive filter were forward-and-reverse Butterworth 

filters of order 2 (true order 4). The sound speed (1480 m s-1
) is typical of the 
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Figure 5.4: Plot of (a) 8v (em s-1) (b) modelled ( •) and theoretical (dotted line) CT v (em s - 1) 

and (c) SNR (dB) as a function of the number of weak targets per metre. Dashed vertical 
lines indicate the value implemented in the model (np = 20). Error bars are smaller than 
the plot points at this scale. 
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experimental sound speed, and the time-in-beam (10 s) and target range (20m) are 

both typical of the fish in the stationary field experiment, from which the greatest 

proportion of live-fish data originates. 

5.2 Comparison with theoretical results 

Model performance was compared to theoretical results based on Zrnic's (1977) 

derivation of the standard deviation as a function of lag, based on a Gaussian-shaped 

power spectrum. The model was configured for volume backscatter in both narrow­

band and broadband mode, as described in Section 5.1.1, with a fixed pulse length 

T (228 JLS) and lag T varying from 384 to 3264 JLS. The independent pulse-pair 

processing method was used for both the narrowband and the broadband model. 

Neither model is expected to reproduce results comparable to commercially available 

Doppler current profilers, since the processing methods are different: commercial nar­

rowband instruments are usually incoherent and do not use the pulse-pair method, 

and commercial broadband instruments use long pseudo-random phase codes when 

implementing the pulse-pair method. 

The particle density for volume backscatter was np = 20 equal-amplitude randomly­

spaced scatterers per metre. The target velocities followed a Gaussian distribution 

with mean v and standard deviation av related to the ambiguity velocity ~v by 

v 0.5~v 

O"v 0.1~v 

Increasing bandwidth while maintaining the same pulse length allowed for inves-
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tigation of the effects of averaging on Doppler velocity estimates. In Doppler current 

profilers, backscatter and phase information are averaged along the beam direction 

in bins ranging from tens of centimetres to several metres in size. The limitations on 

the sample rate of the test instrument did not allow for averaging in the experimental 

data; however, the model was easily configured to allow for spatial averaging or 'bin-

ning' of the data. The binning takes place after the correlation r has been calculated 

from the phase data, as outlined in Section 3.2.1. Recall that the ith sample of the 

signal si is given by 

C" ·s" Si = i + 'l i (5.16) 

where C;' and Sf' are the corrected sine and cosine phase samples. The correlation r 

is calculated as 

(5.17) 

where L is the number of samples corresponding to the lag T and * represents the 

complex conjugate. At this point, the velocity vi for the ith sample may be calculated 

by applying 

D..v 
vi=- argri· 

7r 

However, an alternative is to average the correlation r along M samples 

(5.18) 

(5.19) 

before calculating the velocity Vj and the complex correlation coefficient Pj for the 
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Figure 5.5: Plot of model results as a function of lag T (J.ts): (a) narrowband VDoppler 

(em s-1), with true water velocity plotted as a dashed line, (b) broadband VDoppler (em s- 1) 

for no-bin ( •) and bin ( +) calculations, with true water velocity plotted as a dashed line. 
Error bars are smaller than the plot points at this scale. 
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The data are typically binned along the number of samples M corresponding to the 

pulse length. The number of correlation samples in each bin increased with increasing 

bandwidth and sample rate because the model was configured with a fixed pulse 

length. 

Figures 5.5a and b are plots of the Doppler velocity VDoppler as a function of 

lag for the narrowband and broadband models, respectively, with the true velocity 
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plotted as a dashed line. The narrowband model data ( M = 2 samples per pulse 

length) was not binned, while the broadband model data (M =56 samples per pulse 

length), was treated using both no-bin and bin methods. The narrowband Doppler 

velocity is consistently biased toward zero by a factor of 33% across the range of lags 

studied. The broadband Doppler velocity computed using the binning method is on 

average 14% lower than the true velocity, compared to 39% for the no-bin method. 

The narrowband model results (no-bin) were comparable in magnitude to the no-bin 

broadband results (33% too low). Therefore, increasing the bandwidth alone does 

not reduce error unless spatial averaging is also implemented. 

Examination of modelled and experimental velocity histograms confirms that the 

zero-bias of the Doppler velocity estimates is a direct result of the velocity aliasing 

inherent to the pulse-pair processing technique. Figure 5.6a and bare no-bin and bin 

velocity histograms for the narrowband model, Figure 5.6c and d are no-bin and bin 

velocity histograms for the narrowband model, and Figure 5.6e and fare no-bin and 

bin velocity histograms for the narrowband test instrument field data, with mean and 

true velocities indicated, where possible. Both narrowband and broadband modelled 

data suffer from a zero-bias of the mean Doppler velocity (Figures 5.6a-d). Similarly, 

the mean Doppler velocity calculated from the field data in Figures 5.6e and f appears 

to be biased relative to the location of the spectral peak (the true velocity for that 

dataset is unknown). The error is larger for the no-bin velocities (Figures 5.6a, c, e), 

than the bin velocities (Figures 5.6b, d, f). Reducing the width of the spectrum of 

measured velocities by increasing the pulse bandwidth and performing some averaging 

would reduce the error in Doppler measurements of water velocity. 

Figures 5. 7a and b are plots of the standard deviation as a function of lag for the 
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Figure 5.6: Histogram of measured Doppler velocity v (cms- 1) for (a) narrowband model, 
no-bin, (b) narrowband model, bin, (c) broadband model, no-bin, (d) broadband model, 
bin, (e) field data, no-bin, and (f) field data, bin. Dotted lines indicate average Doppler 
velocities, and dashed lines indicate true velocities. 
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Figure 5.7: Plot of model results as a function of lag T (J.ts): (a) narrowband (J"v (cms- 1), 

with theoretical (J"v plotted as a dashed line, (b) broadband (J"v (em s-1) for no-bin ( •) and 
bin ( +) calculations, with theoretical (J"v plotted as a dashed line for M = 1 and a dash-dot 
line for M = 56. Error bars are smaller than the plot points at this scale. 

narrowband and broadband models, respectively. The general form of the narrowband 

results for av as a function ofT agree relatively well with the theoretical predictions 

based on Equation 2.32; however, the modelled av is between 0-8% greater than the 

predicted value. In the broadband model, the standard deviation av is 11% higher 

than the predicted value without binning, and 26% lower than predicted with binning. 

Strictly speaking, however, Equation 2.32 contains a factor 1/VM, where M is the 

number of independent samples averaged to obtain one velocity sample. If M is 

assumed to be equal to the number of samples per pulse length, the observed av are a 

factor of 4.5larger than predicted, implying that not all the samples are independent. 

The number M of independent samples is limited by the bandwidth, and the 

plots in Figure 5.5d imply that 1 < M < 56. An estimate of the effective number of 
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independent samples Met! can by made by observing that the binned av appears to 

be a fixed fraction of the predicted av forM= 1. A linear fit of av = ao + a1avP for 

the binned data results in the following parameters: a0 = 0.8 ± 1.3, a1 = 0.67 ± 0.02 

and p = 0. The intercept is equal to zero within uncertainty, so av ~ 0.67avP· 

Therefore, the effective number of independent samples Meff can be calculated using 

the fact av = 1/VMavP ~ 0.67avp, resulting in Meff = 2.23. In other words, over 

the pulse length of 228 J..LS in the broadband water model, 2.23 independent samples 

were obtained, which corresponds to an effective bandwidth BWeff of approximately 

BWeff = Meff /T = 10 kHz. Therefore, increasing the bandwidth while keeping all 

other transmit parameters the same does not result in larger numbers of independent 

samples. 

5.3 Comparison with experimental results 

In this section, the dependence of modelled error and standard deviation on target 

velocity and standard deviation, water velocity and standard deviation, lag, pulse 

length, pulse coding, SNR, and p will be explored. Model results will be compared 

with experimental results, where possible. 

5.3.1 Target velocity 

In order to determine whether error bv or standard deviation av depend on the fish 

velocity, the modelled fish velocity was varied from -100 cms-1 to +100cms-1 . The 

water velocity was set to its default value of 0 em s-1 , and all other parameters were 

set to their default values (Table 5.2). 

121 



5.3. Comparison with experimental results Chapter 5. Model Results 

(a) 
5 

I 
U) 

E 0 ........... . . . . . 
~ 
00> 

(b) 
-5 

30 
-e- Model 

I 20 
-T- Short-range 

U) -A- Long-range 1 
E -+- Long-range 2 
~ 
t>> 10 -+- Stationary field 

........... . . . . . . . . 

0 
-150 -100 100 150 

Figure 5.8: Plot of (a) 8v (cms-1) and (b) av (cms- 1) as a function of fish velocity 
(em s-1) for the narrowband model ( o ), the short-range towtank experiment (T), the long­
range towtank experiments 1 ( •) and 2 (..,..), and the stationary field experiment ( +). The 
model was executed with default parameters (Table 5.2), and the experimental results were 
acquired with the same lag (1152 p,s) and pulse length (228 p,s, uncoded) as the model. 
Theoretical a v in (b) is indicated by a dotted line. Error bars are smaller than the plot 
points at this scale. 
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The error and standard deviation are plotted as a function of target velocity in 

Figures 5.8a and b, respectively, for both modelled and experimental data acquired 

with the same lag (1152 {ts) and pulse length (228 JJB, uncoded). Parameters from 

linear fits of model results in Table A.27 revealed no dependence of either bv or av 

on target velocity (p > a). Average values of modelled bv for all target velocities 

were less than 0.5 em s-1 , and average values of modelled av were less than 5 em s-1
. 

The modelled standard deviation av is somewhat lower than the theoretical standard 

deviation of 5.4 em s-1 as predicted by Zrnic (Equation 2.32), but in good agreement 

with towtank observations. 

Field observations of av were higher than the towtank or model results, which is 

not surprising given that the towtank and model both involve targets with a single 

velocity component, whereas the live fish in the field might be expected to show some 

variation in velocity from ping to ping. In order to reproduce the effect of a time­

varying fish velocity, the modelled fish velocity for each ping was randomly chosen 

to lie within a range ±~v centred about 50 em s-1
, where 0 ~ ~v ~ 20 em s-1 . For 

each modelled fish, the mean true fish velocity vr and its standard deviation avr were 

computed. The error and standard deviation are plotted as functions of the target 

standard deviation avr in Figures 5.9a and b, respectively. 

Parameters of a linear fit to the error as a function of target velocity standard 

deviation avr in Table A.28 reveal a dependence of bv on avr (p < a). The small neg­

ative slope of -0.03 ± 0.02 em s-1 /em s-1 implies that the Doppler velocity becomes 

slightly biased toward zero as the variance in the target velocity increases. The mean 

value and standard error of bv are bv ± a8v = -0.16 ± 0.03 em s-1
, which is not equal 

to zero within uncertainty, again implying that the Doppler speed is slightly lower 
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Figure 5.9: Plot of (a) t5v (cms-1) and (b) av (cms- 1) as a function of target velocity 
standard deviation (em s-1) for the narrowband model. Each point represents a single 
modelled target. 

than the true speed. 

The standard deviation increases as O"vT increases (Figure 5.9b). The mean value 

for O"v in the single-velocity model was 3.6 em s-I, and at this value the plot of O"v 

as a function of O"vr is divided into two regions. For O"vT < 3.6 em s-1 , the standard 

deviation O"v remains constant at 4.04 ± 0.04 em s-1 , while for O"vr > 3.6 em s-1 , the 

standard deviation av follows the shape of the l:lline, but is 1.9 em s-1 greater than 

O"vr on average. In other words, the plots appear to be the sum of a constant term c 

and a linear term mx + b, added in quadrature to produce the observed values of av: 

(5.22) 
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Equation 5.22 can be re-written as a parabola 

(5.23) 

withy= a; and a0 , a1 , and a2 related tom, b, and c by 

(5.24) 

The square of the Doppler standard deviations were fit to a parabolic model (Equation 

5.23), resulting in the parameters a0 , a 1 , and a2 given in Table A.28. Application of 

the formulae in Equation 5.24 to the fit parameters results in values for m, b, and c: 

m 0.980 ± 0.002 cms-1 /cms-1 

b -0.02 ± 0.02 em s-1 (5.25) 

c 3.84 ± 0.08 em s-1 

Two details are revealed by the parameters in Equation 5.25. First, the constant 

value of c = 3.84 ± 0.08 em s-1 is close to both the 'rough' value calculated from 

the data of 4.04 ± 0.04 em s-1, and the value of 3.6 em s-1 observed with zero target 

standard deviation. Second, the standard deviation O"v increases linearly with target 

standard deviation beyond a threshold value, with a ratio m = 0.980 ± 0.002, which 

is nearly a ratio of 1:1. In other words, a greater spread of actual target velocities 

will result in a greater spread of Doppler velocities over and above the standard 

deviation of Doppler velocities already present because of the pulse-pair method of 

velocity estimation. A swimming fish presents a range of target velocities rather than 
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a single velocity, resulting in higher values of standard deviation for a swimming fish 

compared to styrofoam balls. 

5.3.2 Water velocity 

The effects of water velocity on Doppler estimates of fish velocity were difficult to 

quantify in the experiments. In the towtank experiments, the water velocity was 

equal to the target velocity, and there was no way of changing the relative velocity 

between the two. In the field experiments, the water velocity changed with time 

because the location of the experiments was subject to tidal fluctuations. However, 

attempts to measure the water velocity resulted in very noisy velocity estimates, 

probably caused by the proximity of the sonar to the boundary layer at the river's 

edge, and the water velocity estimates were abandoned. Therefore, the best way to 

systematically explore the effects of water velocity on error and standard deviation 

was to use the computer model, which was configured with a fixed fish velocity of 

50 cms-1 and water velocity which varied between -100 cms-1 and +100 cms-1 . 

Figures 5.10a and b are plots of the error and standard deviation as functions of 

water velocity Vwater· The absolute value of the error l8vl was less than 0.4 em s-1 in 

all cases, and the linear fit parameters in Table A.29 confirmed that bv did not depend 

on water velocity (p > a). The standard deviation is a minimum (2.46 ± 0.05 em s-1) 

when the water velocity and fish velocity are equal at 50 em s-1
, and rises symmetri­

cally as the difference between water and fish velocity increases. The model data from 

Figure 5.10b were regrouped and Clv is plotted as a function of the absolute difference 

between the water and fish velocity lvfish- Vwaterl in Figure 5.10c. The value of Clv 

rises to 4.8 em s-1 when the difference between velocities is greater than 100 em s-1 . 
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Figure 5.10: Plot of (a) 8v (cms-1) and (b) (Tv (cms- 1) as a function of water velocity 
(em s-1) for the narrowband model ( o ), short-range experiment (T), long-range experiment 
(OERC B)(•), long-range experiment (IOT)( <11111), and theoretical prediction (dotted line). 
(c) Plot of (Tv (cms- 1) as a function of lvfish- Vwaterl (cms-1) for the narrowband model 
with the quadratic fit based on parameters in Table A.29 plotted as a dotted line. For all 
three plots, the fish velocity was 50 em s-1 for the modelled data. Error bars are smaller 
than the plot points at the scales of (b) and (c). 
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Figure 5.11: Plot of (a) 5v (cms-1) and (b) O"v (cms-1) as a function of water veloc­
ity standard deviation O"vW (em s-1) for the narrowband model. Centre water velocity is 
0 em s - 1. Error bars are smaller than the plot points at the scale of (b). 

A second-order polynomial fit describes the data well within the ranges studied, and 

the fit parameters in Table A.29 confirm the dependence of CYv on ivfish - Vwaterl 

(p <a). 

Turbulence was simulated by allowing the water velocity to vary within a range 

±~v of the mean water velocity value of 0 em s-1 , with values of ~v from 0-20 em s-1 . 

Figures 5.1la and bare plots of the error and standard deviation as functions of the 

standard deviation in water velocity CYvw· Linear fit parameters for 8v and CYv as func-

tions of CYvw in Table A.29 revealed that neither error nor standard deviation depend 

on the standard deviation in water velocity CYvw (p > a). It is therefore expected 

that, within the range limitations introduced by turbulence, Doppler measurements 

of fish velocity in more turbulent waters should not be any different than those in 
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still waters. 

5.3.3 Lag 

Standard deviation is inversely proportional to lag (Equation 2.32), and experimental 

data have demonstrated that the general shape of the standard deviation as a function 

of lag is correct. In order to further explore the effects of lag on both error and 

standard deviation, the model was configured with lags ranging from 384~3264 f.1S. 

Two separate model configurations were employed. In the first configuration, 

the target velocity was equal to 50 em s- 1
, and velocity aliasing was observed for lags 

greater than 2688 f.1S. In the second configuration, the target velocity was set to equal 

one-half the ambiguity velocity to avoid the velocity aliasing effects. The error and 

standard deviation are plotted as functions of lag in Figures 5.12a and b, respectively, 

for Vtarget =50 em s-1
, and in Figures 5.12c and d, respectively, for Vtarget = !b.v. 

The error is equal to zero within uncertainty ( -0.05±0.10 em s-1
) when the target 

velocity does not exceed the ambiguity velocity b.v (Figure 5.12a). For Vfish < b.v, 

parameters of linear fits in Table A.30 reveal no dependence of 8v on lag (p > a). 

Once the fish velocity exceeds the ambiguity velocity, 8v grows rapidly. The fact that 

there is no velocity aliasing for T = 2688 f.1S (b.v = 55 em s-1) while there is aliasing 

for T = 2880 f.1S (b.v = 51 em s-1) implies that the modelled velocity spectrum is 

quite narrow, with a width between 1~4 em s-1 . 

When the fish velocity is chosen to prevent velocity aliasing (vtarget = !b.v), the 

absolute value of the error l8vl is less than 1 em s-1 at all lags, and the average value 

for the error is 8v = -0.08±0.05 em s-1 , which is not equal to zero within uncertainty 

but negative, indicating that the Doppler technique slightly underestimates the fish 
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Figure 5.12: (a) 8v (cms-1) and (b) O"v (cms-1) as a function oflag T (J-Ls) for the narrow­
band model with Vfish =50 em s-1 and experiments (see legend in (b)). The vertical line 
indicates the lag for which ~v = Vfish =50 cms-1 , the dotted line in (b) is the predicted 
standard deviation O"vP calculated using Equation 2.32, and the dashed line is the fit of 
O"v = ao + awvP· (c) 8v (cms-1
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) as a function of lag T (J-Ls) for the 

narrowband model with Vfish = 0.5~v. The dotted line in (d) is the predicted standard de­
viation O"vP calculated using Equation 2.32, and the dashed line is the fit of O"v = ao+awvP· 

Error bars are smaller than the plot points at the scale of (a), (b), and (d). 
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velocity (Figure 5.12c). The results of a linear fit in Table A.30 suggest that bv does 

not depend on lag (p > a). 

In Figure 5.12b, the shape of the dependence of the modelled standard deviation 

on lag follows that described by Zrnic (Equation 2.32), but the values for av are 

lower than predicted. Once velocity aliasing occurs, the standard deviation increases 

drastically to 35 em s-1
. When the fish velocity is chosen to prevent velocity aliasing 

(vtarget = !~v), the modelled standard deviation again appears to be a constant 

fraction of the theoretical standard deviation (]"vP (Figure 5.12d). A linear fit of av as 

a function of the theoretical standard deviation (]"vP with parameters in Table A.30 

shows that for Vtarget =50 em s-1
, O'v ::::::; 0.61avP (avP::::::; 1.6av) and for Vtarget = !~v, 

O'v::::::; 0.76avP (avP::::::; 1.3av)· 

The towtank experiments featuring varying lags, which allow for comparison with 

the model, are in good agreement with the model results (Figure 5.12b). The sta­

tionary field experiment resulted in higher values for av than the model, consistent 

with the hypotheses that the fish swimming movement and the difference between 

fish and water velocity are contributing to the higher observed value of (jv for the 

live-fish experiments. 

5.3.4 Pulse length and coding 

In order to investigate the effects of pulse length and pulse coding, the model was 

configured with pulse lengths varying from 32 ps to 640 ps, and both coded and 

uncoded pulses were used where a Barker code exists for a given pulse length (Table 

2.2). Figures 5.13a and b are plots of error and standard deviation as functions of 

pulse length for both coded and uncoded pulses, respectively. 
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Figure 5.13: Plot of (a) Ov (cms-1) and (b) /Jv (cms-1) as a function of pulse length 
(p,s) for the narrowband model, for uncoded ( •) and Barker-coded ( o) pulses. Error bars 
are smaller than the plot points at the scale in (b). Dashed lines indicate the limits of 
pulse lengths used in the experiments, and the dotted line in (b) indicates the value for /Jv 

calculated using Equation 2.32. 
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The the error 8v was small and on average, negative: J8vl was less than 0.3 em s-1 

for the uncoded pulses, and less than 0.8 em s- 1 for the coded pulses (Figure 5.13a). 

The average error is 8v = -0.13 ± 0.02 em s-1 for uncoded pulses and 8v = -0.45 ± 

0.04 em s-1 for coded pulses, which is relatively small (less than 1% of the fish swim­

ming velocity) but not equal to zero within uncertainty. The parameters for linear 

fits of 8v reveal no dependence of 8v on pulse length (p > a). 

The standard deviation increases from 2.5 em s- 1 to 5.5 em s-1 over the range of 

uncoded pulse lengths studied, and to 6.7 em s-1 for the coded pulses, with coded 

pulses giving a 1-2 cms-1 larger r7v for some pulse lengths (Figure 5.13b). In both 

the uncoded and coded cases, the parameters of linear fits to av as a function of pulse 

length in Table A.31 confirm the dependence (p < a). In contrast, the experimental 

results in Tables A.23 and A.24 showed no significant difference between uncoded 

and coded pulses, and no change in r7v with pulse length. It is possible that the 

effect of pulse coding was overwhelmed by other effects, such as fish motion and tank 

reverberation, in the experimental datasets. 

5.3.5 SNR and p 

Effects of changing SNR were modelled by varying the water particle strength Arel 

relative to the fish target, and examining the error and standard deviation as a func­

tion of the measured SNR. The SNR measured from the model output is plotted as a 

function of the relative strength of the weak targets Arel in Figure 5.14. Varying Arel 

over the range -80 to 0 dB corresponded to measured SNR ranging from 2-72 dB. 

The error 8v, standard deviation r7v, and correlation coefficient p are plotted as 

functions of measured SNR in Figures 5.15a, b, and c, respectively, for the model, 
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Figure 5.14: Plot of measured SNR (dB) as a function ofrelative target strength Arel (dB) 
for the narrowband model. Error bars are smaller than the plot points at this scale. 

experiments, and theory. Model output can also be examined as a function of p 

instead of SNR, as in Figures 5.15d and e, which are plots of error and standard 

deviation as functions of p, respectively. 

The error is large and negative ( -40 em s- 1
) when SNR = 1.5 dB and approaches 

zero rapidly as SNR increases (Figure 5.15a). For SNR > 15dB, the absolute value of 

the error \8v\ is less than 1 em s-1
. The fact that the Doppler velocity measurement 

is strongly biased toward the water velocity (0 em s-1
) at low SNR ( VDoppler- Vfish ~ 

-50 em s-1 = Vwater - Vfish) suggests that in the low-SNR region, the backscattered 

signal from the solid target is overwhelmed by backscatter from the water, and it is 

the water velocity that is measured instead. 

The modelled standard deviation as a function of SNR is in agreement with the 

predicted standard deviation avP (Figure 5.15b). Experimental results for av as 

a function of SNR follow the model results very closely for SNR > 15 dB. For 

SNR < 15 dB, the experiments resulted in smaller av than the model. It is possible 

that the model does not accurately reproduce the noise effects experienced by the 
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Figure 5.15: Plot of (a) 5v (em s-1), (b) O"v (em s-1 ), and (c) pas a function of SNR (dB) 
for the narrowband model; plots of (d) 5v (cms-1), (e) O"v (cms-1) as a function of p for 
the narrowband model. In (b) and (e), theoretical results were calculated using Equation 
2.32 with measured SNR and p (dotted line). Error bars are smaller than the plot points 
at this scale. 
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sonar when SNR < 15 dB; in particular, the model did not account for electronic 

noise, which could be significant relative to the signal levels at low SNR. 

The model and experimental mean correlation coefficients calculated as a function 

of SNR also agree for SNR > 15 dB while diverging for SNR < 15 dB (Figure 5.15c). 

In the region SNR < 15 dB, the model p is slightly (0.003-0.006) smaller than the 

experimental p. Since CYv is very sensitive to small changes in p when p ~ 1, the 

difference in p could be another source of the discrepancy in CYv at low SNR. 

The data can also be examined as a function of p instead of SNR. The error is 

very large and negative when p < 0.9875 (Figure 5.15d), but its absolute value is 

less than 2 em s-1 when p;:::: 0.9875, which is necessarily consistent with the plots in 

Figure 5.15a and c: p = 0.9875 at about 15 dB, which is where bv as a function of 

SNR drops below ±1 em s-1 . 

The modelled standard deviation as a function of p is in good agreement with the 

theoretical standard deviation O'vP (Figure 5.15e). However, the experimental results 

have CYv < O'vP when p < 0.9875, consistent with the results as a function of SNR. 

Many of the results so far have demonstrated that the test instrument consis­

tently performs better than expected in low-SNR (low-p) measurement environments. 

Therefore, the model does not accurately represent the low-SNR measurement envi­

ronment, although agreement with experimental results is good for SNR > 15 dB. 

5.4 Model extension 

Two primary areas were of interest for the extension of experimental results using 

the model. The first area of interest was the exploration of the effect of multiple 
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strong targets in the beam, since anomalously large error and standard deviation had 

been observed when backscatter from multiple targets overlapped during the target­

array experiment. The second area of interest was the investigation of the effects of 

bandwidth and averaging schemes on fish velocity estimates. 

5.4.1 Multiple strong targets 

The effect of two strong scatterers simultaneously occupying the beam was examined 

by introducing a second target with the same amplitude and velocity as the first 

target, at a location llR relative to the first target (llR ranging from -1.5 m to 

+1.5 m). The lag, pulse length, and coding used were chosen to correspond with those 

for which the largest deviations had been observed in the target-array experiment: 

lag T = 768 fl,S and an 11-element coded pulse of length T = 352 fl,S. 

The error and standard deviation as a function of the distance between strong 

targets are plotted in Figures 5.16a and b, respectively, with shaded regions indicating 

where one or both pulses from each target overlap in the backscatter. The absolute 

value of the error \6v\ is less than 0.5 em s- 1 when the targets are not overlapping or 

if both pulses from both targets are overlapping, but the measured Doppler velocity 

exhibits large error (up to -25 em s-1
) when one pulse from each target is overlapping 

(Figure 5.16a). The large error is caused by corruption of the phase information used 

to calculate velocity with the pulse-pair technique, and it is also the reason 6v remains 

low when both pulses from both targets overlap: although the second target corrupts 

the phase of backscatter from the first target, it corrupts each pulse of the pair in the 

same way, so the relative phase difference upon which the Doppler velocity calculation 

is based is not affected. When both pulses overlap, the sonar essentially sees a single 
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Figure 5.16: Plot of (a) bv (cms- 1) and (b) O'v (cms-1) as a function of distance between 
strong targets D..R for the narrowband model. The lighter shaded regions indicates the area 
of overlap of one pulse from each target, and the darker shaded region indicates the area in 
which both pulses from each target overlap. Error bars are smaller than the plot points at 
this scale. 

target, with perhaps some internal structure. The deviations observed in the model 

are consistent with experimental results in pattern, but larger in magnitude. In 

the target-array experiment with the same pulse length and lag, bv was as high as 

11 em s-1 when targets were overlapping, compared to less than 2 em s-1 with no 

overlap (Figure 4.3a). 

The standard deviation determined from the model is similarly well-behaved when 

targets are not overlapping (O'v < 9 em s-1 
), and then increases to values as high as 

40 em s-1 when the backscatter from the one pulse of each target overlaps (Figure 

5.16b). The model results are comparable with experimental results, in which over­

lapping targets resulted in O'v as high as 10-34 em s-1 , while non-overlapping targets 
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had O"v < 7 em s-1 (Figure 4.3c). 

5.4.2 Bandwidth 

The effect of bandwidth was investigated by configuring the model with sample rates 

varying from 8-96 J.1S, and transmit and receive bandwidths equal to the inverse 

of the sample interval (recall that 96 J.1S is the sample rate of the test instrument 

being modelled). The default pulse length (T = 228 J.1S) and lag (r = 1152 J.1S) 

were used with both uncoded and coded pulses (the code element length is 32 J.1S). It 

would have been necessary to decrease the pulse length as the bandwidth increased in 

order to take full advantage of the increasing bandwidth; however, it would have been 

impossible to identify any observed effect as being solely caused by either the changing 

pulse length or changing bandwidth. Furthermore, when observing swimming fish 

such as pink salmon, sockeye salmon, or Atlantic cod, as in the experiments, pulse 

lengths substantially shorter than 228 J.1S (17 em) are unnecessary, as the fish size 

is comparable to or longer than the pulse length. Therefore, the pulse length was 

maintained at a constant value while the bandwidth was changed. 

The effect of binning the correlation r calculated using Equation 3.9 was inves­

tigated for the fish target as it was with the water (Section 5.2). Doppler velocities 

were calculated for the fish with both 'no-bin' and 'bin' methods. Figures 5.17a and 

b are plots of the number of samples and the SNR as a function of bandwidth, respec­

tively. The number of samples available for binning in a 228-J.ls pulse varies from 12 

to 144 over the range of modelled bandwidths. The SNR observed using coded pulses 

is 1.5 dB higher than that measured using coded pulses at a bandwidth of 10 kHz, 

and the difference decreases with increasing bandwidth (Figure 5.17b). 
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Figures 5.18a and b are plots of the error as a function of bandwidth for uncoded 

and coded pulses, respectively. Figures 5.18c and d are plots of the standard deviation 

as a function of bandwidth for uncoded and coded pulses. Figures 5.18e and f are 

plots of the correlation coefficient of the fish as a function of bandwidth for uncoded 

and coded pulses. Figures 5.18g and h are plots of the correlation coefficient of the 

water as a function of bandwidth for uncoded and coded pulses. Figures 5.18i and j 

are plots of the difference PJish- Pwater as a function of bandwidth for uncoded and 

coded pulses. 

There was no dependence of error on bandwidth (p = 0.15 - 0. 71) for any combi­

nation of uncoded/coded and bin/no-bin data in Figures 5.18a and b. For uncoded 

pulses, the no-bin and bin methods produced errors which were in agreement within 
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their respective uncertainties. For the coded pulses, the errors observed with the 

bin method were slightly smaller than the corresponding no-bin errors, with a mean 

difference of bv NoBin - bv Bin = -0.2 ± 0.1 em s-1
. , , 

The uncoded standard deviation decreases slightly with increasing bandwidth up 

to 31.25 kHz, then remains constant at 3.37 ± 0.06 em s-1 and 2.99 ± 0.03 em s-1 

for the no-bin and bin methods respectively (Figure 5.18c). The coded standard 

deviation also experiences a drastic change around 31.25 kHz, at which point the 

no-bin av rises to 6.3 em s-1 while the bin av decreases to 3.2 em s-1 (Figure 5.18d). 

For bandwidths greater than 31.25 kHz, both no-bin and bin av continue to decrease 

to values of 4.6 cms-1 (no-bin) and 2.7 cms-1 (bin). The value of av for the binned, 

coded pulses is comparable to that of binned, uncoded pulses, and much lower than 

av for no-bin, coded pulses. 

At bandwidths less than 31.25 kHz, the correlation coefficient pis greater than 0.8 

for both fish (PJish ~ 0.99) and water (Pwater ~ 0.8), and both pulse coding and the 

choice of bin/no-bin method makes little difference to the values of Pfish, Pwater and 

their difference PJish- Pwater (Figure 5.18e-j). By comparison, at bandwidths greater 

than 31.25 kHz, the difference PJish - Pwater increases when using the bin method 

(Figure 5.18i, j) compared to the no-bin method. In particular, the difference using 

the bin method is greater for the coded pulses (PJish - Pwater ~ 0.5) than for the 

uncoded pulses (PJish- Pwater ~ 0.3), and much greater than the no-bin method for 

either uncoded pulses (PJish- Pwater ~ 0.05) or coded pulses (PJish- Pwater ~ 0.15). 

The calculation of the correlation coefficient p is clearly affected by the combi-

nation of bandwidth, binning method, and pulse coding. Increasing the bandwidth 

improves estimates of p by increasing the number of phase samples used in its calcu-
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lation. In an instrument with bandwidth greater than 30 kHz, the greater difference 

between PJish and Pwater calculated using the bin method could be exploited to dis­

criminate fish targets from the water. In the test instrument, p was not used for 

target discrimination: the sample bandwidth was only 10 kHz and experimental re­

sults confirmed that the difference between fish and water p was not large enough to 

exploit for target discrimination. A truly broadband instrument does not appear to 

be necessary, since increasing the bandwidth beyond 40 kHz does not further increase 

the difference between p fish and Pwater. 

5.5 Summary of model results 

A model of coherent Doppler sonar operation was constructed, which allowed for 

confirmation of experimental results and exploration of some configurations not ac­

cessible with the test instrument. The model was configured to reproduce backscatter 

from a collection of weak scatterers moving at the same velocity (water mode), or a 

single strong scatterer with one velocity surrounded by a collection of weak scatterers 

with a different velocity (fish-plus-water mode). 

Results for modelled water velocities were explored by configuring the model in 

both narrowband (30-kHz bandwidth) and broadband (125-kHz bandwidth) water 

modes. The broadband mode allowed for exploration of the spatial averaging ('bin­

ning') similar to that used in Doppler current profilers. The narrowband Doppler 

velocities were 33% too low because the velocity aliasing resulting from the limited 

bandwidth in the narrowband model shifted higher velocities to the opposite side of 

the velocity spectrum, biasing the mean velocity toward zero. The error was smaller 
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(14%) for the broadband model. The standard deviation in Doppler velocity followed 

the general form of Zrnic's (1977) Equation 2.32 for standard deviation as a function 

of lag, but was up to 8% greater than that predicted for the narrowband model, 11% 

greater than predicted for the broadband (125-kHz bandwidth) model (no binning), 

and 26% lower than predicted for the broadband model (with binning). 

The model was configured in fish-plus-water mode in order to investigate the ef­

fects of varying target velocity and standard deviation, water velocity and standard 

deviation, lag, pulse length, pulse coding, SNR, and p. Error and standard devi­

ation did not depend on target velocity when target velocity was varied between 

±100 em s-1 . When a range of target velocities of up to ±20 em s-1 was introduced 

for a single fish, the error was not affected, but the standard deviation increased 

as the standard deviation of the target velocity increased. The measured standard 

deviation was approximately equal to the quadrature sum of the standard deviation 

for a point target and the standard deviation in the target velocity itself. When a 

range of water velocities up to ±20 em s-1 was introduced neither the error nor the 

standard deviation were affected. The error did not depend on the water velocity, but 

the standard deviation increased as the absolute difference between the fish velocity 

and the water velocity increased. 

The error in the modelled fish velocity did not depend on lag, but the standard 

deviation was inversely proportional to lag, as in Zrnic's Equation 2.32. However, the 

modelled standard deviation was smaller than the predicted standard deviation by a 

factor of 0.61-0. 76, suggesting that more independent samples were being used in the 

calculation of the Doppler velocity than was assumed for the theoretical calculation. 

The pulse length did not affect the error for either coded or uncoded pulses; however, 
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the standard deviation increased as the pulse length increased, which is inconsis­

tent with experimental results. Furthermore, for some pulse lengths, the standard 

deviation for coded pulses was larger than for uncoded pulses, again in contrast to 

experimental results. It is possible that if pulse length and coding effects were present 

in the experiments, the additional uncertainty associated with experimental measure­

ment obscured their measurement. 

The effects of SNR and complex correlation coefficient p on error and standard 

deviation were investigated. For SNR > 15 dB, model, experimental, and theoretical 

results for error and standard deviation were all in good agreement. However, for 

SNR < 15 dB, experimentally measured error and standard deviation were both 

smaller than in the model. Therefore, it appears that the model fails to capture some 

essential feature of the low-SNR measurement environment. Results for error and 

standard deviation as a function of p are consistent with the same results plotted as 

a function of SNR, which is understandable as SNR and p are strongly related. 

The effect of multiple targets in the modelled beam on Doppler velocity estimates 

are comparable to the observations from the target-array experiments: error and 

standard deviation increase somewhat erratically as targets overlap in the backscatter, 

reaching values as large as -25 em s-1 for the error and 40 em s-1 for the standard 

deviation. 

Increasing the instrument bandwidth while maintaining the same pulse length and 

lag result in better ability to discriminate water from fish targets using the correlation 

coefficient p. For bandwidths greater than 40 kHz, the difference PJish - Pwater is 0.3 

for uncoded pulses and 0.5 for coded pulses, suggesting that p could be useful for 

target discrimination if the bandwidth were greater than 40 kHz and all other sonar 
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parameters kept the same. Furthermore, a larger bandwidth would allow for some 

phase averaging or binning along the pulse length, which will also reduce standard 

deviation in Doppler velocity estimates. 

Model, experimental, and theoretical results have resulted in detailed knowledge 

of the effects of various experimental parameters on Doppler velocity estimates. The 

following chapter will present an overview of all the results, followed by a discussion 

how the results are relevant to achieving the goal of designing a realistic, stand-alone 

system capable of acquiring useful real-life data. 
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Chapter 6 

Discussion 

The results of Chapters 4 and 5 indicate that Doppler measurements of fish veloc­

ity are possible with the independent pulse-pair processing technique. Furthermore, 

measurements made with a purpose-built sonar and customized signal processing are 

superior to those obtained with either an off-the-shelf ADCP or incoherent processing 

methods. However, some interesting behaviour of Doppler velocity estimates has been 

uncovered, and needs to be explained before considering the larger-scale implications 

of this work. 

6.1 What affects velocity estimates? 

Lag, pulse length, pulse coding, target velocity, water velocity, bandwidth, SNR, 

and multiple targets were investigated in detail through experiments and computer 

models. Each investigation tried to answer two questions. First, does a particular 

parameter have an effect on the Doppler velocity estimates? Second, if there is 

an effect, is it predictable and consistent? In this section, experimental and model 
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results will be reviewed, assembled, and synthesized to understand what is important 

for good performance when measuring fish velocities with a Doppler sonar. 

6.1.1 Target velocity 

Section 4.4 explored the effects of target velocity on Doppler velocity measurements 

through examination of experimental results, while Section 5.3.1 explored the effects 

of changes in target velocity and target velocity standard deviation on Doppler ve­

locity measurements through examination of computer model results. 

The error in Doppler velocity measurements depended on target velocity for three 

of the towtank experiments (the short-range experiment and the two long range exper­

iments), in which the Doppler velocity was biased by a factor of about 2% away from 

zero (ivvopplerl > lvtowi). In contrast, there was no signficant dependence of the error 

on target velocity for the target-array towtank experiment, the field experiments, or 

the model. Uncertainty in sound speed c is unlikely to be the culprit since the tem­

perature in all three experiments was accurately known. Sonar alignment errors on 

the order of 10° would have been necessary to result in a 2% error in tow velocity; 

however, none of the experiments were set up with the targets far enough off-axis for 

a 10° misalignment to go undetected. It may be that in the three experiments which 

showed bias, which were set up with similar geometries, sidelobes scattering off tank 

walls or the surface contributed to the error, while the differing geometry in the other 

experiments minimized the effects of sidelobes. The source of the error thus remains 

unknown, but since it only appears in three of the seven experiments, and is small, 

it will be considered insignificant. 

Target velocity did not have a significant effect on either measured or modelled 
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standard deviations, except in the case of the stationary field experiment, in which 

C!v increased with fish swimming speed. Model results obtained with a range of target 

velocities suggest that the larger values for C!v observed from live fish in the field ex­

periments were caused by the fact that moving fish do not scatter a single frequency 

back to the Doppler sonar, but rather a range of frequencies. The fact that C!v de­

pends on fish swimming speed rather than velocity supports the idea that the increase 

is caused by swimming motion: faster-swimming fish have a greater displacement of 

their bodies about their centre of mass (Bainbridge, 1958). The greater displacement 

will increase the target velocity standard deviation, resulting in higher standard de­

viations in the Doppler estimates. The effects of fish motion will be considered in 

more detail in Section 6.1. 7. 

6.1.2 Water velocity 

Systematic investigations of the effects of water velocity on Doppler velocity estimates 

for solid targets were limited to model results from Section 5.3.2, as it was impossible 

to control the mean and standard deviation in water velocity in the experiments. 

The velocity error does not depend on the mean or standard deviation of water 

velocity. The velocity standard deviation does not depend on the standard deviation 

in water velocity but does depend on the absolute difference between target veloc­

ity and mean water velocity. An increase in standard deviation from 2.5 em s-1 to 

4.8 em s-1 was observed over the range 0 ::; Jvfish - Vwaterl ::; 150 em s-1 (with lag 

T = 1152 f.1S). In practice, this means that the standard deviation is expected to in­

crease as the difference between fish and water velocity increases, but is not expected 

to increase as turbulence increases. The caveat is that maximum range is limited by 
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turbulence, as the increased scatter through turbulent water results in lower SNR. 

The dependence of av on the difference between water and fish velocity could explain 

some of the increased standard deviation observed in the field experiments relative to 

the towtank experiments. In the field experiments, the water and fish were generally 

moving in opposite directions and the fish velocity estimates would therefore suffer 

from an increase in av of approximately 2 em s-1 above the minimum value (for the 

1152-p,s lag, as in the model). 

6.1.3 Pulse length 

The effects of pulse length on error and standard deviation were determined by ex­

amining experimental results in Section 4.5 and model results in Section 5.3.4. 

Pulse length did not affect the error in either experimental or modelled Doppler ve­

locity estimates. Linear fits to standard deviation as a function of pulse length for the 

experiments did not suggest a dependence of avon pulse length, although some linear 

fit parameters almost surpassed the threshold for significance. The modelled stan­

dard deviation increased with pulse length for both uncoded and coded pulses, with a 

slope of 0.0047 ±0.0007 em s-1 I p,s for uncoded pulses and 0.011 ±0.006 em s-1 I p,s for 

coded pulses. It is possible that the model simply removed some confounding factors 

and allowed the dependence of av on pulse length to be more clearly observed than 

in the experiments. 

The increase in av with pulse length is not large or consistent enough among 

experiments to discourage the use of longer pulse lengths. In particular, for the 

relatively narrow-band instrument used in these experiments, slightly larger pulse 

lengths would be desirable. For example, a 30-cm pulse would put more power into 
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the water and increase the likelihood of detecting a fish, while still maintaining spatial 

resolution smaller than a typical fish's size. 

6.1.4 Pulse coding 

The effects of pulse coding on error and standard deviation were determined by ex­

amining experimental results in Section 4.5 and model results in Section 5.3.4. 

The error was not affected by pulse coding for experimental or model results. 

Experimental results showed that using coded pulses had no effect on standard devi­

ation. Model results imply that using coded pulses could increase CTv by 1-2 em s-1 

(30-50%) compared to CTv for an uncoded pulse of the same length in a narrowband 

instrument. In addition, the modelled coded-pulse standard deviation increases with 

pulse length at a greater rate than for uncoded pulses (0.011 ± 0.006 em s-1 I J.LS com­

pared to 0.0047±0.0007 em s-1 I J.LS). Since coded pulses do not affect error or standard 

deviation in the experimental data, there is no convincing reason to use coded pulses 

in a narrow-band instrument (such as the test instrument). However, some model 

results have suggested that coded pulses could be useful for target discrimination in a 

higher-bandwidth instrument. The combined effects of bandwidth and pulse coding 

will be discussed further in Section 6.1.6. 

6.1.5 Multiple targets 

Multiple targets presented both spatial resolution and velocity estimation challenges 

for the sonar. Spatial resolution problems, such as multiple targets being identified 

as a single target, depended on pulse length as well as target size and spacing. Veloc­

ity estimation problems arose when phase information was corrupted by particular 
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combinations of lag, pulse length, and target spacing, resulting in anomalously large 

values of error and standard deviation. 

The target-array experiment results outlined in Section 4.3.1 allowed for investiga­

tion of spatial resolution and velocity accuracy when the sonar encountered groups of 

targets of various sizes and spacings. The lower limit on spatial resolution achieved by 

the test instrument of 6.6 em was approximately equal to its spatial sampling interval 

of 7.2 em; however, even with a 7.2-cm pulse length, it was not possible to consistently 

resolve the 6.6-cm-spaced targets. The minimum resolvable target spacing depended 

on pulse length T and was equal to approximately 1.4Rr, where Rr = cJ is the pulse 

length expressed as equivalent range. 

Poor Doppler velocity error and standard deviation were observed when targets 

overlapped in the backscatter detected by the sonar, even though the targets were 

moving at the same velocity. Both towtank and model results support the need 

for caution when choosing pulse length and lag. The combinations of pulse lengths 

used with lag T = 768 ps in the target-array experiment resulted in larger values of 

error and standard deviation when the pulse lengths and target spacing were such 

that there was overlap in their backscatter and corruption of the phase information 

needed for Doppler velocity calculation. For example, with overlapping targets, the 

error was approximately 10 em s-1 and the standard deviation was approximately 

20-35 em s-1 , compared to 1 em s-1 and 5 em s-1 , respectively, with no overlap. The 

error and standard deviation increased even when there was only partial overlap in 

backscatter. Model results are consistent in magnitude with the target-array results, 

with error as large as -25 em s-1 and standard deviation as large as 40 em s- 1 when 

targets were overlapping. The sign of the error was likely related to the spacing of 
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the targets (recall that the wavelength A of the 250-kHz test instrument is 0.6 em). 

There was a degree of unpredictability in the increases in 8v and av, which did not 

vary smoothly as the target spacing was changed. 

The increased Doppler velocity uncertainty was caused by the corruption of the 

phase information used to calculate velocity using the independent pulse-pair tech­

nique. In order to better understand the interaction among target spacing, target 

size, pulse length, and lag, consider an array of three equally-spaced targets insoni­

fied with a pair of pulses in a variety of arrangements. Figure 6.1 depicts the target 

arrangement (first row), the transmitted pulse pair (second row), the backscatter 

arising from the first pulse (third row) and the second pulse (fourth row), and the 

sum of the backscatter arising from both pulses (fifth row). The ideal situation is one 

with small targets and short pulse lengths in which the scatter from the first pulse 

for all targets is detected before that from the second pulse (column I in Figure 6.1). 

If the targets are more widely spaced, the second-pulse backscatter from the nearer 

targets will overlap with the first-pulse backscatter from the further targets (column 

II in Figure 6.1). If the targets are more widely spaced and, in addition, the pulse is 

longer, the sonar will at times be receiving backscatter from two targets simultane­

ously (column III in Figure 6.1). If the targets are large and widely spaced, and the 

pulse is longer, there will be still more overlap in backscatter (column IV in Figure 

6.1). The examples shown in Figure 6.1 are for a particular combination of pulse 

lengths and lags, target size and spacing, but it is easy to imagine any combination 

of those factors which could cause interference. 

The problems in Doppler velocity estimation arise when backscatter from more 

than one target overlaps. Targets backscatter can overlap in one of two ways: two 
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Figure 6.1: Plot of ideal backscatter envelope forT= 57 em: Column I, 3x2.5-cm targets, 
15 em spacing, 7.1-cm pulses; Column II, 3x2.5-cm targets, 40 em spacing, 7.1-cm pulses; 
Column III, 3x2.5-cm targets, 40 em spacing, 30.9-cm pulses; Column IV, 3x10.2-cm tar­
gets, 40 em spacing, 30.9-cm pulses. First row, targets; second row, transmit pulses; third 
row, backscatter from first pulse; fourth row, backscatter from second pulse; fifth row, total 
backscatter. 
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targets may occupy the same range bin at different angular positions within the beam, 

or two targets may occupy different range bins, but the range bins are separated by 

(say) the same distance as the lag. In order to avoid problems of the first type the 

beam should be relatively narrow; exactly how narrow the beam should be will depend 

on the expected fish density, as outlined below. The sample volume Vs is related to 

the beam angle ¢, the range R, and the sampling interval 8R = 2'}
8 

where fs is the 

sampling frequency, by the following expression: 

(6.1) 

Since 8 R ~ R, the R 3 terms in Equation 6.1 cancel and the leading significant term is 

in R28R. The characteristic fish density NF will be equal to the inverse of the sample 

volume: 

(6.2) 

For example, with the 4° beamwidth of the test instrument, the 7.2-cm sampling 

interval translates into a sample volume of 0.24 m3 at 30 m range and 0.99 m3 at 

60 m range. The corresponding maximum fish densities are 4 fish m - 3 and 1 fish m - 3 ; 

greater fish densities will result in a higher probability of two fish occupying the same 

range bin at the same time. It is true that a broader beam could conceivably insonify 

more targets, but if the Doppler velocity estimates have unpredictable uncertainties 

which will not improve with further averaging, there is no advantage to having a 

broader beam. In other words, it is better to reliably measure the Doppler velocity 

of fewer fish than to insonify more fish but discard their velocity measurements. 

A similar calculation to that in Equation 6.1 can be used to relate the pulse length 
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T and lag T to the minimum volume 'between' fish. In this case, if the fish is within 

a range equivalent to the sum of the lag and pulse length, overlap will be a problem, 

so the equivalent expression for sample volume V8 and maximum fish density N F is 

1 

Vs 
(6.3) 

In general, the approximation used to modify Equation 6.1 is not valid when the 

difference between the two range terms is c(T + r)/2 instead of the much smaller 8R, 

so the full expression in Equation 6.3 must be used. Equation 6.3 will result in smaller 

maximum fish densities than those given by Equation 6.2 and thus it is Equation 6.3 

which will ultimately limit the fish densities for which Doppler fish velocity can be 

successfully measured. 

The maximum fish densities calculated using Equation 6.3 will, of course, depend 

on lag and pulse length, and are plotted for three combinations of lag and pulse 

length in Figure 6.2. For example, at 20 m range, the maximum densities are 0.3, 

0.6, and 1.3 m-3 for lags of 576, 1152, and 2304 f.-lS respectively; at 60 m range, the 

maximum densities are 0.03, 0.07, and 0.14 m-3 at the same lags. These fish densities 

must be put into the context of expected fish concentrations: in the stationary field 

experiment, a situation with extremely high fish density of migrating sockeye salmon, 

approximately 8000 fish were identified in the data while only about 1 in 100 fish were 

excluded because they were one lag apart from a second fish. Higher fish densities have 

been observed in schooling fish, for example, 11 m-3 for Atlantic herring ('frevorrow 

and Claytor, 1998), or up to 1m-3 for Atlantic cod (Rose, 1993), and in those cases it 
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Figure 6.2: Plot of maximum fish density (m-3 ) as a function of range (m) for some 
combinations of lag and pulse length used in the experiments. 

would be increasingly likely that the closely-spaced fish would cause interference with 

Doppler measurements, depending on the particular hardware configuration used. 

Therefore, the particulars of a given experiment would ultimately determine whether 

acceptable measurements could be made. 

6.1.6 Bandwidth 

In Section 5.4.2, the effects of bandwidth on the error and standard deviation in 

Doppler velocity estimates were examined using the model. The model was originally 

configured to replicate the performance of the test instrument, and then expanded to 

examine alternative bandwidth and sampling combinations. 

The transmit bandwidth in the test instrument is nominally 30 kHz but in practice 

the bandwidth is limited by the sample bandwidth of 10kHz. An increase of sample 

bandwidth to at least equal the 30 kHz hardware limit would allow for some averaging 
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to take place along the pulse length resulting in a small decrease in standard deviation 

of 1 em s-1 or 25%. 

More importantly, a larger bandwidth would result in better estimates of the 

complex correlation coefficient p, which would greatly enhance the capability to dif-

ferentiate fish from water. The expected values of the complex correlation coefficient 

for fish and water are PJish = 1 (solid target with perfect correlation) and Pwater = 0.5 

(collection of targets with random positions). Model results suggest that correlation 

coefficient estimates could be improved, and the difference between PJish and Pwater 

increased, by increasing the bandwidth to 40 kHz (16% of 250 kHz) and transmit-

ting coded pulses. Greater differences between PJish and Pwater would translate into a 

greater ability to discriminate fish from water, resulting in better velocity estimates 

and more convincing target identification. With the test instrument, the difference 

between PJish and Pwater was not large enough to reliably identify fish in water because 

the sample bandwidth was limited to 10kHz (4% of 250kHz). 

6.1.7 Lag, SNR, and p 

According to Zrnic's (1977) theoretical treatment, the standard deviation av of in-

dependent pulse-pair Doppler velocity estimates is a function of lag T, SNR, and 

complex correlation coefficient p. The functional relationship is given by Equation 

2.32, repeated here for convenience: 

c 1 
O'v = --

4V'2fo7rT .JM 
(6.4) 
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where fo is the transmit frequency, T is the lag between the pair of pulses, Ps and 

PN are the signal and noise power per sample, p is the magnitude of the correlation 

calculated from hard limited data (signal intensity removed), and M is the number of 

pulse pairs used to calculate the average. Therefore, the discussion of the dependence 

of the standard deviation on any one of lag, SNR, or p must include all three variables. 

Experimental dependence of error and standard deviation on lag are discussed in 

Section 4.2, and the dependence on SNR and p are discussed in Section 4.7. The 

equivalent model results are discussed in Sections 5.3.3 for lag, and Section 5.3.5 for 

SNR and p. 

Experimental and modelled values of error did not depend on lag. The error 

did depend on SNR in both the experiments and the model. In the experiments, 

the dependence of error on SNR was linear over the range 0-80 dB, with a slope 

of -0.008 ± 0.004 em s-1 /dB. The modelled results showed errors up to -40 em s-1 

for SNR < 15 dB which decreased rapidly to less than ±1 em s-1 for SNR > 15 dB. 

Experimental values of bv did not depend on p, while the dependence of modelled 

values of bv as a function of p was consistent with the dependence on SNR. The 

modelled values of bv were large when p < 0.9875, which corresponded to the range 

SNR < 15dB; the values of bv decreased to less than ±1 em s-1 for p > 0.9875, which 

corresponded to the range SNR > 15 dB. The model results for bv suggest that the 

Doppler estimate of target velocity approaches the water velocity as SNR ---+ 0 dB. 

The predicted standard deviation avP was calculated for each target in the exper­

iments and the model, using the actual values of lag T, SNR, and p for each target, 

and was compared with the measured standard deviation av by calculating the ratio 

Rmp = av/avP· Figure 6.3a is a histogram of the ratio Rmp for the experimental 
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results, and Figure 6.3b is a histogram of the ratio Rmp for the model results. The 

mean and standard deviation was Rmp = 1.000 ± 0.607 (standard error 0.004) for the 

experiments and Rmp = 1.023 ± 0.409 (standard error 0.014) for the model. The ratio 

Rmp was equal to unity within uncertainty for the experimental results, and very close 

( ±2%) for the model results. 

In order to determine whether the agreement of the standard deviation with pre­

dicted standard deviation was affected by the values of SNR and p, the ratio Rmp 

of measured to predicted standard deviation is plotted as a function of SNR and p 

as a false-colour plot in Figure 6.3c for the experimental results, and Figure 6.3d for 

the results (for targets with lag T = 1152 f-LS). In Figure 6.3c, the experimentally 

measured standard deviation is smaller than the predicted standard deviation for 

SNR < 15 dB and p > 0.985. The predicted standard deviation is very sensitive to 

small changes in p when p ~ 1, and model results suggest that when SNR is less 

than 15 dB, p should be less than 0.985. It is possible that the experimentally derived 

estimates of p were too high for some targets for which SNR was less than 15 dB. In 

Figure 6.3d, the modelled standard deviation is approximately equal to the predicted 

standard deviation regardless of SNR of p. 

The lower-than-expected experimental av for SNR < 15 dB is not related to the 

relative water velocity. Model results from Section 5.3.2 suggest that av will be smaller 

when Vfish = Vwater compared to the case when Vfish =1- Vwater· Experimental data re­

sulted in smaller-than-predicted standard deviations for SNR < 15 dB, which might 

be expected if the low-SNR data primarily originated in the towtank experiments (in 

which Vfish = Vwater ). However, only half of the low-SNR experimental results origi­

nate from towtank experiments, and the remainder originate from fish experiments, 
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where Vfish -=/=- Vwater· Therefore, the relative water velocity is not the source of the 

decrease in standard deviation for SNR < 15 dB. 

In light of the present results, some elements of the theoretical path to Equation 

2.32 bear consideration. The signal being analyzed is assumed to have a Gaussian 

frequency distribution of spectral width w (in Hz) superimposed over white noise, 

with the autocorrelation r at a lag T given by 

(6.5) 

where Ps is the signal power, PN is the noise power, and w0 is the mean angular 

frequency. The magnitude of r(T) in Equation 6.5 forT -=J. 0 is 

(6.6) 

The relationship between r( T) and the complex correlation coefficient p( T) measured 

in the experiments and model is 

(6.7) 

Initially, one might believe the spectral width w to be equal to the bandwidth 

(30kHz). However substitution of w = 30 x 103 Hz in Equation 6.7 results in p-+ 0, 

clearly not equal to observed values of p. The limiting spectral width in Doppler sonar 

measurements of fish velocity is not the sonar bandwidth; rather, it is determined by 

the frequency spread of the backscattered signal. 

In order to explore this relationship, consider first two identical pulses, which will 
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result in a correlation of unity. By extension, scattering from a solid target moving 

at velocity v in the beam direction will give a single Doppler shift, with no further 

widening of the spectrum beyond the intrinsic signal bandwidth. However, scattering 

from a fish target in which different parts of the target are moving at different speeds 

will result in a range of effective Doppler shift frequencies, and consequently a spectral 

widening. 

The spectral widening can be explained by considering a simplified model of fish 

motion. Assume the swimming motion of a fish of length L causes it to bend ~ 

of the way along its body, near the tail, at an angle (), as depicted schematically in 

Figure 6.4. The fish's body undergoes a 'wiggling' motion of frequency fw, sometimes 

called the tail-beat frequency. It will take one-quarter of a wiggle cycle ( 4}w) for the 

tail to move from the centre to the maximum amplitude. The movement will induce 

a Doppler shift due to the speed of the tail along the beam direction: if it is head-on 

or tail-on in the sonar beam, it has moved ~ - ~ cos() closer to the transducer during 

the 4}w period of time. Therefore the velocity vr of the tail can be calculated by 

estimating the change in range ~R during a given time interval ~t 

VT 
~R 

~t 
b. - b. cos() 
4 4 

1 
4fw 

fw L ( 1 - cos 0) (6.8) 

Substituting Equation 6.8 into the Doppler shift relation (Equation 2.6), the addi-

163 



6.1. What affects velocity estimates? Chapter 6. Discussion 

(a) (b) 

1 0.25L 

L 

Figure 6.4: Diagram of swimming fish model, for a fish of length L (a) fish at rest, (b) fish 
with tail at maximum amplitude, angle e. 

tional Doppler shift because of the relative motion of the tail fvr would be 

fvr 
2f 
-vr 
c 

2fofw L (1 - cos 0) 
c 

(6.9) 

where fo is the transmit frequency and c the speed of sound. For observations at an 

angle to the fish's main body axis (head-tail axis), Equation 6.9 would be multiplied 

by an additional factor of cos¢ where ¢ is the angle relative to the head-tail axis in 

the vertical plane. 

Figure 6.5 is a contour plot of the predicted Doppler shift as a function of tail 

deviation angle () and fish length L. For fish lengths up to 1 m and tail angles () 

up to 45° Equation 6.9 predicts shifts of 0-70 Hz for head or tail-on observation, 

corresponding to a velocity range of 0-21 em s-1 (!0 =250kHz and c = 1500 m s- 1 ). 
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Figure 6.5: Contour plot of tail-induced Doppler shift fnr as a function of fish length L 
and angle of maximum tail deviation e. 

Data collected in the silo tank provide an ideal opportunity to test the accuracy of 

Equation 6.9. In particular, several fish in the video were visible in head-on or tail-on 

view with their tails beating several times near the scale-calibrated plane defined by 

the laser beam. The tail positions had already been marked during the data analysis 

(Section 3.6), which made it possible to estimate values for fw and B. The 4-cm 

maximum observed displacement of the tail from the centreline of the fish, coupled 

with the approximate fish length of 30 em, resulted in a value of() ~ 30° for the angle 

of maximum deviation. Video observations of several tail beats resulted in a value 

for the tail-beat frequency of fw ~ 0.8 Hz. Substitution of() = 30°, fw = 0.8 Hz, 

fo = 250kHz, and L = 30 em into Equation 6.9 resulted in a frequency shift of 11 Hz. 

Substitution of w = 11 Hz into Equation 6. 7 results in p = 0.9992, 0.9969, and 0.9877 

for lags of 576 f1S, 1152 f1S, and 2304 f1S, respectively, which fall well within the range 

of observed p of 0.9476-0.9999. 

Based on the above arguments, spectral spreading could be caused by fish motion. 
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Figure 6.6: Histogram of p for (a) styrofoam ball and (b) fish targets for lag T = 1152 JLS. 

Figure 6.6a is a histogram of p for all styrofoam ball targets, and Figure 6.6b is 

a histogram of p for all tail-on fish targets. The mean values of p are 0.9921 ± 

0.0001 for styrofoam balls and 0.9863 ± 0.0001 for stationary field experiment fish 

targets (assumed to be tail-on observations, on average), and the two values of p 

are significantly different. Furthermore, p is lower for fish than for styrofoam balls, 

which would be expected with a broader spectrum of backscattered frequencies. In 

addition, the values for p for fish covered a wider range than those for the styrofoam 

balls, which would be expected since many (unknown) sizes and orientations of fish 

were observed, while the (spherical) balls looked the same to the sonar from any 

orientation. Applying Equation 6. 7 with the mean values of p gives a spectral spread 

of w = 17 Hz for the styrofoam balls and w = 23 Hz for the fish. 
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6.2 Implementation 

All the preceding discussion is pointless if the results are not synthesized into a set 

of guidelines for implementation of a real system which could be applied in the field. 

Among the key considerations for a real system are beam geometry and expected fish 

density, pulse length and lag, bandwidth, frequency, and the ability to discriminate 

fish targets from water. 

6.2.1 What makes a 'good' measurement? 

Typical expected fish velocities are required to put the size of the error and stan­

dard deviation into context. Fish velocities vary widely, from sustained swimming 

at 1 body length s-1 to short bursts as fast as 3 body lengths s-1; however, for the 

purposes of this discussion, a 'typical' fish swimming velocity is required. A velocity 

of 1 body length s-1 translates to 60 em s-1 for a 60-cm long salmon or 30 em s-1 for 

a 30-cm long cod. The average of all fish speeds observed in the stationary field ex­

periment was 20 em s-1. Therefore, fish velocities might realistically fall in the range 

20-60 em s- 1. As a compromise, 30 em s- 1 will be used for a typical fish velocity in 

the discussion of measurement uncertainty. 

There are two components to the uncertainty: the error bv and the standard 

deviation av. The average value of the error for all targets in the experiments is 

0. 01 ± 0. 02 em s-1, equal to zero within uncertainty; a more useful estimate of the size 

of the error is its average absolute value, which is 2 em s-1
. The standard deviation 

depended primarily on lag T and the average O"v was 12.8 em s-1 for T = 576 J1S, 

7.2 em s-1 for T = 1152 J1S, and 4.9 em s-1 for T = 1152 J1S. However, an average 
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of N = 89 velocity estimates were used to calculate the Doppler velocity, and the 

uncertainty in the mean O"v is related to the standard deviation O"v by O"v = :JN· For 

N = 89, O"v ~ 0.1av. Therefore, averaging of all the velocity estimates for a single fish 

reduces the uncertainty arising from the standard deviation to 1.4 em s-1 , 0.8 em s-1 , 

and 0.5 em s-1 for the 576-J.Ls, 1152-J.Ls, and 2304-J.Ls lags, respectively. 

The error and standard deviation combine to give a total uncertainty E: 

(6.10) 

Substitution of 8v = 2 em s- 1, N = 89, and O"v = 12.8, 7.2, 4.8 em s-1 into Equation 

6.10 results in total uncertainty of 3.4 em s-1 for T = 576 JLS, 2.8 em s-1 for T = 

1152 JLS, and 2.5 em s- 1 for T = 2304 JLS. 

Comparing the overall uncertainty of 2.5-3.4 em s-1 with the typical swimming 

velocity of 30 cms-1 results in a 8-11% uncertainty. The dominant term in Equation 

6.10 is l8vl which was less than ±1 em s-1 for half the targets identified in the exper­

iments. Substitution of l8vl = 1 em s-1 into Equation 6.10 results in E ranging from 

1.5-1 em s-1 , or 4-6% of the fish swimming velocity. 

The overall uncertainty, therefore, can range between 1.5-3.4 em s-1 , depending on 

a variety of experimental factors. Assuming a fish swimming velocity of 30 em s- 1 , the 

percentage uncertainty for the velocity of a single fish lies between 4% and 11%. For a 

fish swimming faster than 30 em s-1, the relative uncertainty will be correspondingly 

smaller. Sampling the velocities of many fish will further reduce both components of 

the uncertainty (the error will average to zero, and the standard deviation is reduced 

by a factor of )N), and this will be explored in Section 6.2.3. 
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6.2.2 Beam geometry 

Doppler velocity techniques can only estimate the velocity component parallel to the 

sonar beam. Useful data for swimming fish would have to include three velocity 

components, which can be measured in one of two ways: either multiple beams are 

aimed at a single volume of interest and simultaneously measure three components of 

a single fish's velocity, or multiple beams which do not encompass the same volume 

build a statistical description of average fish velocities in the region surrounding the 

instrument (similar in concept to an ADCP). However, multiple beams all aimed 

at the same volume would require separate instruments positioned at some distance 

from each other, and since the goal is to propose a simple self-contained geometry, 

the focus will be on the ADCP-based geometry. If the assumptions used in current 

velocity measurement about uniformity of movement and small vertical velocities can 

be made for fish, an appropriate starting point for open-ocean measurements would 

be four beams arranged in a 'Janus configuration', in which beams are separated by 

90° in the azimuth and inclined at an angle to the vertical, as in Figure 1.1. Riverine 

applications would require a slightly different geometry, for example, two horizontal 

beams. A third beam could be oriented vertically to measure the vertical velocity, or 

the vertical velocity could be assumed to be small and ignored. 

Figure 6. 7 is a schematic diagram of the side view of two opposing beams arranged 

in a downward-looking Janus configuration. (Alternatively, the beams could be the 

two horizontal beams for a riverine measurement.) The individual transducers are 

capable of detecting fish at a maximum range R, and the beams are at an angle e to 

the vertical. The diverging beams will limit the horizontal extent of fish schools that 

can be observed, and the angle e will also affect the vertical extent Vext over which 
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Figure 6. 7: Schematic diagram of beam geometry, a side view of two of four beams in Janus 
configuration with angle () relative to the vertical and range R along the beam direction. 

observations can be made. Horizontal extent Hext and vertical extent V'ext are related 

to maximum range R along the beam and angle () with the vertical by 

Hext = 2R sin() 

V'ext = R COS () 

(6.11) 

(6.12) 

Figure 6.8a is a plot of horizontal extent Hext as a function of angle () from the 

vertical for a transducer capable of detecting targets to 70 m range along the beam 

direction, and Figure 6.8b is a plot of vertical extent Vext as a function of angle (). Fish 

schools vary widely in size, from tens to hundreds of metres in length and width (Ryan 

et al., 1996; Trevorrow and Claytor, 1998). With angle () from the vertical ranging 
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Figure 6.8: Plot of horizontal and vertical extent of sonar beams as a function of angle 
relative to vertical for opposing beams in a Janus configuration. 

from 20-30°, the horizontal extent varies from 48-70 m, and the vertical extent varies 

from 60-65 m, which would be sufficient for medium-sized fish schools. The implied 

assumptions are that the fish movements are relatively uniform over the horizontal 

extent covered by the beams, and the movements of the observed fish can be taken 

as representative of the movements of all the fish. The preceding assumptions are 

already widely used by biologists when observing the movements of each individual 

animal is impossible or impractical. 

6.2.3 Fish density 

In order to assess whether a multiple-beam geometry would sample enough fish over 

time to make a sensible measurement of fish velocity, consider the probability of 

detecting a fish in a single beam in a given period of time. To calculate this probability, 
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consider first the fish 'flux' Ffish, that is, the number of fish per second passing through 

a volume with cross-sectional area A: 

Ffish = V1_AN (6.13) 

where v ..L is the component of velocity normal to the beam and N is the number 

density of fish (fish m-3 ). Multiplying Equation 6.13 by the observation interval in 

seconds (equal in this case to the pulse length T) will give the number of fish per ping 

Fping: 

(6.14) 

Multiplying the result of Equation 6.14 by the pulse repetition frequency (PRF, 

pings s-1
) will result in the number of fish observed per unit time Ftime with the 

given geometry and P RF: 

Ftime = V1_ANT X PRF (6.15) 

The maximum P RF is related to the maximum range Rmax: it is the inverse of the 

time taken for a pair of pulses to return from the farthest range bin of interest: 

c 
(P RF)max = -

2
R-

max 
(6.16) 

Substitution of 6.16 into Equation 6.15 results in the following expression for the 

number of fish observed per unit time: 

F:. _ v1_NTc A 
t~me- 2R 

max 
(6.17) 
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Any one beam has a cross-sectional area A of a triangle, related to the beam angle¢ 

of the beam by 

1 2 ¢ 
A= 2Rmax tan 2 (6.18) 

Substitution of Equation 6.18 into Equation 6.17 results in the probability per unit 

time of observing a fish in a single beam: 

Vj_NTc ¢ 
Ftime = 

4 
Rmax tan 2 (6.19) 

The only parameter in Equation 6.19 which is directly under the user's control is 

the pulse length T; the maximum range Rmax is determined by the transmit frequency 

as well as other environmental factors (e. g. absorption, boundary reverberation, re-

fraction), and the beam angle is determined by the transducer size, both of which 

are fixed once an instrument is chosen. Application of Equation 6.19 will require 

typical values for the parameters: velocity Vj_ =50 em s-1, pulse length T = 100 J.LS, 

c = 1500 m s-I, Rmax = 70 m (transmit frequency of 250 kHz), ¢ = 4 - 6°. The 

number of fish observed per second Ftime is plotted as a function of fish density N in 

Figure 6.9. Realistic values for N for schooling fish are 1-10 fish m-3 , based on obser­

vations of migrating Atlantic cod (Rose, 1993) and Atlantic herring (Trevorrow and 

Claytor, 1998). The region above the dotted line in Figure 6.9 indicates the values of 

Ftime of 0.1-1 fish s-1 resulting from the observed fish densities of 1-10 fish m-3 . 

The uncertainty in a single fish velocity measurement is between 4-11% (Section 

6.2.1). Recall that the component of uncertainty arising from 8v is, on average, 

equal to zero; therefore, it would be expected that averaging velocities of several 

fish would tend to cancel out opposing signs of 8v, reducing the overall uncertainty. 
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Figure 6.9: Plot of observed fish per unit time Ftime (s-1) as a function of fish density N 

(m-3 ) for beamwidths of 4° (solid line) and 6° (dashed line). The dotted line corresponds 
to Ftime = 0.1 s-1 . 

If an uncertainty of less than 1% is desired, 100 fish would need to be observed, 

which translates to an averaging time of approximately 1. 5-17 minutes if Ftime = 

0.1-1 fish s-1 . If fish were an order of magnitude more widely-spaced (0.1 fish m-3), 

as might be expected for non-schooling fish, the averaging time for 100 fish would 

increase to nearly 3 hours. 

Therefore, a 'reasonable' value for the observed fish per unit time Ftime will depend 

on a number of factors in addition to the fish density: how long the fish motion is 

expected to be constant, how long the total observation time is expected to be, 

and how much fish-to-fish variation in velocity is expected. For example, diurnally 

migrating fish might be expected to have constant behaviour during daylight hours, 

but if behaviour is governed by semi-diurnal tides, their motion will vary on a scale 

of a few hours. A resident species would be available for observation year-round, 

while a migrating species might be present for several weeks. Milling fish will have 
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less uniform velocities than migrating fish, and increased averaging time would not 

reduce the variation in fish velocities. A range of realistic fish densities has resulted in 

a corresponding range of observation rates which could provide useful velocity data. 

The particulars of a given experiment would ultimately determine whether acceptable 

measurements could be made. 

6.2.4 Sonar parameters 

Pulse length, lag, transmit frequency, and bandwidth are among the sonar parameters 

that will affect fish velocity measurement. Long pulses reduce spatial resolution, but 

result in a higher probability of fish detection and more velocity samples from an 

individual fish. Long lags result in lower values of the standard deviation but risk 

velocity aliasing through the reduced ambiguity velocity. Lower transmit frequencies 

result in greater maximum range but higher standard deviations (recall Equation 

2.32) and a reduced ability to detect smaller fish. Higher bandwidth allows for more 

samples on a particular fish and increased averaging to improve estimates of the 

complex correlation coefficient, which in turn can be used for target discrimination. 

The pulse lengths used in the experiments ranged from 96-416 f.LS (7-31 em) 

and were sufficient to identify fish between 30 em and 60 em in length in some 

very noisy environments. A final choice of pulse length would have to depend on 

expected fish density, as longer pulse lengths risk blurring together closely-spaced 

fish. In the context of the test instrument, pulse lengths shorter than 96 f.LS are not 

recommended, since the limited bandwidth results in a smaller peak power at very 

short pulse lengths. However, an instrument with wider bandwidth than 10 kHz 

would be capable of shorter pulses if desired and would also allow for the use of coded 
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pulses to assist in target discrimination. 

The lags used in the experiments ranged from 576-3168 f..LS (~v = 47-261 em s-1 

for a transmit frequency of 250kHz). The data acquired with longer lags suffered from 

velocity aliasing in the Fraser River experiments, where the fish were swimming faster 

than the ambiguity velocity and directly along the beam direction. Although velocity 

aliasing is easy to identify in coherent Doppler data, it is difficult to de-alias the data 

with good results. The longer lags would provide better data if a reliable anti-aliasing 

scheme were developed. In the absence of such a scheme, it would be best to choose 

a lag with an ambiguity velocity ~v larger than the highest expected fish speed. 

Assuming a transmit frequency of 250 kHz, a lag of 1-2 ms is a good choice, resulting 

in a ~v of 75-150 em s-1
. The final choice would depend on geometry and expected 

fish behaviour, since fish swimming fast and directly along the beam direction would 

be more likely to have aliased velocities at the longer lags. Furthermore, if the fish 

were being observed from a vertical perspective close to the bottom or surface, the 

choice of lag would affect how far from the boundary the fish must be to obtain a good 

measurement of its velocity. Measurements made within one lag of the boundary will 

not produce useful velocity estimates. 

A bandwidth of 16% or greater (relative to the transmit frequency) is required to 

allow for phase coding and increased averaging along the pulse length, which would 

improve estimates of both velocity and the complex correlation coefficient (for target 

discrimination); however, a truly broadband instrument (bandwidth of 50%) is not 

necessary. The bandwidth of the test instrument ( 4%) is insufficient for a stand-alone 

system, primarily because it does not offer sufficient discrimination between water and 

fish for automated target identification, although Doppler velocity estimates were 
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acceptable. 

A transmit frequency between 200-300 kHz would allow for a maximum range 

of 60-90 m, with standard deviations av = 3 em s-1 if the lags are chosen so that 

the ambiguity velocity ~v = 75 em s-1 . One might consider decreasing the transmit 

frequency in order to increase range, but the standard deviation av depends inversely 

on frequency. For example, halving the frequency would double the observed standard 

deviation av, and require 4 times as much averaging to obtain velocity estimates of 

equivalent quality. On the other hand, increasing the frequency would decrease the 

maximum range of the instrument. Therefore, it appears that a transmit frequency 

of between 200-300 kHz is a good balance between minimizing av and maximizing 

range. In fact, the test system, with a transmit frequency of 250 kHz, has worked 

well to obtain Doppler velocities from fish ranging from 30-cm cod to 60-cm salmon 

at ranges as large as 70 m. 

In order to make a truly effective stand-alone system, it would be necessary to 

find a reliable method of target discrimination. A bandwidth of 40 kHz and the use 

of coded pulses would allow for automated discrimination of water and fish targets. 

For a long-term deployment, it would be preferable not to store every data point with 

the intention of analyzing it in a post-processing stage, but rather have the system do 

some on-board processing, which would reduce storage requirements to tens of bytes 

of storage per fish rather than hundreds of bytes per fish and thousands of bytes 

which are ultimately discarded because they correspond to samples of water velocity. 

Doppler processing of water velocity could also take place on-board, with pulses more 

suited to water velocity estimation interleaved with the fish-finding pulses, again 

eliminating the need to store all the raw data. 
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Parameter Value 
Transmit frequency 200-300 kHz 

Bandwidth 16% of transmit frequency 
Expected maximum range 60-90 m 

Maximum ping rate 8-12Hz 
Beam geometry (open-ocean) Four beams (Janus configuration) 

Beam angle with vertical 20-30° 
Beam geometry (riverine) Two beams 

Angle between beams 4Q-60° 
Beam width (-3 dB) 4-6° 

Pulse length 100-500 f.LS 
Pulse coding Barker or other phase code 

Ambiguity velocity 0.75-1.5 m s-1 

Lag Based on ambiguity velocity 
Other On-board storage 

Fish detection algorithm 
Water velocity calculation 

Table 6.1: Summary of suggested sonar parameters for implementation of Doppler sonar 
fish velocity measurement. 

6.3 Summary of recommendations 

A number of recommendations for Doppler sonar system specifications have arisen 

from the experimental, model, and theoretical results. The recommendations are 

explained in detail in Sections 6.2.2, 6.2.3, 6.2.4, and are summarized in Table 6.1. 

A transmit frequency of 200-300 kHz would result in a measurement range of 60-

90 m. For riverine measurements, the sonar could be arranged looking horizontally 

with two beams separated by 40-60°, while for an open-ocean application, four beams 

could be used in a Janus configuration with angles of 20-30° from the vertical. Pulse 

lengths of 100-500 f.1S would allow for measurements on fish of length 7.5 em or 

greater. The expected maximum swimming velocity would assist in determining the 

lag, and the lag and aiming direction would determine how close to a boundary 
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successful measurements could be made. For long-term moored deployments, on­

board storage and processing must be considered, and water velocity calculation 

would be necessary to determine fish velocity relative to water. A coherent Doppler 

sonar system designed with the specifications outlined in Table 6.1 should be able 

to make useful and accurate measurements of fish swimming velocity in realistic 

conditions. 
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Conclusions 

The advantages and limitations of coherent Doppler sonar techniques applied to mea­

surements of fish swimming velocity have been investigated through examination of 

experimental, model, and theoretical results. The quality of Doppler velocity esti­

mates was assessed by evaluating the error and the standard deviation, using a range 

of sonar parameters and environmental conditions likely to be encountered during 

real-life measurements. Experiments were performed using a purpose-made coherent 

sonar with a transmit frequency of 250kHz and a bandwidth of 10kHz. Two types of 

experiments were performed: towtank tests with styrofoam balls simulating fish tar­

gets, and field and laboratory trials with live, free-swimming fish. A computer model 

was developed to simulate the operation of a coherent Doppler sonar, and was used 

to confirm and extend experimental results. Experimental and model results were 

compared to theoretical predictions to test the validity of the underlying theoretical 

model. Finally, the results were synthesized to suggest ranges of parameters suitable 

for designing a Doppler sonar system capable of making useful measurements of fish 
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velocity. 

Velocity calculation using a coherent Doppler sonar consists of the transmission 

of two closely spaced pulses separated by a lag, followed by collection of backscatter 

intensity and phase information. The Doppler frequency shift is estimated from the 

phase difference between the two backscattered pulses. The pair of pulses introduces 

a fundamental limit on the maximum velocity which can be measured, known as the 

ambiguity velocity, which depends inversely on the lag and the transmit frequency. 

Furthermore, the single-ping standard deviation in a Doppler velocity estimate de­

pends inversely on both the lag and the transmit frequency. The combination of the 

dependence of ambiguity velocity and standard deviation on the lag and the trans­

mit frequency is the source of a fundamental trade-off when using coherent sonar 

techniques: increasing the lag reduces the standard deviation but correspondingly 

lowers the ambiguity velocity, and vice versa. Therefore, one key consideration is an 

appropriate choice of lag and transmit frequency. 

Sonar spatial resolution is limited by the minimum spatial sampling interval of 

the sonar. Experimental results showed that resolution equal to the sampling interval 

was achievable for transmit pulses comparable in length to the sampling interval. 

The effects of lag, pulse length, pulse coding, target velocity, water velocity, SNR, 

and complex correlation coefficient on error and standard deviation were investigated 

using experimental and model results. The error did not depend strongly on any of 

the experimental or sonar parameters. The average error for the all targets observed 

in the experiments was 0.01 ± 0.02 em s-1
, and the average magnitude of the error 

was 2.21 ± 0.02 em s-1
. 

The standard deviation depended inversely on lag, as predicted by theoretical 
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results. Agreement of experimental standard deviation with model results and theo­

retical predictions was within ±1 em s- 1 when SNR was greater than 15 dB. However, 

the experimental standard deviation was up to a factor of 2 smaller than either the 

modelled or the predicted standard deviation when the SNR was less than 15 dB. The 

disagreement suggested that neither the model nor the theory accurately reflected the 

real-life low-SNR environment. 

The experimental standard deviation did not depend on pulse length or pulse 

coding, although the modelled standard deviation nearly doubled from 2. 7 em s-1 to 

4.5 em s-1 over the same range of pulse lengths (96-416 JLS, with a lag of 1152 J.LS). 

Modelled standard deviations from coded pulses were 1-2 em s-1 higher than those 

from uncoded pulses of the same length, again inconsistent with experimental results. 

The reason for the discrepancies between the model and experimental behaviour of 

standard deviation as a function of pulse length is not clear. It is possible that addi­

tional sources of uncertainty in the experiment (e.g. tank reverberation, surface and 

bottom reflections, electronic noise) obscured the dependence of standard deviation 

on pulse length and coding that was demonstrated with the model. 

The experimental standard deviation did not depend on target velocity for sty­

rofoam targets, but it did depend on fish swimming speed. Coherent sonar model 

results, combined with a theoretical model of fish motion about its centre of mass, 

suggest that the increase in standard deviation with fish swimming speed was caused 

by the spectral spread in backscattered frequencies introduced by a target which 

experiences motion about its centre of mass. 

Standard deviation depended on the absolute difference between the water and 

target velocities, increasing from a minimum of 2.5 em s-1 to 4.8 em s- 1 (for a lag of 
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1152 f..LS) when the difference between target and water velocities was 100 em s-1. The 

target velocity measurement is 'contaminated' by water velocities when the difference 

between the two velocities is large: a wider range of phase shifts (upon which the 

velocity measurements depend) is observed when a wider range of target velocities is 

present, and the result is an increase in the fish velocity standard deviation. 

The average single-ping standard deviation ranged between 5-13 em s-1 for lags 

between 576-2304 f..LS (ambiguity velocities between 64-257 em s-1 ). However, with 

an average of 89 velocity samples per fish, the uncertainty in the mean velocity for an 

individual fish is equal to the standard deviation multiplied by a factor of 1/ J89 ~ 

0.1. The resulting uncertainty in the mean Doppler velocity after averaging will be 

between 0.5-1.4 em s-1 . Assuming a 30-cm s-1 typical fish velocity and combining 

the typical error and standard deviation results in overall uncertainties between 2.5-

3.4 cms-1 or 8-11%. In order to further reduce the velocity uncertainty (to less than 

1%), it would be necessary to observed 50-100 fish whose motions are expected to be 

relatively uniform. 

The computer model allowed for investigation of the consequences of increasing 

the sonar bandwidth, which was not possible with the test instrument. Increasing the 

sonar bandwidth from 4% to 50% of the transmit frequency resulted in approximately 

constant uncertainty in Doppler velocity estimates. However, increased averaging at 

higher bandwidths results in significantly improved estimates of the complex corre­

lation coefficient p for bandwidths greater than 16%. The improved estimates of p 

resulted in a greater ability to distinguish fish from water based on p alone, an impor­

tant capability for automated target identification. By comparion, the 4% bandwidth 

of the test instrument resulted in complex correlation coefficients for water and fish 
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which were nearly identical, and it was not possible to identify targets solely through 

image processing. 

Following the examination of experimental, model, and theoretical results, a set 

of system specifications was proposed which should allow for useful measurements of 

fish velocity in the field. A Doppler sonar for fish velocity measurement should have 

a transmit frequency of 200-300 kHz with at least a 16% bandwidth, which would 

result in a maximum range of 60-90 m and maximum ping rates of 8-12 Hz. Four 

relatively narrow beams (4-6°) in the Janus configuration (as in ADCPs), at an angle 

of 20-30° to the vertical, would provide measurements of all three independent com­

ponents of fish velocity. Pulse length should be between 100-500 f.J,S (7.5-37.5 em), 

depending on expected fish spacing and size. The lag should be chosen to result in an 

ambiguity velocity !:l.v of 0. 75-1.5 m s-1 , which would allow for measurement of 'typ­

ical' fish velocities without velocity aliasing. An instrument designed for long-term 

deployment would have to take into account efficient methods for on-board storage of 

data, and possibly for real-time calculations of both fish velocity and water velocity, 

to reduce the amount of space needed for data storage. An instrument designed with 

these specifications should be capable of velocity measurements with typical uncer­

tainties of 2-4 em s-1
, which would be correspondingly reduced by averaging velocity 

measurements for multiple fish. 

7.1 Suggestions for future work 

Future work is needed in three areas: signal processing, field testing, and model 

extension. A new instrument is necessary with specifications which conform to those 
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suggested in Section 6.3: a transmit frequency of 200-300 kHz, bandwidth of at least 

16%, beam width of 4-6°, the flexibility to independently control sonar parameters 

(lag, pulse length and coding, pulse repetition frequency), and access to the raw 

sampled intensity and phase data for later analysis. In particular, the new instrument 

needs to have multiple beams to begin investigations of three-dimensional velocity 

measurements and the associated implied assumptions. 

Improvements in signal processing would centre around the development of truly 

automated target discrimination routines, and the development of a robust anti­

aliasing scheme. Target discrimination is not a trivial problem. The fisheries acous­

tics community approaches target discrimination on a ping-to-ping basis: if a ping 

contains a target satisfying certain strength and shape conditions, the next ping is 

examined for a similar signal 'near' the range at which the first signal was observed. 

The target discrimination method used in this thesis was to treat the backscatter 

time-series as images, and apply image-processing techniques to locate fish in the 

backscatter. This approach has been suggested before in fisheries acoustics (Balk and 

Lind em, 2000) but has not seen much use. The image-processing approach used in this 

project worked extremely well although it is substantially different from the approach 

favoured by the fisheries acoustics community; however, it needs further refinement 

and testing before it could be reliably used on a stand-alone system. The addition 

of a robust anti-aliasing scheme would allow for longer lags to be used, resulting in 

smaller values of the standard deviation for a given frequency. 

With a multiple-beam instrument, it would be possible to make three-dimensional 

velocity measurements. Open-ocean observations of migrating fish schools would be 

the next logical step to follow the Fraser River field work which was done during the 
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salmon migration. An instrument with on-board storage could make measurements of 

long-term fish traffic through a particular area; careful choice of deployment location 

could provide interesting results. Even without on-board storage, a deployment of a 

few days or a week in a strategically chosen location observing fish with well-known 

behavioural patterns, such as the annual herring migration observed off the coast 

of Norway by Zedel et al. (2000), would provide an interesting dataset. A separate 

experiment in which individual fish are observed by two independent methods, similar 

to the silo tank experiment, would provide additional confirmation of the accuracy of 

the Doppler technique for estimating individual fish swimming velocity. It is necessary 

to keep in mind that any method of fish velocity measurement is subject have its own 

sources of uncertainty. 

Two particular aspects of the model would be of interest for further investigation. 

The original model design consisted of a one-dimensional model with point targets. 

The additional effects of a beam pattern, as well as targets with internal structure, 

should provide a closer reproduction of the signal observed by a real instrument, and 

possibly provide more insight into instrument and model results. 
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Appendix A 

A.l Target identification parameters 

Speed of sound in all cases was calculated using measured temperature, salinity of 

0 PSU for fresh water and measured PSU for salt water, depth of 0 m, and the 

UNESCO speed of sound calculator available on the World Wide Web (Chapman, 

2003). 

Intensity thresholds will seem inconsistent due to the fact that in some experi­

ments, a background profile was subtracted to reduce the effect of surface or bottom 

sidelobes. 
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A.l.l Target-array experiment (lOT, 2001) 

Group name Tank position Target sizes Target spacing Angle 
(m) (em) (em) 

A 50 3 X 2.5 5 45° 
B 52 3 X 2.5 10 45° 
c 54 3 X 2.5 20 45° 
D 56 3 X 2.5 40 45° 
E 58 3 X 2.5 60 45° 
F 62 3 X 7.6 20 45° 
G 64 3 X 7.6 40 45° 
H 66 3 X 7.6 60 45° 
I 68 3 X 10.2 20 45° 
J 70 3 X 10.2 40 45° 
K 72 3 X 10.2 60 45° 
L 74 7.6, 2.5, 10.2 10 45° 
M 76 7.6, 2.5, 10.2 15 45° 
N 78 7.6, 2.5, 10.2 20 45° 
0 82 7.6, 2.5, 10.2 40 45° 
p 84 7.6, 2.5, 10.2 60 45° 
Q 86 10.2, 7.6, 2.5 40 45° 
R 88 2.5, 7.6, 10.2 40 45° 
T 92 4 X 2.5 10 oo 
u 94 4 X 2.5 15 oo 
v 96 4 X 2.5 20 oo 
w 98 4 X 2.5 40 oo 
X 102 3 X 5.1 10 45° 
y 104 3 X 5.1 30 45° 
z 106 3 X 12.7 20 45° 

AA 108 3 X 12.7 30 45° 

Table A.l: Position, size, spacing, and angle relative to tank bottom, for styrofoam targets 
used in the target-array experiment 
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Lag Av Pulse length Pulse code Group 
(J.Ls) (cms- 1) (J.Ls) name 
768 193 96 ++- IOT01D 

160 +++-+ IOTOlE 
224 +++--+- IOTOlF 
352 +++---+--+- IOT01G 
416 +++++--++-+-+ IOT01H 

1632 91 128 ++-+ IOT01A 
2400 62 128 ++-+ IOTOlB 
3168 47 128 ++-+ IOT01C 

Table A.2: Lags, ambiguity velocities ~v, pulse lengths, and pulse codes used in the 
target-array experiment. 

Parameter Value 
Connectivity 2 

Maximum target size no limit 
Minimum target size 10 samples 
Correlation threshold 0.9 

Intensity threshold 70 dB 
Gaussian filter sigma no filter used 

Speed of sound 1485 m s-1 

Definition of velocity outlier more than ±2a v from v 
Noise samples samples between targets at the same range 

Table A.3: Summary of target identification parameters for the target-array experiment. 
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A.1.2 Short-range experiment (OERC, 2003) 

Tank position Target description Diameter(s) 
(m) (em) 

9 Ball 12.7 
11 Ball 12.7 
13 Ball 12.7 
15 Ball 7.6 
17 Ball 7.6 
19 Ball 7.6 
21 Ball 5.1 
23 Ball 5.1 
25 Ball 5.1 
27 Ball 2.5 
29 Ball 2.5 
31 Ball 2.5 
33 Egg 12.0 (large) 

8.7 (small) 
35 Egg 9.7 (large) 

7.3 (small) 

Table A.4: Position, shape, and size of styrofoam targets used in the short-range experi­
ment. 
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Lag ~v Pulse length Pulse code Group 
(J.Ls) (em s-1 ) (J.Ls) name 
576 257 96 None OERC03AT01 

96 ++- OERC03AT02 
224 None OERC03AT03 
224 +++--+- OERC03AT04 
416 None OERC03AT05 
416 +++++--++-+-+ OERC03AT06 

768 193 96 None OERC03AR07 
96 ++- OERC03AR08 

1152 129 96 None OERC03AT07 
96 ++- OERC03AT08 
128 None OERC03AR01 
128 ++-+ OERC03AR02 
160 None OERC03AR03 
160 +++-+ OERC03AR04 
224 None OERC03AT09 
224 +++--+- OERC03AT10 
352 None OERC03AR05 
352 +++---+--+- OERC03AR06 
416 None OERC03AT11 
416 +++++--++-+-+ OERC03AT12 

1728 86 96 None OERC03AR09 
96 ++- OERC03AR10 

2304 64 96 None OERC03AT13 
96 ++- OERC03AT14 
224 None OERC03AT15 
224 +++--+- OERC03AT16 
416 None OERC03AT17 
416 +++++--++-+-+ OERC03AT18 

Table A.5: Lags, ambiguity velocities ~v, pulse lengths, and pulse codes used in the 
short-range experiment. 

198 



A.l. Target identification parameters Appendix A. Appendix 

Parameter Value 
Connectivity 2 

Maximum target size no limit 
Minimum target size no limit 
Correlation threshold 0.9 

Intensity threshold 80 dB 
Gaussian filter sigma no filter used 

Speed of sound 1485 ms- 1 

Definition of velocity outlier more than ±2av from v 
Noise samples samples between targets at the same range 

Table A.6: Summary of target identification parameters for the short-range experiment. 
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A.1.3 Long-range 1 experiment (OERC, 2003) 

Tank Target Diameter 
position (m) description (em) 

29 Ball 2.5 
31 Ball 5.1 
33 Ball 7.6 
35 Ball 12.7 

Table A. 7: Position, shape, and size of styrofoam targets used in the long-range 1 experi­
ment. 

Lag ~v Pulse length Pulse code Group 
(p,s) (em s- 1 ) (JLs) name 
1152 129 96 None OERC03BT19 

96 ++- OERC03BT20 
224 None OERC03BT23 
224 +++--+- OERC03BT24 
416 None OERC03BT21 
416 +++++--++-+-+ OERC03BT22 

Table A.8: Lags, ambiguity velocities ~v, pulse lengths, and pulse codes used in the long­
range 1 experiment. 

Parameter Value 
Connectivity 2 

Maximum target size no limit 
Minimum target size no limit 
Correlation threshold 0.9 

Intensity threshold 70 dB 
Gaussian filter sigma no filter used 

Speed of sound 1485 m s-1 

Definition of velocity outlier more than ±2D"v from v 
Noise samples noise profile as a function of range 

Table A.9: Summary of target identification parameters for the long-range 1 experiment. 
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A.1.4 Long-range 2 experiment (lOT, 2003) 

Lag ~v Pulse length Pulse code Group 
(Jts) (cms-1) (Jts) name 
576 257 96 None IOT03T01 

96 ++- IOT03T02 
224 None IOT03T03 
224 +++--+- IOT03T04 
416 None IOT03T05 
416 +++++--++-+-+ IOT03T06 

1152 129 96 None IOT03T07 
96 ++- IOT03T08 
224 None IOT03T09 
224 +++--+- IOT03T10 
416 None IOT03Tll 
416 +++++--++-+-+ IOT03T12 

2304 64 96 None IOT03T13 
96 ++- IOT03T14 
224 None IOT03T15 
224 +++--+- IOT03T16 
416 None IOT03T17 
416 +++++--++-+-+ IOT03T18 

Table A.lO: Lags, ambiguity velocities ~v, pulse lengths, and pulse codes used in the 
long-range 2 experiment. 

Parameter Value 
Connectivity 2 

Maximum target size no limit 
Minimum target size 10 samples 
Correlation threshold 0.9 

Intensity threshold 70 dB 
Gaussian filter sigma no filter used 

Speed of sound 1480.8 ms-1 

Definition of velocity outlier more than ±2o-v from v 
Noise samples noise profile as a function of range 

Table A.ll: Summary of target identification parameters for the long-range 2 experiment. 
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A.1.5 Mobile field experiment (Fraser River, 2001) 

Lag b.v Pulse length Pulse code Number Group 
(JLS) (em s-1) JLS of fish name 
576 257 96 None 44 FR01F 

96 ++- 15 FROlG 
224 None 7 FR01H 
224 +++--+- 13 FROli 
416 None 26 FR01J 
416 +++++--++-+-+ 15 FROlK 

1152 129 96 None 42 FROlA 
96 ++- 3 FROlB 
224 None 1 FR01D 
224 +++--+- 11 FROlE 

Table A.l2: Lags, ambiguity velocities b.v, pulse lengths, pulse codes, and number of fish 
identified in the mobile field experiment. 

Parameter Value 
Connectivity 1 

Maximum target size no limit 
Minimum Feret 2 diameter 3 pixels 
Maximum Feret 2 diameter 20 pixels 

Minimum ratio of Feret 1 to Feret 2 2 
Minimum range extent equal to pulse length 
Minimum time in beam 2 s 

Minimum target size based on ninimum range and time 
Correlation threshold 0.9 

Intensity threshold J +OJ 
Gaussian filter sigma no filter used 

Speed of sound 1469 m s-1 

Definition of velocity outlier more than ±20" v from v 
Minimum number of samples per target 10 

Noise samples 'box' around fish ±3 samples in time and range 

Table A.l3: Summary of target identification parameters for the mobile field experiment. 
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A.1.6 Stationary field experiment (Fraser River, 2002) 

Date Time (PDT) Heading 
14 August 14:13 60° 
19 August 13:00 32° 
19 August 20:38 Sonar fell over 
20 August 13:41 Sonar was righted 

and re-aimed to 32° 
21 August 17:30 46° 
22 August 17:30 52° 

Table A.l4: Summary of transducer heading and movement during the stationary field 
experiment. 

Lag ~v Pulse length Pulse code Number Group 
(JLs) (em s-1) JLS of fish name 
576 255 96 None 493 FR02A 

96 ++- 485 FR02B 
224 None 500 FR02C 
224 +++--+- 544 FR02D 
416 None 551 FR02E 
416 +++++--++-+-+ 557 FR02F 

1152 128 96 None 546 FR02G 
96 ++- 1056 FR02H 

224 None 546 FR021 
224 +++--+- 548 FR02J 
416 None 551 FR02K 
416 +++++--++-+-+ 548 FR02L 

2304 64 96 None 476 FR0 2M 
96 ++- 498 FR02N 
416 None 380 FR02Q 
416 +++++--++-+-+ 534 FR02R 

Table A.l5: Lags, ambiguity velocities ~v, pulse lengths, pulse codes, and number of fish 
identified in the stationary field experiment. 
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Parameter Value 
Connectivity 2 

Maximum target size no limit 
Minimum Feret 2 diameter 1 pixels 
Maximum Feret 2 diameter 10 pixels 

Minimum ratio of Feret 1 to Feret 2 2 
Minimum range extent equal to pulse length 
Minimum time in beam 2s 

Minimum target size based on minimum range and time 
Correlation threshold 0.9 

-
Intensity threshold I +a1 

Gaussian filter sigma 1.00 for pulses :?: 224f.Ls 
0. 75 for pulses < 224f.Ls 

Speed of sound 1471 ms- 1 

Definition of velocity outlier more than ±2av from v 
Minimum number of samples per target 10 

Noise samples 'box' around fish ±3 samples in time and range 

Table A.l6: Summary of target identification parameters for the stationary field experi­
ment. 
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A.l. 7 Silo tank experiment (OSC, 2003) 

Parameter Value 
Connectivity 1 

Maximum target size no limit 
Minimum target size 5 pixels 
Correlation threshold 0.9 

Intensity threshold 200 dB 
Gaussian filter sigma no filter used 

Speed of sound 1505 ms-1 

Definition of velocity outlier more than ±2a-v from v 
Minimum number of samples per target no limit 

Noise samples 'box' around fish ±3 samples in time and range 

Table A.17: Summary of target identification parameters for the silo tank experiment. 
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A.2 Experimental linear fit parameters 

A.2.1 Accuracy as a function of lag 

!iv = ao +a1T 
Experiment ao a1(x10-o} R F p 

(ems-1} (em s - 1 / ps} (a= 0.01) 
Target array -0.03 ± 0.46 20 ± 210 0.051 0.107 0.77 

Stationary field 0.1 ± 7.9 20 ± 5200 0.002 2.39 x 10-3 0.97 
Short-range -0.3 ± 1.7 180 ± 1140 0.078 0.253 0.65 

Long-range 2 -0.2 ± 1.6 40 ± 1040 0.200 0.249 0.71 

Table A.l8: Slope, intercept, linear correlation coefficient, F-value, and p-value for linear 
fits of Ov as a function of lag. 

A.2.2 Accuracy and precision as a function of tow velocity 

(jv = ao + a1 Vtow 

Experiment ao a1(x10-i5) R F p 
(em s-1) (em s-1 /em s-1) (a= 0.01) 

Target array -0.1 ± 0.4 3±8 0.050 0.738 0.40 
Short-range 0.21 ± 0.09 19± 1 0.994 1220 4 x 10-9 

Long-range 1 0.3 ± 0.2 16± 3 0.972 208 7 x 10-6 

Long-range 2 -0.1 ± 0.2 15 ± 3 0.964 159 1 x 10-5 

CJv = ao + a1 Vtow 

Experiment Lag ao a1 (x10 -i5) R F p 
(ps) (ems-1} (em s-1 /em s-1) (a= 0.01) 

Short-range 576 5.9 ± 2.0 2±30 0.002 0.015 0.91 
1152 3.1 ± 0.7 6± 10 0.249 1.99 0.21 
2304 1.5 ± 1.9 40± 70 0.762 6.39 0.13 

Long-range 1 1152 4.6 ± 0.3 5±5 0.507 6.18 0.05 
Long-range 2 576 11.4 ± 0.8 9 ± 12 0.354 3.29 0.12 

1152 5.7 ± 1.3 1 ±20 0.004 0.026 0.88 
2304 3.1 ± 0.4 10± 20 0.884 15.2 0.06 

Table A.l9: Slope, intercept, linear correlation coefficient, F-value, and p-value for linear 
fits of Ov and av as a function of tow velocity. 
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A.2.3 Accuracy and precision as a function of fish velocity 

8v = ao + a1Vfish 
ao a1 R F p 

(ems-1) (ems-1/ems-1) (a= 0.01) 
0.7 ± 0.7 0.01 ± 0.02 0.078 2.20 0.15 

CTv = ao + a11Vfishl 
Lag (J..Ls) ao a1(xl0 -;:s) R F p 

(em s-1) (em s-1 /em s-1) (a= 0.01) 
576 13 ± 2 230 ± 60 0.916 87.1 1 X 10 -o 

1152 7.8 ± 0.6 90 ± 10 0.940 252 3 x w- 11 

2304 5.3 ± 0.6 80± 20 0.898 61.9 1 x w-4 

Table A.20: Fit parameters for 8v as a function of Vfish and fYv as a function of lvfishl for 
the stationary field experiment. 

A.2.4 Accuracy as a function of pulse length and coding 

8v = ao + a1T 
Experiment Code? ao a1(xl0 -;:s) R F p 

(em s-1) (ems-1/J..Ls) (a= 0.01) 
Target array c 0.5 ± 0.5 -2±2 0.776 13.8 0.02 

Stationary field NC 0.1 ± 9.1 -0.3 ±33 0.011 0.01 0.93 
c 0.8 ± 3.1 -2± 11 0.859 6.11 0.25 

Short-range NC -0.05 ± 1.88 -2±7 0.074 0.32 0.60 
c 0.6 ± 0.7 -2±3 0.505 4.07 0.11 

Long-range 1 NC 0.3 ± 0.2 -0.1 ± 0.6 0.892 8.25 0.21 
c 0.6 ± 2.5 -1 ±9 0.756 3.10 0.33 

Long-range 2 NC -0.1 ± 2.2 -0.3 ± 8.0 0.208 0.26 0.70 
c 0.2 ± 1.1 -1±4 0.937 14.9 0.16 

Table A.21: Slope, intercept, linear correlation coefficient, F-value, and p-value for linear 
fits of 8v as a function of pulse length. 
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Experiment No code Code i<lvNC- <lvcl UNC,C Agree 
Jv ± U8v Jv ± U8v (em s-1 ) (cms-1 ) within 
(em s-1 ) (cms- 1) ±2uNc,c? 

Stationary field 0.01 ± 0.07 0.35 ± 0.07 0.34 0.09 No 
Short-range -0.3 ± 0.3 0.08 ± 0.12 0.42 0.3 Yes 

Long-range 1 0.30 ± 0.05 0.30 ± 0.05 0.003 0.07 Yes 
Long-range 2 -0.19 ± 0.03 -0.13± 0.05 0.06 0.06 Yes 

Table A.22: Mean values of Ov ±standard error a8v(cms- 1) for uncoded (NC) and coded 

(C) pulses, absolute value of the difference, combined error aNc c = J a~ +a~ , and 
' UvNC UvC 

agreement. 
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A.2.5 Precision as a function of pulse length and coding 

Uv = ao +a1T 
Experiment Code? Lag ao a1(x10 -<~) R F p 

(J-Ls) (em s-1) (em s-1 / J-LS) (o: = 0.01) 
Target array c 768 4±1 2±5 0.378 1.82 0.27 
Mobile field c 576 7±34 2 ± 121 0.063 0.07 0.84 

Stationary field NC 576 17 ± 12 -1 ±44 0.109 0.12 0.79 
c 576 18 ± 4 -1 ± 13 0.582 1.39 0.45 

NC 1152 10 ± 1 -0.7± 5.0 0.742 2.87 0.34 
c 1152 11 ±8 -4±30 0.781 3.56 0.31 

Short-range NC 576 7±6 -0.3 ± 22 0.033 0.03 0.89 
c 576 4±5 2 ± 18 0.718 2.55 0.36 

NC 1152 2.0 ± 0.8 6±3 0.868 26.2 7 x 10-3 

c 1152 2.3 ± 0.3 1±1 0.698 9.25 0.04 
NC 2304 0.2 ± 4.2 7 ± 15 0.974 38.1 0.10 
c 2304 1 ± 1 -0.04± 4.00 0.014 0.01 0.92 

Long-range 1 NC 1152 4±4 2 ± 15 0.756 3.11 0.33 
c 1152 4±4 4± 15 0.903 9.27 0.20 

Long-range 2 NC 576 6±9 21 ± 33 0.986 68.0 0.08 
c 576 10±4 9 ± 12 0.987 77.9 0.07 

NC 1152 3±1 7±4 0.998 470 0.03 
c 1152 9±32 -10 ± 113 0.534 1.14 0.48 

NC 2304 2±1 4±5 0.991 108 0.06 
c 2304 2.5 ± 0.4 3±1 0.998 529 0.03 

Table A.23: Slope, intercept, linear correlation coefficient, F-value, and p-value for linear 
fits of (Jv as a function of pulse length. 
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Experiment Lag No code Code avNC- ave aNc,c Agree 
(~-ts) av ± a"v av ± a"v (em s- 1) (cms- 1) within 

(cms- 1) (em s- 1) ±2aNc,c? 
Mobile field 576 10 ± 1 7.4 ± 0.7 2.6 1.2 Yes 

1152 5.9 ± 0.9 4.8 ± 0.5 1.1 1.2 Yes 
Stationary field 576 16.6 ± 0.2 17.3 ± 0.2 -0.7 0.2 No 

1152 9.8 ± 0.1 10.18 ± 0.08 -0.4 0.1 No 
2304 6.6 ± 0.1 6.37 ± 0.07 0.2 0.1 Yes 

Short-range 576 6.9 ± 0.7 4.8 ± 0.1 2.1 0.7 No 
768 3.5 ± 0.2 3.28 ± 0.07 0.2 0.2 Yes 
1152 3.4 ± 0.2 2.58 ± 0.04 0.8 0.2 No 
1728 1.8 ± 0.1 1.6 ± 0.1 0.1 0.1 Yes 
2304 2.1 ± 0.4 1.14 ± 0.03 1.0 0.4 No 

Long-range 1 1152 4.5 ± 0.1 4.53 ± 0.09 -0.03 0.1 Yes 
Long-range 2 576 11.3 ± 0.2 12.0 ± 0.2 -0.7 0.2 No 

1152 5.3 ± 0.1 6.9 ± 0.2 -1.6 0.1 No 
2304 2.96 ± 0.08 3.2 ± 0.1 -0.2 0.09 No 

Table A.24: Mean values of (J'v ±standard error (J'av(cms-1) for uncoded (NC) and coded 

(C) pulses, difference, combined error (J'NC,C = J (J'~vNc + (J'~vc, and agreement. 
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A.2.6 Accuracy as a function of range 

8v = ao +a1R 
Experiment ao a1 R F p 

(cms-1) (cms-1/m) (a= 0.01) 
Stationary field 0.004 ± 0.323 0.009 ± 0.008 0.138 5.29 0.03 

Long-range 1 0.8 ± 0.8 -0.03 ± 0.04 0.186 3.20 0.10 
Long-range 2 0.1 ± 0.2 -0.0004 ± 0.0034 0.001 0.048 0.83 

Table A.25: Slope, intercept, linear correlation coefficient, F-value, and p-value for fits of 
Ov as a function of range. 

A.2. 7 Accuracy and precision as a function of SNR 

8v = ao + a1SNR 
ao a1 R F p 

(cms- 1) (em s-1 /dB) (a=0.01) 
0.2 ± 0.2 -0.008 ± 0.004 0.317 15.3 4 X 10 -4 

8v = ao + a1p 
ao a1 R F p 

(cms- 1) (cms-1) (a= 0.01) 
150 ± 202 -150 ± 210 0.304 3.07 0.12 

Table A.26: Slope, intercept, linear correlation coefficient, F-value, and p-value for fits of 
Ov to SNR and p in Figures 4.12a and 4.13a. 
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A.3 Model linear fit parameters 

A.3.1 Accuracy and precision as a function of target velocity 

bv = ao + a1Vtow 
ao a1(x1o-s) R F p 

(ems-1) (em s-1 /em s-1) (o: = 0.01) 
0.006 ± 0.076 -2± 1 0.511 9.39 0.01 

av = ao + a1 Vtow 
ao a1 (x10 -s) R F p 

(ems-1) (em s-1 /em s-1) (a:= 0.01) 
3.6 ±0.8 -1 ± 13 0.004 0.033 0.86 

Table A.27: Slope, intercept, linear correlation coefficient, F-value, and p-value for linear 
fits of 8v and rYv as a function of towspeed. 

A.3.2 Accuracy and precision as a function of target (]"v 

bv = ao + a1avT 
ao a1 a2 R F p 

(em s-1) (em s-1 /em s-1) (/ems-1) (o: = 0.01) 
-0.03 ± 0.09 -0.03 ± 0.02 - 0.026 13.5 3 X 10 -4 

av = ao + a1avr + a2a~T 
ao a1 a2 R F p 

(em s-1) (em s-1 /em s-1) (/ems-1) (o: = 0.01) 
15 ± 1 -0.04 ± 0.70 0.96 ± 0.06 0.952 4950 0 

Table A.28: Results of fits of 8v and rYv as function of target standard deviation rYvr: fit 
parameters, linear correlation coefficient, F-value, and p-value. 
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A.3.3 Accuracy and precision as a function of water velocity 

Jv = ao + a1 Vwater 
ao a1 az R F p 

(em s-1) (em s-1 jem s-1) (/ems-1) (a= 0.01) 
0.01 ± 0.12 0.001 ± 0.002 - 0.217 1.94 0.21 

Uv = ao + a1iVJish- Vwaterl + aziVJish- Vwaterl:l 
ao a1 az R F p 

(em s- 1) (em s-1 /em s-1) (/em s-1) (a= 0.01) 
2.5 ± 0.2 0.038 ± 0.007 -0.00016 ± 0.00005 0.991 220 8 X 10 -5 

6v = ao + a1uvw 
ao a1 az R F p 

(em s-1) (em s-1 jem s-1) (/em s-1) (a= 0.01) 
-0.09 ± 0.09 -0.5 ± 1.5 - 0.076 0.658 0.44 

Uv = ao + a1uvw 
ao a1 a2 R F p 

(em s-1) (em s-1 /em s-1) (/em s-1) (a= 0.01) 
3.9 ± 0.1 -1±2 - 0.173 1.67 0.23 

Table A.29: Results of fits of tSv as a function of water velocity Vwater, av as a function 
of the absolute difference between fish and water velocity lvfish - Vwaterl, and tSv and av 
as functions of water velocity standard deviation avw: fit parameters, linear correlation 
coefficient, F-value, and p-value. 

A.3.4 Accuracy and precision as a function of lag 

6v=ao+a1T 
Vfish 8o ± Uao 8o ± Uao R F p 

(em s-1) (x1o-3 ems-1/J.Ls) (a= 0.01) 
50 ems -l -0.04± 0.16 -0.01 ± 0.09 0.002 0.0213 0.89 
0.5~v -0.2 ± 0.3 0.08 ± 0.13 0.103 1.61 0.22 

Uv = ao + a1UvP 
Vfish ao ± Uao 8Q ± Uao R F p 

(ems-1) (em s-1 jem s-1) (a= 0.01) 
50 ems -I 0.8 ± 0.2 0.61 ± 0.04 0.992 1290 9 X 10 -l<l 

0.5~v -0.03 ± 0.12 0.76 ± 0.02 0.997 5070 0 

Table A.30: Slope, intercept, linear correlation coefficient, F-value, and p-value for fits of 
tSv and av. For Vfish =50 em s- 1

, only the data points forT ::; 2688 J.lS were fit to avoid the 
aliased data points. 
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A.3.5 Accuracy and precision as a function of pulse length 

and coding 

8v = ao + a1T 
Code? ao a1(xl0 -<1) R F p 

(em s-1) (em s-1 /J.ts) (a= 0.01) 
No code -0.14± 0.07 0.01 ± 0.19 0.001 0.0152 0.90 

Code -0.2±0.5 -1±2 0.249 1.66 0.25 
<7v = ao + a1T 
Code? ao a1(x10 -3 ) R F p 

(em s-1) (ems-1/J.ts) (a= 0.01) 
No code 2.5 ± 0.3 4.7±0.7 0.923 214 1 X 10 -ll 

Code 2±1 11 ±6 0.806 20.7 6 x w-3 

Table A.31: Slope, intercept, linear correlation coefficient, F-value, and p-value for linear 
fits of Ov and <7v as a function of pulse length for the narrowband model. 
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