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Figure 2.2 Global Carbon Dioxide Emissions for SRES Emissions Scenarios (1IPCC, 2000)

There has been some criticism of the SRES scenarios based on the method used to
convert national Gross Domestic Product (GDP) data to a common measure using
market exchange rates. The result is projections of GDP for developing regions
which are improbably high (Castles, 2003). There are also some concerns about
the validity of these emissions scenarios in recent years based on a comparison of
projecte and observed emissions over the past decade. The growth of carbon
dioxide emissions since ~ )00 has been at a rate of over three percent annually; the
SRES scenarios projected n annual rate of between 1.4 percent and 3.4 percent

between 2000 and 2010 (van Vuuren, 2008).
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2.6.1

downscaling and regional climate modeling (also known as dynamic
downscaling). A third option is the change factor or delta method. The objective
of these methods is to bridge the spatial and temporal resolution gaps between
what climate modellers are currently able to provide and what impact assessors
require (Wilby, 2002). Each method is described in further detail in the following

sections.

Statistical Downs( “ing

Statistical downscaling involves developing empirical relationships, or transfer
functions, between large scale climate variables from GCMs (i.e. predictors) and
station-scale observations (i.e. predictands). Various methods have been used to
derive these relationships, including linear and non-linear regression, artificial
neural networks, canonical correlation, and principal component analyses (Wilby,
2002). These relationsh ; are assumed to hold true in a future climate, and
therefore are used to translate GCM predictions for future periods into station-
scale surface weather. The assumption that the statistical relationships developed
for the present day climate holds true under a different forcing condition of a
future ¢ nate is one of the main theoretical weaknesses of this method (Gachon,
2007). However, the method has the advantage that it is relatively easy to apply
and therefore can be used in cases where RCM output is not available or a more
rapid assessment is requi . Also, due to its relative ease of application it is
often possible to evaluate 1 ensemble of climate scenarios, thereby permitting a

better e uation of uncer aty.
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2.6.2 Dynan Downscaling (Regional Climate Modeling)

Dynamic downscaling or regional climate modeling is more computationally
demanding than statistical downscaling and this is one of its most noteworthy
drawbacks. Similar to GCMs, RCMs are physically based models, applying the
consern ion laws of mass, energy, and momentum to simulate the Earth’s
climate. Where GCMs sa  ce horizontal resolution due to computational power
limitations, RCMs sacrifice domain size. The resolution of a RCM is typically in
the range of 20-50 km which allows RCMs to resolve local atmospheric processes
and enables the p  iction of local-scale weather. RCMs are nested within GCMs
such that time-varying atmospheric forcings from the GCMs are applied at the
RCM t indaries | »viding a transfer of information from one model to another.

Figure 2.3 provides a sche 1itic depiction of an RCM nested within a GCM.

Figure 2.3 Schematic Depiction of RCM Nesting Approach (Giorgi, 2008)

Reanalysis data can also be used to provide the atmospheric forcing to the

boundaries of a RCM. ' s type of data is generated from numerical weather
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led by the National Geospatial-Intelligence Agency (NGA) and the National
Aeronautics and Space Administration (NASA) in the United States, obtained
elevation data on a near-global scale to generate the most complete high-
resolution digital topographical database of Earth. SRTM consisted of a specially
modifie radar system that flew onboard the Space Shuttle Endeavour during an
11-day mission in Febru:. + 2000 (NASA, 2009). The horizontal resolution of
data points is 1 arc-second (approximately 30 m) for the United States and 3 arc-
seconds (approximately S m) for global coverage between 60 degrees North and
56 degrees South latitude. The product consists of seamless raster data with
horizon | and vertical accuracies of 20 m and 16 m, respectively (Hayakawa,

2008).

Based on the SRTM elevation data, the elevation of land in the Pinus River basin
ranges from 350 mto 510 . Figure 3.2 illustrates the DEM of the Pinus River

basin and Figure 3.3 illustrates the drainage network.
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Table 3.2 Summary of Observed Climate Data

Data Climate Var Station Period of
Type Record
Hourly Ceiling, Visibility, Sea Level Pressure, | GB — Manual | 1953-2009
Climate Dew Point Temperature, Wind Direction, | (8501900)
Data Wind Speed/Gust, Station Pressure, l?ry CF — Manual | 1968-1v+3
Bulb and Wet Bulb Temperature, Relative (8501132)
Humidity, Cloud Opacity, Cloud Amount,
Weat  ndicator CF - Auto | 1994-2009
(8501130)
Daily Max/Min Temj ure, Total Rainfall, | GB — Manual | 1992-2009
Climate Total Snowfall, Total Precipitation, 6-hour | (8501900)
Data Precipitation CF ~ Manual | w/a
(NOT (8501132)
Quality
Assured) CF - Auto | 1992-2009
(8501130)
Daily Max/Min Temperature, Total Rainfall, | GB — Manual | 1953-2009
Climate Total Snowfall, Total Precipitation, 6-hour { (8501900)
Data Precipitation CF - Manual | 1968-1993
(Quality (8501132)
Assured)
CF - Auto | n/a
(8501130)
Tipping Hourly Precipitation GB - Manual | 1961-2007
Bucket (8501900)
g‘;‘l;‘ge CF — Manual | 1969-1992
Data (8501132)
CF - Auto | n/a
(8501130)

3.3.2 AHCCD Climate Data

Original station climate observations often have inconsistencies related to changes
in instruments, observing procedures, and station relocation. The EC Adjusted
Historical Canadian Climate Data (AHCCD) provides adjusted and homogenized
Climate

climate data for Canac that can be used for climate trend analysis.
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temperatures over the day is important to the hydrology and for this reason hourly
data are preferred for hyd ogical modeling. To apply an hourly distribution of
temperatures to the AHCCD daily means would be difficult and prone to error.
Therefore the original hourly temperatures observed at Goose Bay were used in

the current research rather than the AHCCD adjusted data set.

It is well known that climate stations have difficulty in capturing the full amount
of precipitation due to factors including wind undercatch (the inability of the
gauge to capture the full amount of precipitation falling from the sky),
evaporation, and splash. Many different techniques have been applied with
varying degrees of success in estimating true amounts, but virtually all have
generated underestimates (Mékis, 1999). The AHCCD includes adjusted daily
rain, snow and total precipitation amounts for 495 stations in Canada including
Goose 1 y. The adjustment methodology is described in Mékis and Hogg (1999).
This data set was obtaine and used in the current research; as expected, gauge
observations from Goose Bay were increased in every month by between 7
percent (corresponding to 8 mm in the month of July) and 37 percent
(corresponding to 25 mm in the month of January) with an annual average of 15
percent. The WATFLOOD hydrological model typically requires hourly
precipit on input; however, there is a smearing function that was used in the
current study to distribute the daily precipitation over the day. Figure 3.9
illustrates the comparison of gauge and AHCCD precipitation for the 1953-2008

period.

45





















The average annual precipitation at Goose Bay from the AHCCD for the 1999-
2008 period is 1077 mm. Dividing the Pinus Basin MAR by this value gives a
runoff ratio of 0.62 whic represents the fraction of precipitation that appears as
runoff. It can be assumed that the remaining 38 percent of the precipitation is

evapor. :d.

Monthly average ¢ =3rve and s ulated Pinus River flows are summarized in

Appen: (F.
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4.1.2

The GRU approach constitutes an important advantage of the WATFLOOD
model er more traditional basin-averaging approaches. Not only can the
averaging of basin parameters lead to inaccurate runoff estimates, but models of
this structure have parameters which are basin-specific and cannot be transferred
to other asins. Because the parameters of the WATFLOOD model correspond to
the land cover, the parameters can be easily transferred to other physiographically
similar watersheds. Furtt , if the land use of a watershed changes over time, the
parameters do not need to be re-estimated, only the land cover map and the

fractions in each grid need to be redefined.

Hydrol ical Processes

Figure 4.2 presents some of the major hydrological processes included in the

WATF] )OD model.

In terms of hydrological model complexity, there are simpler models and much
more ¢ nplex models than WATFLOOD. WATFLOOD ensures a good
represe! n of water balance; however it does not represent energy-related
processes well. For example, the method of evaporation chosen for this study
uses the Hargreaves equ on which is based on air temperature only; wind,
sunshine, and humidity (all known to influence evaporation) are not considered.
Despite the simplification of the hydrological processes in WATFLOOD, a
reasonably good result can be achieved for the purpose of comparing average

streamflow in different climate periods. An advantage of a less complex model
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4.4

parameters for a different time period. In the current study the entire observed
data set was used for model calibration. Since the climate inputs used were
observed 90 km away from the modeled basin, the goal was to produce a model
that was climatologically representative rather than being able to match individual
events. Hydrological 1 idel calibration is often be influenced greatly by
individi  event flows; without observed climate from within the basin it is more
important to use all of the observed data to generate such a model. If this model
continues to be used for impacts research, additional years of streamflow data

should used for model validation.

Appendix G contains the . ibrated WATFLOOD parameter file.

Model Limitations and I ;sible Improvements

The WATFLOOD hydroli “cal model used in this research was appropriate for
the level of complexity « the study. Although the modeling did not include
potential changes in cloud cover, wind, humidity and other variables which are
important to the hydrological process, the calibration achieved using temperature
and precipitation alone w  sufficient for this initial study into climate change

impacts on the Lower C irchill Project.

It is likely that a better model calibration would have been achieved if there were
observed climate data from stations within the study basin. As it was, observed

tempera re and precipitation from the Goose Bay climate station (approximately
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correct 2 RCM precipitation and temperature, as described in Sections 5.2.1 and

5.2.2, respectively.

In the current study it is assumed that the future RCM climate suffers from the
same p blems as the current RCM climate. Accordingly, the measurement-
derived bias correction factors were applied equally to both current and future
RCM output. This assumption ignores the possible changed seasonality of future
climate. For example, if the future winter period is shorter than the current winter
period, may be more propriate to apply the corrections to this shorter period.
In this study the corrections are applied based on Julian day; application of the
corrections based on condition rather than time should be considered as an area of

future research.

The bias-corrections applied in the current study were based on the comparison
between observed and RCM climate from the single grid point closest to the
Goose Bay climate station. Leander and Buishand (2007) suggested that basin-
averages be used; howev  this assumes that there are more than one climate
station and RCM grid point within the basin. There are no climate stations within
the Pinus River basin. Averaging Goose Bay and Churchill Falls climates was
considered; however, an acceptable hydrological model calibration was achieved
using Goose Bay climate alone as discussed in Section 4.3. Hence bias-
corrections were develop  for a single grid point closest to the Goose Bay

climate station.
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The largest difference between RCM 3-hrly and observed daily temperature range
is in the spring when the RCM range is up to five degrees higher. It is a very
revealing diagnostic that the air temperature range of the RCM output increases
during the snow melt period while the measured data show a decline. This
indicates that energy in tt RCM is being used to heat the air during the spring

instead of melting snow, evaporating water or thawing the ground.

To assess the sensitivity of the hydrological model to the daily temperature range,
the hyd logical model w  simulated with observed daily average temperatures
and the resulting stream »w was compared to that determined using hourly
temperatures. . .gure 5.__ illustrates the comparison of the monthly average

streamflow from these two simulations.
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Figure 5.10 Simulated Pinus River Flow under Observed Climate

(Daily and Hourly Temperatures)
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Figure 5.11 Observed and Uncorrected RCM Temperature at Goose Bay (1979-2000)

The NCEP-CRCM temperature predictions are closer to observed for every month
with the exception of D :mber. The percentage improvement of the NCEP-
CRCM estimate over the CGCM3-CRCM estimate ranges from -192 percent
(December) to +64 perr . (May) and the annual average is a +35 percent

improvement.

The bias-correction pro¢ ure described in Section 5.2.2 was applied to the
NCEP-CRCM data. The result was a very close match with observed average

monthly temperatures, as shown in Figure 5.12.
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assessment of climate change impacts since it is only available for historic

periods.
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Chapter 6 Hydrological Model Simulation Results

6.1

Application of Goose Bay Climate to Pinus River Basin

As discussed in Section 4.3, the Pinus River basin hydrological model was
calibrat using Goose Bay climate, with an adjustment for temperature based on
the difference in elevation between the two locations. As discussed in Section
5.2, bias-correction factors were developed based on observed and RCM climate
from the Goose Bay grid point. Due to an inconsistency in the Goose Bay and the
Pinus River basin temperature difference assumed for the purpose of hydrological
model calibration (i.e., the lapse rate) and that predicted by the RCM, the
hydrological model was not suitable for use with RCM data from the Pinus River
grid point. The mode! was calibrated for an assumed temperature regime
corresponding to observed temperature at Goose Bay reduced by between 1.2 and
1.4 degrees depending on the elevation of the model grid cell, whereas the
difference in temperature between the Goose Bay and Pinus River RCM grid
points was just 0.5 degrees (Pinus River being the cooler of the two locations as
expecte based on elevation). Because of this difference the model will not
produce accurate results r the current period using the temperature regime
predicted by the RCM for the Pinus River basin grid point. It should be noted that
there was very little difference in the seasonality of the RCM temperatures at
Goose Bay and Pinus River. The correlation coefficient of the daily temperatures

at these vo RCM grid points was over 0.99.
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6.3.2

are primarily related to the bias-corrected RCM temperature input. Although the
bias-correction of the RCM temperatures improved the monthly averages when
compared to observed, the differences that remain (possibly including differences
in the wumal temperature variation) lead to differences in the simulated

streamflow.

Current versus Future Streamflow

The question of how clii e change is likely to affect the streamflow of the
Churchill River is resolved in this study through the simulation of the Pinus River
flow using modeled climate for current and future periods as input. Figure 6.5
presents the monthly ave e simulated flow for the two periods based on the

bias-corrected CGCM3-CRCM temperature and precipitation inputs.

As shown in Figure 6.5, future period streamflow is predicted to be higher in each
month with the exception of June, with an average annual increase of 12.8
percent. The greatest increase is expected in the spring period, likely due to
1 reases in Febn 7y and March precipitation in the order of 30 percent as
desc...t in Section ..3. ... percentage increases in monthly average flow are

summarized in Table 6.1.
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Figure 6.9 Simulated Pinus River Flow under Observed and Bias-Corrected RCM Climate

(1980-2000)

As shov  in Figure 6.9, the bias-corrections led to a significant improvement in
the representation of observed streamflow in both RCM cases. The annual

average ows based on observed, NCEP-CRCM and CGCM3-CRCM climates

are 19.0 m¥/s, 19.3 m%/s, and 17.9 m’/s, respectively.
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Wilby, R. (2008). Clim 2 change, water & hydropower — Challenges for
adaptation. CEATI Water Management Interest Group 9™ Annual Workshop.
Montreal, QC, Canada.
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Appendix A

Summary of Research Data Sources
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FLOW DATA

Observed
Water Survey of Canada (http://www.wsc.ec.gc.ca/hydat/H20/index_e.cfm?cname=main_e.cfm)
Pinus River (030E011): Oct 3, 1998 to Dec 31, 2008
East Metchin River (030D007). Sep 28, 1998 to Dec 31, 2008
Minipi Riv  (030E003): Jan 1, 1979 to Dec 31, 2008
Churchill River above Upper Muskrat Falls (030EQ01): Jul 7, 1948 to Dec 31, 2008
Churchill River at Churchill Fa  Powerhouse (030D005): Jan 1, 1972 to Dec 31, 2008

1 N/ MAPPING DATA

Basemapping
Nationa! Top  aphical Database (www.geogratis.ca)

Digital Elevation Data
Shuttle pographical Mission 3 arc sec

USGS National Map ¢ Server (http.//seamless.usgs.gov/index.php)
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Appendix B

Summary of Research Steps
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Appendix C

Montl ; Temperature at Goose Bay
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Appendix D

Mon / Precipitation at Goose Bay
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Appendix E

RCM  ta Gridpoint Extraction Code
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1) After the netCDF file is downloaded from NARCCAP, GRADS must be
informed of how the data is structured. ! r-e an example control file
for prNOW:

DSET ~pr CRCM cgcm3 %ch010103.nc
CHSUB 1 8760 1968 'these CHSUB lines open a new
file as time increases

CHSUB 8761 23360 1971

CHSUB 23361 37960 1976

CHSUB 37961 52560 1981

CHSUB 52561 67160 1986

CHSUB 67161 81760 1991

CHSUB 81761 96112 1996

DTYPE netcdf

OPTIONS templ .e 365 day calendar
UNDEF 1.e+20 FillValue

XDEF 140 line - 1 1

YDEF 115 linear 1 1

ZDEF 1 line - 11

TDEF 96112 linear 03z01janl968 180mn

VARS 3
lon=>lonl 0 vy,x longitude
lat=>latl 0 y,x latitude
pr=>prl 0 t,y,x Precipitation
ENDVARS

2) Here's a GRADS script that extracts netCDF data from the file and

created a raw binary file (i -UT example):
"reinit"
"open taFUT.ctl" talter this line for pr ta NOW FUT NCP combination

"set t 1 last”

"set gxout fv ite"

"set fwrite -le -st -cl t FUT" talter this line for pr ta NOW FOT
NCP combination

#Goose Bay(117,87)

"set x 117"

"set y 87"

"d tasl"” talter these tasl lines to prl lines for pr files
#Pinus (116, 86)

"set x 116"

"set y 86"

"d tasl"

#Churchill Falls(113,85)

"set x 113"

"set y 85"

"d tasl"®

"disable fwrite"

3) GRADS won't easily output ascii data so I wrote a short piece of

fortran code that reads tl GRADS binary file and writes the ascii
files you have (taFUT example here):
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PROGRAM binZascii

IMPLICIT NONE

INTEGER, PARA! TER :: isize=96112, jsize=3

tuncomment this line for FUT NO

c INTEGER. PARAMETER :: isize=72800, jsize=3 !uncomment
this line for CP

CHARACTER (LEN=2) :: var = 'ta' l!alter this line for pr ta
CHARACTER (LEN=3) .. time = 'FUT' talter this line for NOW
FUT NCP

REAL, DIMENSION (isize,jsize) :: binData

INTEGER i:oi, ]

OPEN(10,File=var//'.'//time,
1 Form='BINARY',Access="'SEQUENTIAL")
READ(10) binData

OPEN(11,File=var//time//'.txt"',

1 Form="'FORMATTED', Access="SEQUENTIAL")

WRITE (11, '(3(al5))') 'Goose Bay','Pinus','Churchill Falls’
WRITE(11, '(3(el5.6)"') ((bin! :a(i,j),j=1,jsize},i=1,1isize)
STOP

END PROGRAM binzZascii
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Appendix G

WATFLOOD Parameter File

135



# runt
# rund
ver
iopt
itype
numa
nper
kc
maxn
errfl
itrc
iiout
typeo
nbsn
mndr
a2

a3

a4

ab

a6

a7l

as

as
alo
all
al2z

lzf
pwr
R1ln
R2n
mndr
aaz
aa3
aa4d
theta
widep
kcond

ds
dsfs
rec
ak
akfs
retn
akz
ak2fs
r3
R3fs
r4

ch

mf
base -
nmf

ime 12:16:28
ate 2009-11-13
9.300 parameter file version number
1 debug level
0 type of valley (0O=floodplain, 1l=no flood
0 optimization O=no l=yes
0 l=delta O=absolute
5 no of times delta halved
1001 max no of trials
0 O=rms l=correl 2=Dv
4 tracer no GW=100, 3-comp=4, 6-comp=5
0
4 no of land classes optimized(part 2)
1 no of river classes optimized (part 2)
-999.999
1.000 Manning's corection for instream lakes
-999.999 min water fraction for slope adjustment
-999.999 river > for water area
0.984 API hourly reduction valuc (optimized)
900.000 Minimum routing time step in seconds
0.900 weighting factor - old vs. new sca value
0.135 min temperature time offset
0.300 max heat deficit to swe ratio
1.000 uz discharge function exponent
0.C ) min h() for bare ground
0.500 min p ip rate for smearing
riverclas
0.100E-06
0.250E+401
0.120E+00
0.280E-01
0.100E+01
0.110E+01
0.100E-01
0.100E+01
0.263E+00
0.300E+02
0.612E-02
forest wetland wetland water impervious
0.100E+02 0.100: 0 0.100E+10 0.000E+00 0.100E+01
0.200E+02 0.100: 0 0. J0E+10 0.000E+00 0.100E+01
0.100E+01 0.100E+01 0 J0E+01 0.100E+01 0.100E+01
0.120E+01 0.500E+00 0.500E+00-0.100E+00 0.100E-10
0.120E+01 0.500E+00 0.500E+00-0.100E+00 0.100E-10
0.100E+03 0.100E+03 0.100E+03 0.100E+00 0.100E+00
0.100E+00 0.140E-00 0.140E-00 0.140E-01 0.200E-01
0.200E-01 0.840E+00 0.840E+00 0.840E+00 0.200E-01
0.381E+02 0.898E+01 0.898E+01 0.400E+01 0.400E+01
0.381E+02 0.898E+01 0. i8E+01 0.400E+01 0.400E+01
0.100E+02 0.100E+02 0.100E+02 0.100E+02 0.100E+02
0.900E+00 0.900E+00 0.900E+00 0.700E+00 0.700E+00
0.220E+00 0.220E+00 0.220E+00 0.200E+00 0.200E+0Q0
0.244E+01-0.250E+01-0.250E+01-0.250E+01-0.250E+01
0.200E+00 0.200E+00 0.200E+00 0.100E+01 0.200E+00
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UADJ 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00
TIPM 0.200E+00 0.200E+00 0.200E+00 0.200E+00 0.200E+00
RHO 0.333E+00 0.333E+00 0.333E+00 0.333E+00 0.333E+00
WHCL 0.350E-01 0.350E-01 0.350E-01 0.350E-01 0.350E~-01
fmadj 0.300

fmlow 0.600

fmhgh 1.000

gladj 0.000

rlaps 0.000

elvrf 0.000

flgev 2.00 1 = pan; 2 = Hargreaves; 3 = Priestley-Taylor
albed 0.11

aw-a 0. 1 0.18 0.18 0.15 0.18
fpet 3.56 3.50 3.50 1.00 1.00
ftral 0.70 0.70 0.70 0.65 0.65
flint . 1. 1. 0. 1.
fcap 0.20 0.20 0.20 0.20 0.20
ffcap 0. 0.10 0.10 0.10 0.10
spore 0.30 0.30 0.30 0.30 0.30
sublm 0. 0. 0. 0. 0.
tempa 0.

temp3 500.

tton 500.

lat. 53.

mxmn 10.4 11.3 11.7 9.9 10.8 11.6 11.2 10.9 9.4 7.7 7.3 8.9
humid 63.4 60.1 60.8 61.0 55.1 55.8 57.0 57.1 60.8 64.4 71.0 69.3
pres 95.1 95.1 95.1 95.1 95.1 95.1 95.1 95.1 95.1 95.1 95.1 95.1

ti2 jan feb mar apr may Jjun Jjul aug sep oct nov dec
hl 0.51 0.51 0.51 1.31 1.31 1.51 1.61 1.61 1.61 1.61 1.11 0.51
h2 0.51 0.51 0.51 1.31 1.31 1.51 1.61 1.61 1.61 1.61 1.11 0.51
h3 0.51 0.51 0.51 1.31 1.31 1.51 1.61 1.61 1.61 1.61 1.11 0.51
h4 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
h5 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
ti3 delta low high parameter

ak -0.200E+00 0.500E+00 0.400E+01 0.120E+01

ak -0.200E+00 0.500E+00 0.400E+01 0.500E+00

ak -0.200E+00 0.500E+00 0.400E+01 0.500E+00

ak -0.200E+00 0.500E+00 0.400E+01 -0.100E+00

akfs ~-0.200E+00 0.500E+00 0.400E+401 0.120E+01

akfs -0.200E+400 0.500E+00 0.400E+01 0.500E+00

akfs -0.200E+00 0.500E+00 0.400E+01 0.500E+00

akfs -0.200E+00 0.500E+00 0.400E+01 ~0.100E+00

rec -0.200E+00 0.500E+00 0.400E+01 0.100E401

rec ~-0.200E+00 0.500E+00 0.400E+401 0.100E+01

rec -0.200E-01 0.200E-01 0.200E+00 0.100E+01

rec -0.200E-01 0.200E-01 0.200E+00 0.100E+01

r3 -0.200E-01 0.200E-01 0.200E+00 0.381E+02

r3 -0.200E-01 0.200E-01 0.200E+00 0.898E401

r3 ~-0.200E-01 0.200E~-01 0.200E+00 0.898E+01

r3 -0.200E-01 0.500E+01 0.500E+02 0.400E+01

fpet 0.500E-01 0.500E+00 0.500E+01 0.356E+01

fpet -0.500E-01 0.500E-01 0.500E+01 0.350E+01

fpet -0.500E-01 0.500E-01 0.500E+01 0.350E+01

fpet -0.500E-01 0.500E-01 0.500E+01 0.100E+01
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ftal
ftal
ftal
ftal
mf

mf

mf

mf
base
base
base
base
nmf
nmf
nmf
nmf
retn
retn
retn
retn
ak2
ak?2
akz
ak?2
ak2fs
ak2fs
ak2fs
ak2fs
lzf
pwr
r2n
theta
kcond
ab

.500E-01
.500E-01
.500E-01
.500E-01
.200E-01
.200E-01
.200E-01
.200E-01
.100E+00
.100E+00
.100E+00
.100E+00
.100E-03
.100E-03
.100E-03
.200E-01
.500E+00
.200E-01
.200E-01
.200E-01
.100E-01
.200E+00
.200E+00
.200E+00
.200E+00
.200E+00
.200E+00
.200E+00
.100E-07
.500E-01
.500E-02
.100E-01
.100E-03
.200E+00

OO OO OO O OO0 OO OOOO0OCO0o

.100E+00
.700E+00
.700E+00
.700E+00
.500E-01
.500E-01
.500E-01
.500E-01
.500E+01
.500E+01
.500E+01
.500E+01
L400E+01
.400E+01
.400E+01
.100E+00
.100E+01
.100E+0Q0
.100E+00
.100E+0Q0
.100E-01
.500E+00
.500E+00
.500E+00
.500E+0Q0
.500E+00
.500E+00
.500E+0Q0
.100E-(

.200E+00
.500E-02
.100E-01
.500E-02
.500E~(

OO0 OO OO OO O OO0 OO0 OC OO0 OO OO0 OCOO0O00O00oOo

.500E+01
.500E+01
.500E+01
.500E+01
.250E+00
.250E+00
.250E+00
.250E+00
.500E+01
.500E+01
.500E+01
.500E+01
.000E+00
.000E+00
.000E+00
.200E+00
.200E+03
.200E+00
.200E+00
.200E+00
.400E+01
.400E+01
.400E+01
.400E+01
.400E+01
.400E+01
.400E+01
.400E+01
.100E-04
.400E+01
.200E+01
.500E+00
.500E-01
.200E+00
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OO OO OO OO0 COOOOOOO0O0OO0o

.700E+00
.700E+00
.700E+00
.650E+400
.220E+00
.220E+00
.220E4+00
.200E+00
.244E+01
.250E+01
.250E+401
.250E+01
.200E+00
.200E+00
.200E+00
.100E+01
.100E+03
.800E+02
.800E+02
.100E+00
.100E+00
.140E-01
.140E-01
.140E-01
.200E-01
.840E+00
.840E+00
.840E+00
.100E-06
.250E+01
.280E-01
.263E+00
.612E-02
.984E+00













