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Abstract

The segmentation of regions is an important first step for a variety of image analysis and

visualization tasks. There is a wide range of image segmentation techniques in the

literature. C i i iques for ic images can be
categorized into two distinct approaches. One is region based, which relies on the
homogeneity of spatially localized features, whereas the other is based on boundary

finding, using discontinuity measures. Based on one or both of these properties, diverse

to image i ibitil different istics have been

suggested in the literature.

The research of this thesis was aimed at combining region growing and edge detection

methods to provide better segmentation results. Existing schemes that use region-based

provide i ion, but they often divide regions that are not
clearly separated, while merging regions across a break in an otherwise strong edge.
Edge-based schemes are subject to noise and global variation in the picture (e.g.
illumination), but do reliably identify strong boundaries. The proposed combined
algorithm begins by using region growing to produce an over-segmented image. This
phase is fast (order N, where N is the number of pels in the image). The over-segmented
output of the region growing is then modified using edge criteria such as edge strength,

edge strai edge and edge continuity. Two techniques — line-seg

subtraction and line-segment addition — have been investigated. In the subtraction

technique, the weakest edge (based on a weighted combination of the criteria) is removed



at each step. Every time that a weakest edge is removed, the combined edge strengths of
the remaining edges are recalculated. In the addition technique, the strongest edge (based
on the weighted combination of all criteria) of all the edges is calculated first. It is used to
seed a multi-segment line that grows out from it at both ends. At each end of the strongest
edge, a binary tree containing four branches is investigated. The adjoining edge that has
the highest edge strength is appended to the seed. This process of appending continues
until a closed loop or a boundary is reached. The overall procedure for both techniques

for segmentation has been developed.

In order to investigate the performance of the proposed segmentation techniques, a

method is Since a human is the ultimate judge, a
jecti ion method is D ion produced by a human is
compared to segmentation produced by the i and i is

between the human method and the algorithms. Subjective tests performed on the
algorithms and the results confirm that the proposed algorithms can be used to produce

better image ion than the ion produced by existing region-based

techniques.
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Chapter 1 Introduction

With the of computer , image ion has become an

important tool in many computer vision icati and image

The goal of image segmentation is to find regions that represent objects or meaningful
parts of objects. Based on the applications of an image, division of the image into regions
corresponding to objects of interest is necessary before any processing can be done at a
level higher than that of the pixel. Identifying real objects, pseudo-objects, and shadows
or actually finding anything of interest within the image requires some form of

segmentation.

There are several types of images, namely, light intensity (visual) images, range images
(depth images), nuclear magnetic resonance images (commonly known as MRI), thermal
images and so on. Light intensity (LI) images, the most common type of images we
encounter in our daily experience, present the variation of light intensity on the scene. A
range image (RI), on the other hand, is a map of depth formation at different points on the
scene. In a digital LI image the intensity is quantized, while in the case of a RI the depth
value is digitized. Nuclear magnetic resonance images represent the intensity variation of
radio waves generated by biological systems when exposed to radio frequency pulses.
Biological bodies (humans/animals) are built up of atoms and molecules. Some of the
nuclei behave like tiny magnets [27]. Therefore, if a patient is placed in a strong magnetic

field, the magnetic nuclei tend to align with the applied magnetic field. For MRI the



patient is subjected to a radio frequency pulse. As a result of this, the magnetic nuclei
pass into a high energy state, and then immediately relieve themselves of this stress by
emitting radio waves through a process called relaxation. This radio wave is recorded to
form MRI. In digital MRI, the intensity of the radio wave is digitized with respect to both

intensity and spatial co-ordinates.

Thus any image can be described by a two-dimensional function f (x, y), where (x, y)
denotes the spatial co-ordinate and f (, y) the feature value at (x, y). Depending on the
type of image, the feature value could be light intensity, depth, and intensity of radio
wave or temperature. A digital image on the other hand, is a two-dimensional discrete
function f (x, y) which has been digitized both in spatial co-ordinates and magnitude of
feature value. I shall view a digital image as a two dimensional matrix whose row and
column indices identify a point, called a pixel, in the image and the corresponding matrix

element value identifies the feature intensity level.

Segmentation algorithms are generally based on one of two basic properties of grey-level
values: discontinuity and similarity. In the first category, an image is partitioned based on
abrupt changes in grey level. The principal areas of interest within this category are the
detection of isolated points, and the detection of lines and edges in an image. The
principal approaches in the second category are based on thresholding, region growing

and region splitting and merging. The concept of segmenting an image based on

or similarity of the grey-level values of its pixels is applicable to both static

and dynamic images.



Applications of image ion are For example, in a vision guided car

assembly system, the robot needs to pick up the appropriate components from the bin. For

this, ion followed by ition is required. Other application areas range from

the detection of cancerous cells to the identification of an airport from remote sensing

data.

of i i are present in the literature, but there is no single

method which can be considered good for all images, nor are all methods equally good
for a particular type of image. Moreover, algorithms developed for one class of image
(say ordinary intensity images) may not always be applied to other classes of images
(such as MRI and RI). This is particularly true when the algorithm uses a specific
information model. For example, some visual image segmentation algorithms are based
on the assumption that the grey level function f (x, y) can be modelled as a product of an

and a [1]. On the other hand, the grey-

level distributions have been modelled as Poisson distributions [4], based on the theory of

formation of visual images. Such methods should not be applied to MRI and RIs.

Since none of the proposed segmentation algorithms are generally applicable to all
images and different algorithms are not equally suitable for a particular application [1],

of i il is it and is an i

subject in the study of segmentation. More generally, performance evaluation is critical
for all computer vision algorithms from research to applications [S], while image

segmentation is an essential and important step of low level vision.



Considering the above factors, the aim of this research is to meet the following

objectives:

* to provide a new segmentation algorithm that produces a better segmentation result
than the conventional techniques based on region growing and merging

to provide an evaluation method to evaluate the automated segmentation result

produced by the newly D! i with the image produced

subjectively by human being.

To meet the above objectives, a new ithm has been ped. By using region

growing an over-segmented image is produced which is then modified using different
edge criteria such as edge strength, edge smoothness, edge straightness and edge

The newly p ithm then shows how weighted combination of

different edge criteria [6] such as edge strength, edge smoothness, edge straightness and
edge continuity produces better segmentation than that would have been obtained by any
of these criteria alone. Beginning from a segmented image allows definition of a
subjectively — weighted objective measure of performance. This is based on the order in
which a human would merge segments. The performance measure is described then used
to compare the segmentation performance between the manually segmented image and

the segmented image produced using the new algorithm.

This thesis includes six chapters. Besides the introductory chapter, chapter two develops

the necessary background and discusses some previous work in the broad area of image



segmentation. Chapter three, “The Algorithm” is the heart of this thesis that discusses the

newly developed “Addition™ and “Subtraction” algorithms. Chapter four discusses some

previous work in the area of i ion and an

to evaluate the ion result produced by the proposed algorithms. The
capability of the algorithms is then inan i result and
chapter followed by ions and ions for further impi in the last
chapter.



Chapter 2 Background

2.1 Overview

Image segmentation methods identify objects that either have some measure of

homogeneity or have some measure of contrast with neighbouring objects. Most image

are i i ions or inations of these two basic

concepts. Homogeneity and contrast measures the quantities such as grey level, color and

texture. After i iminary ion, higher-level object ies, such

as perimeter and shape, may be incorporated into the segmentation process.

2.2 Segmentation Techniques and Previous Work

There are many challenging issues related to the development of a unified approach to
image segmentation, which can (probably) be applied to all kinds of images. Even the
selection of an appropriate technique for a specific type of image is a difficult problem.

Up to now, there is no universally accepted method of evaluating a segmented output.

There are a wide variety of it i in the i ; some are

general purpose while others are applicable to a specific class of images. Using the basic

properties of grey-level values, classical i iques have been p

The classical i it are based on hi: i edge




detection, iterative pixel classifications, semantic and syntactic approaches [10]. In
addition to this, there are certain methods which do not fall clearly in any one of the
above classes. In addition to the classical techniques, there are also methods based on
fuzzy mathematics [1]. The fuzzy mathematical approach has methods based on edge
detection, thresholding and relaxation. Some of these methods, particularly the histogram-
based methods, are not at all suitable for noisy images. Several methods have also been
developed using neural network models. These algorithms work well even in a highly

noisy environment and they are capable of producing output in real time.

The following review consolidates the work of Haralick and Shapiro [12], Pal and Pal [1]
and Sahoo et al [13] in classifying segmentation techniques. First I identify the main

contributions of each of these three sources.

Haralick and Shapiro [12] classified image i iques as: (1)
space guided spatial clustering (2) single linkage region growing schemes (3) hybrid
linkage region growing schemes (4) centroid linkage region growing schemes (5) spatial

clustering schemes and (6) split and merge schemes. According to them, the difference

between ing and ion is that in i the grouping is done in
measurement space; while in image segmentation, grouping is done in the spatial domain

of the image. Pal and Pal [1] i that ion tries to do the i in

the spatial domain but it can be achieved through groupings in the measurement space,
particularly for multispectral images. For multispectral data, instead of clustering in the

full measurement space, Haralick and Shapiro [12] suggested working in multiple lower



order projection spaces, and then reflecting these clusters back to the full measurement
space. In my classifications, I concentrate on spatial domain grouping for image

segmentation, thus accepting Haralick and Shapiro’s argument.

Sahoo et al [13] surveyed only i i based on ing and
attempted to evaluate the of some i goril using some
uniformity and shape measures. They ized global i iques into two
classes: point i and region i They also reviewed

several methods of multi-thresholding techniques.

Pal and Pal [1] offered the following comments about the previous reviews on image

segmentation:

e None of these surveys [11][12]{13] considers fuzzy set theoretic segmentation
techniques.

Neural networks based techniques are also not included.

The problem of objective evaluation of segmentation results has not been adequately

dealt with except in Sahoo et al [13].

. ion of range i i images has not been considered at

all.



Pal and Pal [1] attempted to incorporate all these points to a limited but reasonable extent.

They reviewed all previous i i and ized the

techniques into the following categories.

Figure 2.1 lists several classical image i i (191 lidating the

structures offered by [1][12][13].

Classical Approach
Greylevel ~Boundary- Edge-based Region-based Template Texture Surface lterative
thresholding based techniques  approaches  matching Segmentation based  pixel
techniques and clustering Segmen-  classification
tation
Hybrid Fuzzy
techniques set
methods

Figure 2.1: Image segmentation techniques

A brief summary of image segmentation techniques is given in the next few subsections.



2.2.1 Grey level thresholding

Thresholding is one of the old, simple and popular techniques for image segmentation.
Grey level thresholding is useful whenever the grey level features sufficiently
characterize the object [9]. The appropriate grey values are calibrated so that a given grey
level interval represents a unigue object characteristic. Thresholding can be done based
on global information (e.g. the grey level histogram of the entire image) or it can be done
using local information (e.g. the co-occurrence matrix) of the image. Under each of the
schemes, if only one threshold is used for the entire image then it is called global
thresholding. On the other hand, when the image is partitioned into several subregions
and a threshold is determined for each of the subregions, the scheme is referred to as local
thresholding. Some authors [14] refer to these local thresholding methods as adaptive

schemes. TI ing can also be i as bilevel ing and

In bilevel ing the image is partitioned into two regions: object

(black) and background (white). When the image is composed of several objects with
different surface characteristics (for a light intensity image, objects with different
coefficient of reflection, for a range image there can be objects with different depths and
50 on) one needs several thresholds for segmentation. This is known as multithresholding.
Bilevel thresholding is equivalent to classifying the pixels into two classes: object and

background.



If the image is composed of regions with different grey level ranges, i.e. the regions are
distinct, the histogram of the image usually shows different peaks, each corresponding to

a region, and adjacent peaks are likely to be separated by a valley. For example, if the

image has a distinct object on a the grey level hi is likely to be
bimodal with a deep valley. In this case the bottom of the valley is taken as the threshold
for object background separation. Therefore, when the histogram has one (or a set of)
deep valley(s), selection of threshold(s) becomes easy because it involves detecting
valleys. Normally the situation is not like this and threshold selection is not a trivial job.
There are various methods available [13] for this. For example, Otsu [58] maximized a
measure of class separability. He maximized the ratio between the class variance to the

local variance to obtain thresholds.

Pun [15] assumed that an image is the outcome of an L symbol source. He maximized an
upper bound of the total a posteriori entropy of the partitioned image for the purpose of
selecting the threshold. Kapur et al [16], on the other hand, assumed two probability
distributions, one for the object area and the other for the background area. They then,
maximized the total entropy of the partitioned image in order to arrive at the threshold
level. Though these methods use only the histogram, they produce good results due to the

incorporation of the image formation model.

All these methods have a common drawback; they take into account only the histogram
information (ignoring the spatial details). As a result such algorithms may fail to detect

thresholds if these are not properly reflected as valleys in the histogram, which is



normally the case. There are many thresholding schemes that use spatial information,
instead of histogram information. All these methods threshold the histogram, but since
they make use of spatial details, they result in a more meaningful segmentation than the

methods which use only the histogram information.

The philosophy behind grey level thresholding, “pixels with grey level <= T fall into one
region and the remaining pixels belong to another region”, may not be true on many
occasions, particularly, when the image is noisy or the background is uneven and
illumination is poor. In such cases the objects will still be lighter or darker than the
background, but any fixed threshold for the entire image will usually fail to separate the
objects from the background. This leads one to the methods of adaptive thresholding. In
adaptive thresholding normally the image is partitioned into several non-overlapping
blocks of equal area and a threshold for each block is computed independently
(sometimes use overlapping regions and blend thresholds). The sub histogram of each
block is used to determine local threshold values for the corresponding cell centers. These

local thresholds are then interpolated over the entire image to yield a threshold surface.

2.2.2 Boundary based techniques

Boundary extraction techniques segment objects on the basis of their profiles. Thus,

contour following, connectivity, edge linking and graph searching, curve fitting, Hough

transform and other boundary i iques are applicable to image



[9]. Difficulties with boundary-based methods occur when objects are touching or

overlapping or if a break occurs in the boundary due to noise or artefacts in the image.

2.2.3 Edge based techniques

Segmentation can also be obtained through detection of the edges of regions, normaily by
locating points of abrupt changes in grey level intensity values. There are various types of
edge detection operators in use today. Many are implemented with convolution masks,

and most are based on discrete approximations to differential operators. Some edge

detection op return ori ion i ion (i ion about the direction of the

edge), whereas others only return information about the existence of an edge at each

point.

Different edge operators [10] like Sobel, Prewitt, Marr-Hildreth, Canny produce an
edgeness value at every pixel location. However not all of them are valid candidate for
edges. Normally, edges are required to be thresholded. The selection of the threshold is
very crucial as for some parts of the image low intensity variation may correspond to
edges of interest while in other parts there is high intensity variation. Adaptive
thresholding is often taken as a solution to this. Obviously it cannot eliminate the problem

of threshold selection. A good strategy to produce meaningful segments would be to fuse

region segmentation results and edge outputs. I ion of psy!

may be good for light intensity images but not applicable for range images. Semantics



and a priori information about the type of image are critical to the solution of the

segmentation problem.

Since edges are local features, they are determined based on local information. Davis [21]

classified edge detection iques into two i ial and parallel. In the

sequential technique the decision whether a pixel is an edge pixel or not is dependent on
the result of the detector at some previously examined pixels. On the other hand, in the
parallel method the decision whether a point is an edge or not is made based on the point
under consideration and some of its neighboring points. As a result of this the operator
can be applied to every point im the image simultaneously. The performance of a
sequential edge detection method is dependent on the choice of an appropriate starting
point and how the results of previows points influence the selection and result of the next

point.

There are different types of parallel differential operators such as Roberts gradient, Sobel
gradient, Prewitt gradient and the L-aplacian operator. These difference operators respond
to changes in grey level or average grey level [1]. The gradient operators not only respond
to edges but also to isolated points. For Prewitt’s operators the response to diagonal edges
is weak while Sobel’s operator givess greater weights to points lying close to the point (x,
y) under consideration. However, both Prewitt’s and Sobel’s operators possess greater
noise immunity than other difference operators. The preceding operators are called first

difference operators. On the other hand, the Laplacian is a second difference operator.



The digital Laplacian being a second difference operator, has a zero response to linear
ramps. It responds strongly to comers, lines and isolated points. Thus for a noisy picture,
unless the picture has low contrast, the noise will produce higher Laplacian values than

the edges.

According to Canny [22] a good edge detector should be a differential operator and

should have the ing three jes: (1) Low ility of wrongly marking non-
edge points and low probability of failing to mark real edge points (2) points marked as
edges should be as close as possible to the center of true edges (i.e. good localization) (3)
one and only one response to a single edge point (single response). Good detection can be
achieved by maximizing signal to noise ratio (SNR), while for good localization Canny
used the reciprocal of an estimate of the r.m.s. distance of the marked edge from the
center of the true edge. To maximize simultaneously both good detection and localization
criteria Canny maximized the product of SNR and the reciprocal of standard deviation of
the displacement of edge points. The maximization of the product is done subject to a

which  elimi multiple to single edge points. Canny then

described an edge detector that can successfully detect an edge by providing low
probability of wrongly marking non-edge points, good localization and single response.
In the case of noise free images, the edge angle can be measured accurately, but in real
life images, noise cannot be avoided and it makes it difficult to estimate the true angles.
There are many post-Canny operators, but for successful detection of an edge, a good

edge detector should have above three criteria.



An iterative algorithm has been developed by Gokmen and Li [23] using regularization
theory. The energy functional in the standard segmentation has been modified to spatially
control the smoothness over the image in order to obtain the accurate location of edges.
An algorithm for defining a small, optimal kemel conditioned on some important aspects
of the imaging process has been suggested by Reichenbach et al [34] for edge detection.
This algorithm takes into account the nature of the scene, the point spread function of the
image gathering device, the effect of noise etc. and generates the kernel values which
minimize the expected mean square error of the estimate of the scene characteristics. Pal
and Pal [1] discussed various operators to get edge values. All the edges produced by
these operators are, normally, not significant (relevant) edges when viewed by human
beings. Therefore, one needs to find out prominent (valid) edges from the output of the

edge operators.

2.2.4 Region based techniques

The main objective in region-based i iques is to identify various regions
in an image that have similar features. One class of region-based techniques involves
region-growing [9]. As implied by its name, region growing is a procedure that groups
pixels or subregions into larger regions. The simplest of these approaches is pixel
aggregation, where the growing process starts with “seed” points and from these grow
regions by appending to each seed point those neighboring pixels that have similar

properties (c.g. grey level, texture, color). If the absolute difference between the grey



level of the neighboring pixel and the grey level of the seed is less than a threshold then

that neighboring pixel is added to the seed.

Although this growing procedure is simple in nature, it suffers some important problems
in region growing. Two immediate problems are the selection of initial seeds that
properly represent regions of interest, and the selection of suitable properties for
including points in the various regions during the growing process. Another important
problem in region growing is the formulation of a stopping rule. Basically, a region
growing process is stopped when no more pixels satisfy the criteria (e.g. intensity,

texture) for inclusion in that region. Additional criteria that increase the power of a

-growing the concept of size, likeness between a candidate
pixel and the pixel grown thus far (e.g. a comparison of the intensity of a candidate and

the average intensity of the region), and the shape of a given region being grown.

S.A. Hojj i and J. Kittler [40] a new idea for region growing by pixel

aggregation, which used new similarity and discontinuity measures. A unique feature of
their proposed approach is that in each step at most one candidate pixel exhibits the

required properties to join the region. This makes the direction of the growing process

more i The offered a in which any suitable measurement
can be applied to define a required characteristic of the segmented region. The authors
used two discontinuity measurements called average contrast and peripheral contrast to
control the growing process. Local maxima of these two measurements identify two

nested regions, average contrast and peripheral contrast regions. The method first finds



the average contrast boundary of a region, and then a reverse test is applied to produce the
peripheral contrast boundary. Like other existing methods, this method is not universal,

but it does appear to have a fairly wide application potential.

Another method of region based segmentation is region splitting and merging. An image
is initially subdivided into a set of arbitrary, disjointed regions. The adjacent regions are
merged if they are identical, otherwise split. This splitting and merging process continues

and stop when no further merging or splitting is possible.

2.2.4.1 Region growing method used in this thesis

The region growing method used in this thesis is a new clustering region growing
algorithm of John Robinson. In this algorithm clusters are grown by absorbing adjacent
clusters in the spatial domain. Adjacent clusters are joined according to their distance in
grey value at the join point, and some other criterion of similarity. The alternatives for the
other criterion are: (1) no other criterion: just specify the desired number of clusters (2)
difference in average between the two clusters below a given threshold (3) the effect on
representation accuracy of using the mean of the two clusters instead of the mean of each

must be below a threshold.

Mathematically,



CI = d(x;, x;) where d() measures in grey-level di x; and x; are nei in real
space. x; belongs to cluster] and x; belongs to cluster2.
C2 = Xd(m1, m2) where ml is mean of clusterl and m2 is mean of cluster2 (in color

space). X is the modifier. It can be one the following:

0 cluster means have no effect
1 cluster means compared
2*n1*n2/(nl+n2) where nl is the number of points in clusterl and n2 is the

number of points in cluster2. This gives increase in representation error.
Cls are ordered in ascending order. For each in turn, the corresponding clusters are found

and merged if C2<T. Stop this process when the desired number of clusters is reached.

2.2.5 Template matching

One direct method of segmenting an image is to match it against templates from a given
list. The detected object can then be segmented out and the remaining image can be
analyzed by other techniques [9]. This method can be used to segment busy images, such
as journal pages containing text and graphics. The text can be segmented by template-

matching techniques and graphics can be analyzed by boundary following algorithms.



2.2.6 Texture segmentation

Texture segmentation becomes important when objects in a scene have a textured

background. Since texture often contains a high density of edges, boundary-based and

based i may become i ive unless the texture is filtered out [9].

Clustering and region-based applied to textured features can be used to

segment textured regions. In general, texture classification and segmentation is quite a
difficult problem. Use of a priori knowledge about the existence and kinds of textures that

may be present in a scene can be of great utility in practical problems.

2.2.7 Surface based segmentation

This section mainly discusses a few selected techniques for range image segmentation

(18]{19]20]. Bes! and Jam [18] ped an image i ithm based on the

assumption that the image data exhibits surface coherence, ie. image data may be
interpreted as noisy samples from a piece-wise smooth surface function. Though this
method is most useful for range images, it can be used to segment any type of image that
can be modelled as a noisy sampled version of a piece-wise smooth graph surface. This
method is based on the fact that the signs of Gaussian and mean curvatures yield a set of
eight surface primitives: peak, pit, ridge, saddle ridge, valley, saddle valley, flat and
minimal. These primitives possess some desirable invariant properties and can be used to

decompose any arbitrary smooth surfaces. In other words, any arbitrary smooth surface
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can be decomposed into one of those eight possible surface types. These sample surfaces

can be well - approximated, for the purpose of ion, by bivariate p ials of
order 4. The first stage of the algorithm creates a surface type label image based on the
local information (using mean curvature and Gaussian curvature images). The second
stage takes the original image and the surface type image as input and performs an
iterative region growing using the variable order surface fitting. In the variable order
surface fitting, first it had been tried to represent the points in a seed region by a planar
surface. If this simple hypothesis of planar surface is found to be true then the seed region

is grown on the planar surface fit. If this simple hypothesis fails, then the next most

yp is of bi ic surface fit is tried. If this is satisfied, the region is
grown based on that form otherwise, the next complicated form is tried. The process is
terminated when either the region growing has converged or when all preselected

hypothesis fail.

Hoffman and Jain [19] loped 2 method for ion and i ion of range
images. They used a clustering algorithm to segment the image into surface patches.
Different types of clustering algorithms including methods based on minimal spanning
tree, mutual nearest neighbor, hierarchical clustering and square error clustering were
attempted. The square error clustering was found to be the most successful method for
range images. In order to make the method of classification more effective the authors
combined three different methods, namely, “non-parametric trend test for planarity”,
“curvature planarity test” and the “eigenvalue planarity test”. In the final stage,

boundaries between adjacent surface patches were classified as crease or non-crease
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edges and this information was used to merge adjacent compatible patches to result in
reasonable faces of the object. For this type of method, the choice of the neighborhood to

compute the local is an i issue and no ical guideline has been

provided for this.

Yokoya and Levine [20] also used a differential geometric technique like Besl and Jain
[18] for range image segmentation. Yokoya and Levine combined both region and edge
based considerations. They approximated object surfaces using biquadratic polynomials.
Two edge maps are formed: one for the jump edge and the other for the roof edge. The

jump edge magnitude is obtained by ing the maxi i in depth

between a point and its eight neighbors, while the roof edge magnitude is computed as the
maximum angular difference between adjacent unit surface normals. These two edge
maps and the curvature sign map are then fused to form the final segmentation. This
method too requires selection of threshold levels for the maps and the curvature sign map.
Improper choice of these parameter values is likely to impair the quality of the
segmentation output. For range images, detection of jump edges can be done with
ordinary gradient operators, but detection of crease edges with ordinary gradient operators
become difficult. Thus for edge detection in range images, one needs to account for both

crease and jump edges separately.
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2.2.8 Iterative pixel classification

According to Pal and Pal [1], iterative pixel classification includes MRF based approach

and Neural network based A brief iption of these is given in

the following subsections.

2.2.8.1 MRF based approach

There are many image segmentation methods which use the spatial interaction models
like Markov Random Field (MRF) or Gibbs Random Field (GRF) to model digital
images. Geman and Geman [17] have proposed a hierarchical stochastic model for the

original image and develop a restoration algorithm, based on stochastic relaxation (SR)

and ing for ing the i a posterior estimate of the original scene
given a degraded realization. Due to the use of annealing, the restoration algorithm does
not stop at a local maximum of the a posterior probability. Pal and Pal [1] mentioned that
the probabilistic relaxation (also known as relaxation labelling (RL)) and stochastic
relaxation (SR), although they share some common features like parallelism and locality,
are quite distinct. RL is essentially a non-stochastic process which allows jumps to states
of lower energy. On the other hand, in SR transition to a configuration which increases
the energy (decreases the probability) is also allowed. In fact, if the new configuration
decreases the energy, the system transits to that state, while if the new configuration
increases the energy the system accepts that state with a probability. This helps the

system to avoid the local minima. RL usually gets stuck in a local minima. Moreover, in
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RL, there is nothing corresponding to an equilibrium state or even a joint probability law
over the configurations. Derin et al [31] extended the one-dimensional Bayes smoothing
algorithm to two dimensions to get the optimum Bayes estimate for the scene value at

every pixel. In order to reduce the i ity of the il the scene is

modelled as a special class of MRF models, called Markov mesh random fields which are
characterized by causal transition distributions. The processing is done over relatively
narrow strips and estimates are obtained at the middle section of the strips. These pieces

together with overlapping strips yield a sub-optimal estimate of the scene. Without

parallel i ion these il become i y prohibitive. At the top
level a Gibbs distribution (GD) is used to characterize the clusters of the image pixels into
regions with similar features. At the bottom level, the feature or textural properties of
region types are modelled by a second set of GD, one for each type of class. The
segmentation algorithms are derived by using the maximum a posterior probability

(MAP) criterion.

2.2.8.2 Neural network based approaches

For any artificial vision application, one can desire to achieve robustness of the system
with respect to random noise and failure of processors. Moreover, a system can
(probably) be made artificially intelligent if it is able to emulate some aspects of the
human information processing system. Another important requirement is to have the

output in real time. Neural network based approaches are attempts to achieve these goals.
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Neural networks are ively networks of y 1.
Architectures and dynamics of some networks are claimed to resemble information
processing in biological neurons. The massive connectionist architecture usually makes
the system robust while the parallel processing enables the system to produce output in
real time. Several authors have attempted to segment an image using neural networks.
Blanz and Gish [32] used a three-layer feed forward network for image segmentation,
where the number of neurons in the input layer depends on the number of input features
for each pixel and the number of neurons in the output laer is equal to the number of
classes. Babaguchi et al [33] used a multilayer network trained with back propagation, for
thresholding an image. The input to the network is the histogram while the output is the
desirable threshold. In these methods, at the time of learning a large set of sample images
with known thresholds, which produce visually, suitable outputs are required. But for

practical applications it is very difficult to get many sample images.

2.2.9 Hybrid Techniques

Hybrid technique combines two or more techniques for segmentation to produce much

better results than what would have been obtained by either technique alone. There are

few earlier papers that have described edge-based iques for improving image
segmentation. Following is a brief review of hybrid techniques that combine region-

growing and edge detection technigues to produce better results.



Bajcsy [35] showed that both edge detection and region growing processes could be
unified by making the decision whether a point is on a boundary or on a homogeneous
surface. Anderson and Bajcsy [36] showed a combination of edge detection and region
growing where they used edge detection to initialize a region growing process based on a

local similarity threshold which was used to check whether two points belong to the same

region. i [39] i and contrast and applied a measure to
minimize the weighted sum of smoothness and contrast. The recent paper that integrated
region growing and edge detection to produce better segmentation is described in [37].
The authors showed that any region growing process suffers from three kind of errors
[37]: (1) a boundary is not an edge and there is no edges nearby (2) a boundary
corresponds to an edge but it does not coincide with it (3) there exist edges with no
boundaries near them. They performed first region growing and then edge detection
without iterating and they had little choice but to use over-segmented images (an image

that has too many segments).

The focus of this thesis is to develop a hybrid technique that combines different edge

criteria such as edge strength, edge strai edge and edge continuity in

order to produce a better segmentation than what would have been obtained by either

criterion alone.
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2.2.10 Methods based on fuzzy set theory

The relevance of fuzzy set theory in pattern ition problems has been
addressed in the literature [24]. It is seen that the concept of fuzzy sets can be used at the

feature level in representing an input pattern as an array of membership values denoting

the degree of ion of certain ies and in ing linguistically phrased

input features; at the classification level in i lticl ip of an
ambiguous pattern, and in providing an estimate of missing information in terms of
membership values. In other words, fuzzy set theory may be incorporated in handling

(arising from iencies of i ion: the iencies may result from

incomplete, imprecise, ill defined, not fully reliable, vague, contradictory information) in
various stages of the pattern recognition system. While the application of fuzzy sets in
cluster analysis and classifier design is in the process of development [1], an important
and related effort in fuzzy image processing and recognition is evolving more or less in

parallel with the aforesaid general developments.

Conventional approaches to image analysis and recognition consists of segmenting the
image into meaningful regions, extracting their edges and skeletons, computing various
features properties (e.g. area, perimeter, centroid etc.) and primitives (e.g. line, comer,
curve etc.) of and relationship among the regions, and finally, developing decision rules,
grammars for describing, interpreting and or classifying the image and its subregions. In a

conventional system each of these operations involves crisp decisions (i.e. yes or no,
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black or white, O or 1) about regions, features, primitives, properties, relations and

interpretations.

Since the regions in an image are not always crisply defined, uncertainty can arise within
every phase of the aforesaid tasks. Any decision made at a particular level will have an
impact on all higher level activities. A recognition (or vision) system should have

sufficient provision for ing and i ing the inties involved at every

processing stage: i.e. in defining image regions, features, matching and relations among
them, so that the system retains as much of the “information content” of the data as
possible. If this is done, the ultimate output of the system (result) of the system will
possess minimal uncertainty [1] (and unlike conventional systems, it may not be biased or

affected as much by lower level decision components).

For example, consider the problem of object extraction from a scene [1]. It is difficult to
define exactly the target or object region in a scene when its boundary is ill defined. Any
hard thresholding made for the extraction of the object will propagate the associated
uncertainty to subsequent stages (e.g. thinning, skeleton extraction, primitive selection)
and this might, in turn, affect feature analysis and recognition. Consider, for example, the
case of skeleton extraction of a region through medial axis transformation (MAT). The
MAT of a region in a binary picture is determined with respect to its boundary. In a grey
tone image, the boundaries are not well defined. Therefore, errors are more likely if we

compute the MAT from the hard-segmented version of the image.



Thus, itis ient, natural and iate to avoid itting [1] to a specific (hard)

decision (e.g. segmentation thresholding, edge detection and skeletonization), by allowing
the segments or skeletons or contours to be fuzzy subsets of the image, the subsets being

characterized by possibility to which cach pixel belong them. Similarly, for describing

and i ing ill-defined structural i ion in a pattern, it is natural to define
primitives (line, comer, curve etc.) and relations among them using labels of fuzzy sets
Thus, a few methods of fuzzy segmentation (based on both grey level thresholding and
pixel classification) and edge detection have been developed using global and or local

information of an image space.

2.3 Summary

This chapter reviews and summarizes some existing methods of image segmentation and
their drawbacks. The literature has also discussed the scope for the fuzzy set theoretic
approaches and the neural network model based algorithms to segmentation. Moreover,
these algorithms are robust. It is well known that no method is equally good for all
images and all methods are not good for a particular type of image. Selection of an

appropriate segmentation technique largely depends on the type of images and application

areas. The important problem is how to make a itati ion of
results. Such a quantitative measure would be quite useful for vision applications where
automatic decisions are required. It is very difficult to find a single quantitative index for

this purpose because such an index should take into account many factors like
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contrast, inuity, psycho-visual ion etc. Possibly
the human being is the best judge to evaluate the output of any segmentation algorithm.
However, it may be possible to have a small vector of attributes that can be used for
objective evaluation of results. The next chapter discusses a new algorithm to produce a

better segmentation result that incorporates some edge criteria such as edge strength, edge

edge and edge continuity with region growing segmentation,

scheme is also
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Chapter 3 The Algorithm

3.1 Introduction

A wide range of segmentation techniques in the literature have been discussed in chapter
two. Edge based techniques produce sharp edges, on the other hand, region-based

produce some i regions. This chapter discusses a hybrid technique,

which combines different edge criteria to improve region based image segmentation.

Edge detection operators are based on the idea that edge information in an image is found
by looking at the relationship a pixel has with its neighbors. If a pixel’s grey-level value
is similar to those around it, there is probably not an edge at that point. However, if a
pixel has neighbors with widely varying grey-levels, it may represent an edge point. In

other words, an edge is defined by a discontinuity in grey-level values.

Figure 3.1 shows a natural image, lenna256, and figure 3.2 shows an edge detection
image produced by a Sobel operator. The Sobel edge detection masks look for edges in
both the horizontal and vertical directions and then combine this information into a single
meLﬁé These masks (row and column masks) are each convolved with the image (here
lenna256). At each pixel location there are two numbers: s1, corresponding to the result

from the row mask, and s2, from the column mask. These two numbers are used to

compute two metrics, the edge magnitude and the edge direction.
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Figure 3.1: Original Image (lenna256) Figure 3.2: Edge Image produced by Sobel operator

The edge magnitude image produced by Sobel operator shows the sharp edges but it does

not show some structurally important edges. For example, the edges in the left and right
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jaws and in the forehead of the original image are missing in the edge image produced by

Sobel operator.

Figure 3.3: Segmented Image (lenna256) Figure 3.4: Candidate edges from the segment
boundaries of 3.3

Region-based methods provide unambiguous segmentation, but often divide regions that
are not clearly separated by a strong boundary [6]. Figure 3.3 shows a segmented image
of the original image (lenna256) produced by region growing methods and figure 3.4
shows the candidate edges from the segment boundaries of figure 3.3. In this segmented
image there are some regions that are not clearly separated by a meaningful boundary.
The central idea of this thesis is to begin with an image (as shown in figure 3.3) in which
segmentation has already been done but not gone too far. This image is then gaing to be
incrementally improved by using different edge measures along its boundaries. Although
similar in aim to some previous hybrid methods discussed in section 2.2.9, the approach
is new, and, as I describe later, leads itself to comparison with human-generated

segmentations and therefore to quantitative evaluation.



The goal of this chapter is to show how weighted combination of different edge criteria

such as edge strength, edge edge i and edge inuity can

produce better segmentation than would have been obtained by any of these criteria alone.

It also describes two new algorithms for progressively applying the ined criteria to

an over-segmented image (an image that has too many segments) previously produced by

region growing. These are lii g ion and li gm addition.

The concept of the newly developed algorithm is presented in the next section.

3.2 The Algorithm

An over-segmented image is produced by region growing. The proposed algorithm acts
on this over-segmented image. The output of the over-segmented image is an image that
contains the segment boundaries where variation of intensities is found among the
adjacent regions. In this image (that contains segment boundaries) there are many points
where two or more edges meet. These points on the edges are known as vertices. Each
edge starts from one vertex or from a boundary and ends at another vertex or at another or
the same boundary. Each edge has different criteria such as edge strength, edge

edge and edge inuity. Edge strength is the most important

criterion of an edge. It is calculated by measuring the absolute intensity difference
between two pels across the edge in the original image. If a and b are two points on each

side of an edge as shown in figure 3.5, then the edge strength E; of that particular point is
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If N is the total number of points in that edge, then the total edge strength Es is

x
Ex= ) E, (34

=

Figure 3.5: Edge strength calculation (single point)

The edge strength calculated in equation 3.4 is not a local measure. It is defined by

stringing together local measures along a trajectory defined by the initial segmentation.

More than one point can be considered on each side of the edge. In that case the local
averages of the intensities are calculated. If a and ¢ are two points on one side and b and d
are two points in the opposite side of the edge as shown in figure 3.6, then the edge
strength of that particular point is

e (34)

E, = |(at+c)/2 — (b+d)/2| ...
Then the total edge strength can be calculated using using equation (3.4). Weighted

averages could also be used in equation 3.4.
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Figure 3.6: Edge strength calculation (double point)

Pixel positions shown in figure 3.5 and 3.6 are for a particular position of a pixel in the
segment boundary only. Pixel positions are always taken in a line orthogonal to the

boundary direction.

Straightness is the second most important criterion of an edge. It is calculated based on

the Euclidean distance between the starting and the end points of the edge. If (x1, y1) and

(x2, y2) are the starting and the end points of an edge respectively, Euclidean distance
Deuctigesn = (L= 32) + (V1= y2)* ... (3.5)

So, the straight distance is the Euclidean distance between two end points of an edge and

the straight distance is

Estmigi_distnce = Deucidean ~ +++vevveeveee (3.6)

The straightness can be defined as Dgyciigesn/ N. Where N is the total number of points in

that edge.



Smoothness is calculated based on the “local straightness™ of a pel in an edge. The phrase
“local straightness™ means that every successive pel in an edge is compared with its two
previous pels to check whether it is in a straight line with them or not. Figure 3.7 (a)
shows a smooth portion of an edge and figure 3.7 (b) shows a portion of an edge that is
not smooth. If the incoming pel is in a straight line with the previous two pels, it is

considered as locally straight, otherwise it is not locally straight.

Incoming pel

Previous pels

Incoming pel

Previous pels

®

Figure 3.7: Smoothness calculation (a) smooth portion of an edge (b) nonsmooth portion of an edge
Every time a pel is not locally straight, it increases a counter. If an edge is fairly smooth
its counter value is lower and if it is not smooth its counter value is higher. So, the

smoothness of an edge is

Esmooth = No. of count / N .37



Where N is the number of pels in the edge. The lower the Esmoo value, the more smooth
the edge. Smoothness can also be measured over a larger window, i.e. more pels can be

considered along the boundary for checking local straightness.

Figure 3.8: Typical discontinuous edges

Sometimes there are edges in an image that start from an image boundary or from a
vertex and end without meeting another vertex or boundary or an edge. These edges are

called i edges. These dit i edges are created when one or more

edges are removed from the region or added to the strongest edge while processing the
algorithms. Figure 3.8 shows some typical discontinuous edges. Discontinuous edges do
not contribute to the combined edge strength. If an edge is continuous its edge continuity,

Econunuity is set to 1; otherwise Econtinuiy IS set to 0.

The weighted combination of all these criteria is used to calculate the combined edge
strength of a particular edge. So, the combined edge strength Ecompined i
Ecombined = Edge_strength_factor * Eg; + Straightness_factor * Esuignt_dgistnce

- Smoothness_factor * Esmoou + Continuity_factor * Econtinuity -----(3.8)
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Where the Edge_strength_factor, Straightness_factor, ~Smoothness_factor and
Continuity_factor are the scaling parameters. Straightness can be used in place of

Estaigh_disunce fOr calculating combined edge strength. In preliminary experiment, it is
found that straightness does not work very well. When straightness is used for calculating
combined edge strength, some regions from the output image are eliminated those are

straight and important. SO, Eighe_disunce is used for calculating combined edge strength.

Based on this combined edge strength two techniques, line-segment subtraction and line-

segment addition, have been developed.

3.2.1 Subtraction Technique

Based on a weighted combination of all the criteria, the weakest edge is found among all
the edges in the region and removed if it is below a threshold. The threshold is chosen
based on the highest and the lowest value of the combined edge strength. After removing
the weakest edge, the edges that are adjacent to the weakest edge's end points are joined
so that they appear as a single edge. If one end of the weakest edge is in the boundary,

then the algorithm simply removes that edge.
Figure 3.9 shows an example of this technique. If edge number 4 is removed from this

region, then edge number 1, edge number 2 and edge number 3 are joined together so that

all the three edges appear as a single edge. If edge number 1 is the weakest edge, then the
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algorithm simply removes it. Every time that a weakest edge is removed, the combined

edge strengths of the ining edges are This is repeated until all

the edges below the threshold are removed.

Figure 3.9: Subtraction technique

The subtraction technique therefore works by i i fes, i.c.

merging adjacent segments, according to the edge criteria along their shared boundary.

3.2.2 Addition Technique

In this technique, the strongest edge (based on a weighted combination of all the criteria)
of all the edges is calculated first. It is used to seed a multi-segment line that grows out
from it at both ends. At each end of the strongest edge, the algorithm looks at a binary
tree containing four branches. The adjoining edge that has the highest edge strength

(based on the weighted combination of all criteria) is appended to the seed.

Figure 3.10 shows the addition algorithm at one end of the seed. There are four possible

branches: 24, 25, 36 and 37. The strongest branch of these four, or its first segment only,



Figure 3.10: Addition algorithm

is appended to 1 if the combined edge strength (based on the weighted combination of all
criteria) is greater than the threshold. A similar procedure is followed at the other end.
This process of appending continues until a closed loop or a boundary is reached. The
same process is repeated, finding the next strongest edge (previously unused) until a
certain number of lines has been found. Every time the strongest edge of the remaining
edges is considered as seed. These lines are selected by visual observation. Every time the
output image is compared with the original image to see whether the segmentation

matches with the original image or not. If the segmentation perfectly matches, the

algorithm stops i ise it

The addition technique can also be performed by adding one edge at a time without
looking ahead on the binary tree. In that case, the strongest edge (based on weighted
combination of all criteria) of edge number 2 and edge number 3 in figure 3.10 is added

to edge number 1. In preliminary experiments it was found that looking ahead on the



binary tree produces better results than adding single edge at a time. That is why the

binary tree algorithm is recommended for the addition technique.

3.4 Summary

The goal of this chapter was to produce a better segmentation using region-growing

methods. Two techniques — line-seg ion and li addition have been
developed using different edge criteria. The segmented output produced by these
algorithms is discussed in chapter 5. Segmented output produced by objective and

subjective measures is discussed in chapter 4.
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Chapter 4 Segmentation Evaluation

4.1 Introduction

While development of segmentation algorithms has attracted significant attention,
relatively fewer efforts have been spent on their evaluation, although many newly

developed algorithms are (most often subjectively) compared with some particular

with few i images. -, most efforts spent on evaluation are

just for designing new evaluation methods and only few authors have attempted to

the different jon methods. Zhang [42] reviewed different existing

methods for segmentation evaluation.

This chapter discusses the existing segmentation evaluation techniques and develops a

new idea for i ion. Existing i iques are
discussed in section 4.2 and a new technique is demonstrated in section 4.3 followed by a

brief summary of all evaluation methods.

4.2 Previous Works

According to Zhang [42], i ithms can be ically or

empirically. The analytical methods directly examine and assess the segmentation

by analysing their principles and ies. The empirical



methods indirectly judge the i ithms by applying them to test images

and measuring the quality of segmentation results. Various empirical methods have been
proposed. Most of them can be classified into two types [42]: goodness methods and
discrepancy methods. In the first category some desirable properties of segmented
images, often established according to human intuition, are measured by “goodness”

parameters. The of i ithms under igation are judged

by the values of goodness measures. In the second category some references that present
the ideal or expected segmentation results are first found. The performances of

under igat are then assessed according to the

discrepancy measures. Following this discussion, three groups of methods can be

distinguished.

The above classification for evaluation methods can be seen more clearly in figure 4.1,

where a general scheme for ion and its ion is The input image
obtained by sensing is first i ) to produce the ing image for
the i The image can then be (optionally) post-

processed to produce the output image. In figure 4.1 the parts enclosed by the rectangular
boxes with thin lines correspond to the segmentation procedure in its narrow sense, while
the parts enclosed by the rectangular boxes with solid lines correspond to the
segmentation procedure in its general form. The black arrow indicates the processing
directions of segmentation. The access points for the three groups of evaluation methods

are depicted with dotted arrows.
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Figure 4.1: General scheme for segmentation and its evaluation

The analysis methods treat the algorithms for segmentation directly. The empirical
goodness methods judge the segmented image or output image so as to indirectly assess
the performance of algorithms. For applying empirical discrepancy methods, the
reference image is necessary [42]. It can be obtained manually or automatically from the
input image or segmenting image. The empirical discrepancy methods compare the
segmented image or output image to the reference image and use their difference to assess

the performance of algorithms.

Each method group has its own istics. In the ing three i a brief

description of the methods belonging to the three groups will be provided.



4.2.1 Analytical method

The analytical methods directly treat the i i by

the princi] i utilities, and ity of i Using

analytical methods to evaluate the segmentation algorithms avoids the concrete

of these i The results are exempt from methodological

in i i [42]. However, not all properties of segmentation

algorithms can be obtained by analytical studies. Until now, the analytical methods work

only with some particular models or desirable properties of all algorithms.

One analytical method has been proposed by Liedtke et al [43]. They presented an

study of several i by taking into account the type and amount of a

priori knowledge that has been i into different i i Such

knowledge is usually heuristic information and different types of a priori knowledge are
hardly comparable. The information provided by this method is rough and qualitative.
On the other hand, not only “the amount of relevant a priori knowledge that can be

incorporated into the segmentation algorithm is decisive for the reliability of the

segmentation methods", but it is also very i for the of the

how such a priori knowledge has been incorporated [44].

Other properties of segmentation algorithms that can be obtained by analysis include the

strategy, i ity and i and
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These properties could be helpful for selecting suitable algorithms in particular

applications.

4.2.2 Empirical goodness methods

The methods in these groups evaluate the performance of algorithms by judging the
quality of segmented images. To carry out this work certain quality measures should be
defined. Most measures are established according to human intuition [42] about what
conditions should be satisfied by an “ideal” segmentation. In other words, the quality of
segmented images is assessed by some “goodness” measures [42]. These methods

different i if by simply ing the goodness

measures based on the segmented image without the a priori knowledge of the correct
segmentation. Zhang [42] proposed different types of goodness measures such as
goodness based on intra-region uniformity, goodness based on inter-region contrast and

goodness based on region shape. Different types of goodness measures proposed by

Zhang are di din the

4.2.2.1 Goodness based on intra-region uniformity

‘Weszka and Rosenfield [45] proposed a threshold evaluation method that uses a busyness

measure as the criterion to judge the thresholded images. To apply the busyness measure

the authors assume that the images are composed of objects and background of compact
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shapes and are not strongly textured. Under these assumptions, the thresholded images

should look smooth rather than busy. In practice, they compute the amount of busyness

for a thresholded image by using the grey-level co- matrix ing the

of object ji ies. The lower the busyness, the smoother the

thresholded images, the better the segmentation results and the higher the performance of

applied algorithms.

Similar to Weszka and Rosenfield, Nazif and Levine also believe that an adequate
segmentation should produce images having higher intra-region uniformity, which is
related to the similarity of property about region elements [46]. The uniformity of a
feature over a region can be computed on the basis of the variance of that feature

evaluated at every pixel belonging to that region.

The intra-region uniformity, as a desired property of segmented images, can also be

measured by the higher order local entropy based on information theory [47]. Pal and Pal

proposed a ing method that imi: the second order local entropy of the

object and background regions [47].

4.2.2.2 Goodness based on inter-region contrast

In addition to intra-region uniformity, Levine and Nazif also believe that an adequate

segmentation should also produce images having higher contrast across adjacent regions

48



[48]. Contrast is computed on the basis of the average values of features of adjacent

regions. The contrast between two regions R, and Ry is thus given by

Can=[fuf/ (o £) =Coa

where f, and f; are the average grey level of regions Ry and Ro.

Each nei; ing region R, contri to the ion with a value that is proportional
to the adjacency between it and the region Ry for which the measure is computed. If the
region R consists of a set of regions Ry, Ry, Re..... R, resulting from the segmentation of
an input image, then two regions R, and Ry, are said to be adjacent if there exists at least a
pair of points peR, and qeR;, which is four-connected. The measure for the region Ry is

given by

8 P Co .42

=%
AdiR,
Where pa is the region adjacency between two regions defined in [57]. It takes a value 1

if two regions are adjacent and a value 0 otherwise.

In order to obtain a single contrast measure for the whole area, a weighted sum of the
contributions of each region in that area is computed. In general, the contrast measure for

area ot is given by

Co= R.)éa Vs G/ R,}éa Vo

Where Vi, is the weight assigned to region Ry defined in [48].
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The weight assigned to the contribution ©f each region to the contrast measure depends on
its size, but not linearly. This contrast measure must be high to indicate a good

segmentation.
4.2.2.3 Goodness based on regiom shape

Not only the grey level, but also the form of a segmented image can be taken into account
to design goodness measures for satisfying human intuition about an ‘“ideal”
segmentation. A measure, called the shape measure SM, is used for the measurement of
the shape of the object in the images. Sahoo et al [49] proposed a shape measure (SM) for

evaluating several threshold selection algsorithms for a given image, which is defined as:

SM =1/C( % Senlf(x,y) - f 1g(x, y)Sgn[f(x,y) = TI} .ococend (4.4)
(x.y) s(x,y)

¢ <
where f; (xy is the average grey value off the neighborhood N (x, y) of a pixel located at
(x, y) with grey level f (x, y) and gradient value q(x, y). T is the threshold value selected
for segmentation, C is a normalization factor and Sgn() is the unit step function. Based on
the calculated shape measure values for -different threshold selection algorithms, the best

threshold selection algorithm can be found and the segmentation produced by that

lgorithm would be i as best ion among them. The shape measured

value that selects the best threshold is corsidered as best shape.



4.2.3 Empirical discrepancy methods

In practical segmentation applications, some errors in the segmented image can be
tolerated. On the other side, if the segmenting image is complex and the algorithm used is
fully automatic, the error is inevitable [42]. The disparity between the actual segmented
image and a correctly ideally segmented image (reference image) which is the best

possible result, can be used to assess the performance of the algorithms. The methods in

this group take into account the dif ( by various )
between the actually segmented and reference images, i.e. these methods try to determine
how far the actually segmented image is from the reference image. A higher value of the
discrepancy measure would imply a bigger error in the actually segmented image relative

to the reference image and this indicates the lower performance of the applied

segmentation algorithms.

In image encoding, the disparity between the original image and the decoded image has

often been used to objectively assess the of coding algori A y
used discrepancy measure is the mean-square signal-to-noise ratio. Many other

discrepancy measures have been proposed and used.
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4.2.3.1 Discrepancy based on the number of mis-segmented pixels

Considering image ion as a pixel classification process, the of pixels

mis-classified is the discrepancy measure that comes most readily in mind [49]. Weszka
and Rosenfield [45] used a similar approach to measure the difference between an “ideal”
(correct) image and a thresholded image. Under the assumption that the image consists of
objects and background each having a specified distribution of grey level, they compute,
for any given threshold value, the probability of misclassifying an object pixel as
background, vice versa. This probability in tum provides an index of segmentation
results, which can be used for evaluating threshold selection algorithms. In their work,
such a probability is minimized in the process of selecting an appropriate threshold.

The idea of computing discrepancy based on the number of error pixels is also reflected
in some edge detection evaluation schemes. Such a measure could be readily extended to
measure what fraction of the segmented object pixels were actually object pixels so as to

evaluate the segmentation.

4.2.3.2 Discrepancy based on the position of mis-segmented pixels

The discrepancy measures based only on the number of mis-segmented pixels do not take

into account the spatial information of these pixels [42]. It is thus possible that images

segmented differently can have the same discrepancy measure values if these measures



only count the number of mis-segmented pixels. To address this problem, some

discrepancy measures based on pixel position error have been proposed.

One way is to use the distance between the mis-segmented pixel and the nearest pixel that
actually belongs to the mis-segmented class [42]. Let N be the number of mis-segmented

pixels for the whole image and d(i) be a distance metric from the ith mis-segmented pixel
and the nearest pixel that actually is of the mis-classified class. A discrepancy measure

based on this distance is defined by Yasnoff et al [50] as:

S 12
D= ,Eld (&) @5)
b=
This measure is further normalazied (ND) to exempt the influence the image size and to

give a suitable value range by

ND = 100VDA

4.6)
Where A is the total number of pixels in the image (a measure of area).
In the evaluation of edge detectors a commonly used discrepancy measure is the mean

square distance figure of merit (FOM) proposed by Pratt [51].
N 2
FOM = L/NZ1/1+p*d () -...(47)

Where N = max (Nj, N;) and N; and N, denote the number of ideal and actual detected
edge pixels respectively, d (i) denotes the distance between the ith detected edge pixel
and its correct position and p is a scaling parameter. This measure has been shown

insensitive to correlation in false alarms and missed edges.



4.2.3.3 Discrepancy based on the number of objects in the image

For perfect segmentation a necessary condition is that there should be an equal number of
objects of each class in the reference image and the segmented image [42]. A substantial
disagreement in the number of objects indicates a large discrepancy between the reference
and segmented images. Yasnoff and Bacus [52] proposed to compute the object-count-
agreement (OCA) based on probability theory. Let R; be the number of objects of class [
in the segmented image, the authors used the probability Foca that the two numbers R;
and S; represent samples from the same distribution for measuring the OCA:

(M-2)2 —z2
e dz

z M2
= ’{1/(2 T(M-2)*z svenna (4:8)

Foca
In equation (4.6), M = N-1 denotes the number of degrees of freedom. () denotes the

Gamma function and L can be computed by:

N
L = Z(st-RO/p *Rt)

where N is the number of object classes and p is a correlation parameter.
4.2.3.4 Discrepancy based on the feature values of segmented object

One fundamental question in image analysis is whether a measurement made on the
objects from segmented images is as accurate as one made on the original images.
According to this measure, a segmented image has the highest quality if the object

features extracted from it precisely match the features in the reference image [42]. Here



the reference image is not the original image, but is one that is ideally segmented from the
original image. So, if the object features extracted from the actually segmented image
perfectly match the features in the reference image, then the actually segmented image
and the reference image would be same. In practice, an image has high quality if the
decision made on it is unchanged from that made on the original image. The ultimate goal
of image segmentation in the context of image analysis is to obtain the measurements of
object features [53]. The accuracy of these measurements obtained from the segmented
image with respect to the reference image provides useful discrepancy measures. This
accuracy can be termed “ultimate measurement accuracy” [42] (UMA) to reflect the
ultimate goal of segmentation. The UMA is feature dependent and denoted as UMA;. Let
R¢ denote the feature value obtained from the reference image and Sy denote the feature
value measured from the segmented image, the absolute UMA¢ (AUMAY) and relative
UMA¢ (RUMAY) are defined as [54]:

AUMA:=|Re—S¢|

RUMA = (| Re=S¢|/Re) * 100
Both AUMAr and RUMA¢ can represent a number of discrepancy measures when

different object features are used.
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4.3 Comparison of previous works

The three method groups for segmentation evaluation described in the above sections

have their own istics. In the ing, their and limitations are

discussed.

4.3.1 Generality for evaluation

One desirable property of an evaluation method is its generality to be applied for studying

various ies of algorithms [42]. To apply ical methods some formal models of

an image should be first defined. The behavior of the algorithm on such an image can
then be analysed (mathmatically) in terms of the parameters of the image and the

[55]. Certain ies of i can be easily obtained just

by analysis, such as the processing strategy of the algorithms and the resolution of
segmentation results. However, some other properties cannot be precisely analysed since

no formal model exists. For instance, there is no quantitative measure for a priori

knowledge about images that can be i into i il [43]. In

addition, there are methods that can only be i to certain
algorithms. For instance, the method based on detection probability ratio is merely

suitable for studying simple edge detection.
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Empirical methods described in the previous sections are mainly used to study the

of i i [42] by taking into account the accuracy of

segmentation results. One reason is that other properties of algorithms, such as
computational cost have been partially overcome by the progress of technology. Another
reason is that the accuracy of segmentation is often the primary concern in real
applications and is difficult to study by analytical methods. From the point of view that
only one property is studied, the empirical methods can be thought of as somewhat
limited. However, most of them can be considered as relatively general, because they can
evaluate different types of segmentation algorithms.

4.3.2 Qualitative versus and

versus objective

Two more properties of an evaluation method are the abilities to evaluate segmentation
algorithms in a quantitative way and on an objective basis. Quantitative study can provide
precise results reflecting the exactness of evaluation [54]. Objective study will exempt the
influence of human factor and provide consistency and unbiased results. Generally,
analytical methods are more ready to apply, but they often provide only qualitative
properties of algorithms. Empirical methods are normally quantitative as the values of
quality measures can be numerically computed. Among them, goodness methods based
on subjective measures of image quality are less suitable for an objective evaluation of

segmented algorithms. Discrepancy methods can be both objective and quantitative.
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4.3.3 Consid ion of i

The effective use of domain —~dependent knowledge in computer vision can help to make
different processes reliable and efficient. To effectively evaluate segmentation

the i ion of i icati in which il are

applied is also important.

The above three method groups are different in the extent to which they explicitly

consider the ications for which the i if are used. At one extreme

are the analytical studies that do not consider the nature and goal of application. The
evaluation results depend only on the analysis of algorithms themselves. The empirical
discrepancy methods, which take both the reference and segmented images into

consideration, attempt to capture the application through the discrepancy measures. The

need to have a reference forces the ion to be to the icati [54].

4.3.4 Common problems for most existing methods

There are still two main problems associated with most of existing evaluation methods.

(@) Each ion method i the per of i ing to
certain criteria. If the same criterion used for segmentation is also used for evaluation
then some biased results will be produced [54]. For example, the second order local

entropy that was maximized for selecting threshold values in the new algorithm proposed



by Pal and Pal [47] and was also computed for ing the of this

algorithm with that of other algorithms in Pal and Bhandari [56]. It is expected that the
new algorithm should produce a high performance value. In many applications images are
modeled as a mosaic of regions of uniform intensity corrupted by additive Gaussian white
noise. Therefore, region homogeneity is a commonly used criterion for designing various
segmentation algorithms. Using a goodness measure based on uniformity takes the same

criterion for evaluation.

(I) To strengthen certain aspects in the quality measures, some scaling weighting
parameters are often used. For example, the parameter p in FOM provides a relative
penalty between smeared edges and isolated but offset edges, while the parameters p and
q in FOC determine the contribution of the large deviation relative to a small deviation.
There exists no suitable guideline or rule for choosing these parameters. In practice, they

arc often selected on the basis of human intuition or judgement. This tums a supposedly

objective ion into one that is i by subjective factors.

4.4 New Approach for segmentation evaluation

Several i of images and their limitations have been

discussed in the previous section. Objective evaluation of segmented images is a difficult

task and possibly the human being is the ultimate judge to make a qualitative assessment
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of outputs from different i i A subjecti ion p

by human being) evaluation method is described in this section

Starting from an over-segmented image, a human observer looks at the original image,
removes the weakest edge (subjectively) and set a value for that one. He then looks at the
second weakest edge comparing with the original image, removes that one and sets
another value for it. This process is continued until all edges in the picture are removed.
After removing all edges from the region, a list of numbers has been found according to
the order in which the edges were removed. Based on that list, individual edge criteria can
be calculated objectively from the original image and their correlation with human
performance calculated. Correlation is a method of determining a degree of association
between two variables. In this method the subject provides ordinal values (first, second,
third and so on) that are then represented by cardinal values (1,2,3 and so on) in order to
calculate correlation between the human method and the algorithms. In fact, the quality
measurements of the proposed segmentation algorithms are defined in terms of their

with human This method gives a well-defined mapping from

human judgement to a value for each segment boundary. This is possible because both the

algorithm and the human are beginning from a segmented image.



4.5 Summary

In this chapter most methods for i ion and i so far are
reviewed. A new i i has been i Each method studied in this
chapter has and limitations. From an application point of view, those that

belong to different groups are more complementary than competitive. Besides, the

of i i is i by many factors, so only one

evaluation method would be not enough to judge all properties of an algorithm and

different methods should be combined.

is indi for improving the per of existing

and for ping new powerful algorithms. This study

attempts to stimulate the work in this direction. To make segmentation get off trial-and-

error status further studies and more efforts for segmentation evaluation are needed.



Chapter 5 Experil I Results and Di: i

5.1 Introduction

In the previous two chapters of this thesis, several existing segmentation techniques and

have been di and a new i for

and i ion have been The ility of the new

algorithm is demonstrated in this chapter. The next section shows some experimental
results of the combined algorithms and a brief summary of the results is discussed in the

last section.

5.2 Results

In order to i igate the of the i natural images and medical
images were used. All images have a resolution of 256*256 and up to 256 different grey
levels. For the time being, only a single pixel on each side of the edge is used for
calculating the edge strength to save computation time. The original images together with

their results are shown below.

Figure 5.1 shows a natural image (lenna256). An over-segmented image is produced by

using region-growing method, which is shown in figure 5.2. Figure 5.3 shows the
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candidate edges that come from the over-segmented image. The newly developed

algorithms have been applied on this image shown in figure 5.3.

Figure 5.1: Original image (lenna256)

In order to i gate the per of the ined algori some of the edge
criteria have been applied individually to the input image. Figure 5.4 shows an example
output for a threshold vaiue 16, when only the edge strength criterion is applied. It
preserves only the regions that are separated by a strong boundary from their neighboring
regions, that is, if the average intensity difference across the edge in the original image is
higher than the threshold then that edge is preserved. Otherwise that edge has been

removed from the output. Figure 5.5 shows another example output for edge strength for
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a threshold value 30. This shows that when the threshold value is changed from 16 to 30,
the output is changed, because the average intensity differences are less than this
threshold value. Similarly, figure 5.6 shows the example output when the edge
straightness criterion is applied. In this case, the threshold value was 17. When the
straightness criterion is applied alone, it preserves only the straight portion of the regions.
As a result, the example output of straightness preserves some regions that are not
significant in segmentation but straight. Figure 5.7 shows another example output for
edge straightness when threshold value 23 is applied. The effect of changing threshold in
this case is to lose some regions in the lips, nose, eyes and hat in lenna256, since these
regions are made by short straight lines. Other edge criteria can also be applied

individually.

Figure 5.2: Over-segmented image produced by region growing method
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Figure 5.3: Candidate edges from the segmented image of figure 5.2
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Figure 5.4: Example output of edge strength for threshold 16
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Figure 5.5: Example output of edge strength for threshold 30
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Figure 5.8: Example output of subtraction technique wher first weakest edge is removed

Figure 5.9: First weakest edge
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After combining all the edge criteria, the subtraction technique and the addition technique
were investigated. Figure 5.8 shows the example output of subtraction technique when the
first weakest edge from the picture is removed and figure 5.9 shows the first weakest edge
in the picture alone. This appears as a dot. Figure 5.10 shows the example output of
subtraction techniques for a threshold value 0.55. The weighting factors for edge strength,

edge strai edge and edge continuity are 0.32, 0.05, 2.5 and 0.1

respectively. In this output image there are some regions that have been preserved, but are
not significant in segmentation, such as the regions in her hair and her shoulder. Figure
5.11 shows another example output for subtraction technique for a threshold value 0.65.
The weighting factors remained same in this case. The weighting factors are set by visual
observation. Every time the weighting factors are set, the output is observed and
compared with the original image to check whether the segmented output is properly
segmented or not. If the output is not properly segmented, the weighting factors are
changed by repeated observations. Proper segmentation was not found in this case but it
was attempted to find an accurate segmentation. With the increment of threshold value,

some regions in the lips, cheek and some straight and strong regions are lost.

Figure 5.12 shows an example output of subtraction technique when the edge straightness
factor is changed to 0.1 where all other weighting factors and threshold remained same as
in figure 5.10. Figure 5.13 shows an example output of subtraction technique when edge
smoothness factor is changed to 4. It is observed that increasing the straightness factor

preserves some straight portions of the picture in the hat and shoulder of lenna256 that are



not significant and are not shown in figure 5.10. On the other hand, when the smoothness

factor increases, the output picture could not preserve some important regions in the lips,

Figure 5.10: Example output of subtraction technique for threshold 0.55

Figure 5.11: Example output of subtraction technique for threshold 0.65

70



Figure 5.12: Example output of subtraction technique when edge straightness factor is increased to 0.1
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Figure 5.13: Example output of subtraction technique when edge smoothness factor is increased to 4



hat and some strong regions in lenna256 but it lost some insignificant regions in the hair
as well. When the continuity factor is increased, it preserved the regions shown in figure
5.10 but it added some additional regions in the eyes, shoulder and hat. Figure 5.14 shows

the example output when the continuity factor increases to 0.45.

The above demonstrations show that the various edge criteria are independently
controllable and that their effect is in line with expectations. Similar results have been

observed on other images.

Figure 5.14: Example output of subtraction technique when edge continuity factor is increased to 0.45

The addition technique that starts from the strongest edge in the region is also applied to

the input image shown in figure 5.3. Figure 5.15 shows the first strongest edge (based on



the weighted combination of all criteria) among all edges in the picture shown in figure
5.3. After finding the first strongest edge, it grows out from both ends until a closed loop
or a boundary is reached as shown in figure 5.16. Figure 5.17 shows the example output

of the addition technique for a threshold value 2. The weighting factors for edge strength,

edge i edge and edge inuity are 0.35, 0.18, 2.25 and 0.1
respectively. This output image preserves all significant regions in segmentation though it
preserves a few regions that are not significant. When the threshold value is increased to
4, some strong regions are lost but some insignificant regions in the hat are added as

shown in figure 5.18.

Figure 5.15: Example output of first strongest edge



Figure 5.16: Example output of first strongest edge when it is grown from both
ends after addition technique
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Figure 5.17: Example output of addition technique for threshold 2
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Figure 5.18: Example output of addition technique for threshold 4

Figure 5.19: Example output for addition technique when edge straightness factor is increased t0 0.3
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Figure 5.20: Example output of addition technique when edge smoothness factor is increased to 4.5

)

Figure 5.21: Example output of addition technique when continuity factor is increased 10 0.3



Figure 5.19 shows the example output of the addition technique when the edge
straightness factor is increased to 0.3 keeping all other parameters same as in figure 5.17.
When the edge straightmess factor is increased to 0.3, some insignificant regions in the
eyes, hat and shoulder are added. With the increment of edge smoothness factor, some
important regions in the eyes and some strong edges are lost as shown in figure 5.20.
When the continuity factor is increased to 0.3, the output picture shown in figure 5.21

preserved some additional regions that are not meaningful in segmentation.

It is observed that different edge criteria add different regions in the output picture
according to their weighting factors. The weighting factors should be chosen carefully,

considering the importance of the various features for particular applications.

In order to evaluate the performance of the proposed segmentation techniques a
subjective measure, described in section 4.4, has been investigated. Figure 5.22 shows an
example output of segmented image with edges removed by a human. In this picture, only
fifty edges were removed by the human. Figure 5.23 shows another example output of
segmented image with more edges removed than that of figure 5.22, by the same subject.
Both images were produced by a single subject. A full method would involve controlled
subjective tests with several subjects but here the purpose was to prove the concept.
Therefore a single subject (the author) performed the boundary removals on two separate
occasions. The orderings from the two cases were then compared and found to be
consistent. In this method the subject provides ordinal values (first, second, third and so

on) and these are compared with the ordinal values yielded by the algorithm. To do this,



they were represented by cardinal values (1, 2, 3 and so on) in order to calculate

correlation.

1
Figure 5.22: Example output of segmented image produced by a human

Woes

Figure 5.23: Another example output of segmented image produced by a human
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Figure 5.24 shows the correlation graph between the edge goodness value (obtained
subjectively) and edge strength that was obtained objectively. The correlation coefficient

for this case is 0.41; that is, the edge strength is correlated with the subjective measure.

Edge goodness vs. edge strength

Edge goodness

Figure 5.24: Correlation graph - edge goodness vs. edge strength
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Figure 5.25: Correlation graph - edge goodness vs. edge straightness

Figure 5.25 shows the correlation graph between the subjective measure - edge goodness

and the objective measure edge straightness. The correlation coefficient for this case is
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0.07. Figure 5.26 and figure 5.27 show the correlation graphs between the subjective
measure edge goodness and objective values edge smoothness and edge continuity
respectively. In these cases, the correlation coefficients are 0.11 and 0.18. It is observed

that there is a little correlation between human method and the algorithms for edge

edge and edge ity. The human has selected the edges for
removal by visual observation. This selection procedure is dominated by edge strength
rather than considering all criteria with equal importance. That is why there is a little
correlation between human method and the algorithms for edge straightness, edge

smoothness and edge continuity.

‘ Edge goodness vs. edge smoothness

Edge goodness

> B >
) 06

Figure 5.26: Correlation graph - edge goodness vs. edge smoothness
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Figure 5.27: Correlation graph — edge goodness vs. edge continuity
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Figure 5.29: Candidate edges of figure 5.28



The proposed segmentation algorithms have also been applied to the same image
(lenna256) but less segmented than that shown in figure 5.2. Figure 5.28 shows this less

segmented image and figure 5.29 shows the candidate edges that come from it.

Some of the edge criteria are also applied individually to this image and their outputs
have also been observed. Figure 5.30 shows the example output when the edge criterion —
edge strength is applied alone with threshold value 20. Figure 5.31 shows the example
output for straightness alone. For this case, threshold value was 18. Output for edge
strength preserves the regions that are significant based on their intensities but output for
edge straightness preserves the straight portions of the picture though some of them are

not supposed to be present in the segmented image.

h

Figure 5.30: Example output for edge strength only for threshold 20
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Figure 5.31: Example output for straightness only for threshold 18

A
Figure 5.32: Example output of subtraction technique when the first
weakest edge is removed



After combining all edge criteria (edge strength, edge straightness, edge smoothness and
edge continuity) the subtraction technique is applied to this image. Figure 5.33 shows the
example output of the subtraction technique when the first weakest edge is removed from
the region and figure 5.9 shows the first weakest edge alone. It is seen that the first
weakest edge removed is the same for both input images (over segmented and less
segmented). Figure 5.33 shows the final output of subtraction technique for threshold

value 1.5. For this output image, the weighting factors for edge strength, edge

edge and edge inuity are 0.25, 0.8, 3.5 and 0.25

respectively.

/

Figure 5.33: Example output of subtraction technique with less segmented image

MR
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When the subtraction technique was applied to the more segmented image shown in
figure 5.3, it preserved the regions such as those in the hat and shoulder and some other

regions that are by i ies. These regions have significant

values for edge strength, edge strai edge and edge continuity. So,

after combining all these criteria, the combined edge strength became significant and
these regions were preserved. Similar regions were also preserved when the subtraction
technique was applied to the less segmented image shown in figure 5.29. But there are
some small regions in lenna256, like the regions in the eyes, nose and lips, that are

for ion. The ined edge strength for these regions do not offer

significant values. But when the subtraction technique was applied to this over-segmented
image in figure 5.3 it preserved these small but important regions. On the other hand,
when the subtraction technique was applied to a less segmented image shown in figure

5.29, it could not preserve the sitter’s (lenna256) eyes, nose and lips as preserved in figure

@4%@

o

Figure 5.34: Example output of addition technique with less segmented image

5.10.



Like the hy the addition ique has also been applied to the less

segmented image of figure 5.29. Figure 5.34 shows the example output of addition

technique for threshold 1.5 and the weighting factors are 0.2, 0.7, 3 and 0.25 respectively.

The segmented image shown in figure 5.29 produced by the proposed algorithms has
been evaluated. A subjective measure has also been used in this case. Figure 5.35, 5.36,
5.37 and 5.38 show correlation graphs between the subjective value obtained by a human
observer and objective values - edge strength, edge straightness, edge smoothness and
edge continuity respectively. The correlation coefficient for each of the above cases has
been calculated. The correlation coefficients are 0.35, 0.06, 0.18 and 0.17 respectively. It
is apparent that human method and the algorithm are correlated for edge strength

criterion. But there is a little correlation between human method and the algorithm for

edge edge and edge inuity. The reason for this little

correlation in this case is similar to that of an over-segmented image.

Edge goodness vs. edge strength

Figure 5.35: Correlation graph — edge goodness vs. edge strength
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Figure 5.38: Correlation graph — edge goodness vs. edge continuity



The proposed algorithms are also applied to a medical image (mri256). Figure 5.39 shows
the original image (mri256) and figure 5.40 shows the starting segmented image. The

candidate edges that from this segmented image are shown in figure 5.41

Figure 5.39: Original medical image (mri256)

Figure 5.40: Segmented image (mri256)



Figure 5.42: Example output of subtraction technique for weighting factors 0.25,
09,3 and 0.25 respectively



3
)7%}\1

Figure 5.43: Example output of subtraction technique for weighting factors 0.25, 0.6, 3
and 0.25 respectively

Figure 5.44: Example output of addition technique for weighting factors 0.2, 0.7, 3 and
0.25 respectively



Figure 5.45: Example output of addition technique for weighting factors 0.2.0.7.
S and 0.25 respectively

The combined algorithms have been applied to the image shown in figure 5.41. Figure
5.42 shows an example output of the subtraction technique for threshold 1.75 and the
weighting factors for edge strength, edge straightness, edge smoothness and edge

continuity were 0.25, 0.9, 3 and 0.25 respectively. When the edge straightness factor is

d to 0.6 and edge factor is increased to 4, the example output of the

removed some th regions from the picture as shown in
figure 5.43. Figure 5.44 shows an example output of addition technique for threshold 1.5.

The weighting factors for this output were 0.2, 0.7, 3 and 0.25. Figure 5.45 shows
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another example output of addition technique when the edge smoothness factor is

increased to 5 and all other parameters remained same as in figure 5.44.

5.3 Comparison with pure region-based scheme

The addition and subtraction algorithms start with an over-segmented image containing L
edges. The processing of each algorithm produces an image with N edges, where L is
greater than N. On the other hand, it is possible to generate an output image with N edges
using region-based segmentation alone. The key question is, does the proposed algorithm
generate a better, more useful and more reliable segmentation than that obtained using
region-based segmentation alone. To answer this question, several output images that

have been obtained by region growing and by the new algorithm are discussed below.

Figure 5.46 shows a segmented image produced by region-based segmentation. The
candidate edges that come from this segmented image are shown in figure 5.47. The
number of edges in this image is 275. When the addition and the subtraction techniques
are applied to an over-segmented image (with 856 edges) shown in figure 5.3, the
resulting outputs preserve 275 edges shown in figure 5.48 and 5.49. The output of the
region-based method removes some insignificant regions and preserves 275 edges, but it
could not remove some structurally unimportant regions in the eyes, shoulder and hat of
lenna256. On the other hand, the output of the addition technique preserves some

structurally important regions and removes insignificant regions though it preserves a few



insignificant regions, like the region in her forehead and loses a few strong boundaries.

The output of subtraction technique removes most of the insignificant regions and

Figure 5.47: 275 candidate edges that come from figure 5.46



Figure 5.48: Example output of addition technique with 275 edges (from 856 edges)

\

Figure 5.49: Example output of subtraction technique with 275 edges (from 856 edges)



Figure 5.50: Example output of addition technique with 275 edges (from 423 edges)

|
!

Figure 5.51: Example output of subtraction technique with 275 edges (from 423 edges)
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preserves all structurally significant regions though it preserves a few unimportant

regions, like the regions in the forehead and shoulder.

To justify the acceptance of this algorithm, the addition and the subtraction techniques are
also applied to a less segmented version of the same image, which is shown in figure
5.29. The number of edges in this image is 423. Figure 5.50 shows an example output
when the addition technique is applied to figure 5.29. This output image contains 275
edges. Figure 5.51 shows the example output with 275 edges when the subtraction
technique is applied to figure 5.29. The output of the addition technique preserves
structurally significant regions and removes unimportant regions, though it preserves
some unimportant regions in her hat and shoulder. Similarly, the output of the subtraction
technique preserves most significant regions. It also preserves some insignificant regions

and boundaries.

The proposed algorithm starts with an over-segmented image where the region growing
method ends. The number of segments in the picture can be changed by setting different
threshold values in the region growing method. The results demonstrated in this section
and in the previous section show that the proposed algorithm produces better resuits
starting with an over-segmented image containing 856 edges. These 856 edges are

produced by region growing method for a threshold value 15.

It is observed that though it is possible to produce an output image with a certain number

of edges using region-based segmentation only, this does not preserve all significant



regions and remove unimportant regions. On the other hand, the proposed algorithm can

achieve this goal as the above demonstrations show.

5.4 Discussion

To investigate the performance of the proposed algorithms, natural images and medical

images are used. The proposed i - ion and addition iques — have
been applied to an over-segmented image first and then applied to a less segmented
version of the same image. When the subtraction technique is applied to an over-
segmented image, it removes some regions from the image that are not separated by
meaningful boundaries and preserves some regions that are important for segmentation
such as the regions in the eyes, nose and lips in lenna256. It also preserves a few non-
structural regions like the regions in her forehead and hair. But when the subtraction
technique is applied to a less segmented version of the same image, it does not preserve
some important regions such as eyes, nose and lips while it preserves some insignificant
regions. So, it is observed from the above results that the subtraction technique produces
better segmentation for natural and medical images when it is applied to an over-

segmented version of that image.

Like the i ique, the addition ique is also applied to the over-

segmented and a less segmented version of the same image. In the over-segmented image

it preserved all significant regions though it preserved a few regions that are not important



like the shoulder and forehead artifactual regions. But in a less segmented version of the
same image, though the addition technique preserved these insignificant regions, it could

not preserve some meaningful regions such as the eyes, nose and lips.

Different correlation coefficients are obtained for an over-segmented and less segmented

version of the same image. For an image, the i i for

edge strength, edge i edge and edge inuity are 0.41, 0.07,
0.12 and 0.18 whereas, for a less segmented image these are 0.35, 0.06, 0.11 and 0.17

. The i ient for edge strength is higher for an over-segmented

image than a less segmented version of the same image. This shows that human method is
correlated with the algorithm for edge strength criterion. On the other hand, the

correlation cocfficients of edge strai edge and edge continuity for the

over-segmented image are higher than for the less segmented image, but are all very
small. From the results shown above, it is apparent that the proposed algorithms produce

better results from an over-segmented image and when the algorithms are applied to an

and a less image, they stop with a comparable number of
edges left after processing. Different edge criteria — edge strength, edge straightness, edge
smoothness and edge continuity are used in the proposed algorithms. The above
calculated correlation coefficients show that edge strength is the only criterion that is
correlated with the subjective measure. Other edge criteria have very little correlation.
But there is a limitation to this subjective measure, since it is related to the involvement

of visual perception. In fact, the quality measurements are defined in terms of their

with human Two problems arise here. First, the results heavily



rely on the judgement of a particular observer and it may vary from one observer to
another. Second, although such a procedure may be acceptable for certain image
processing tasks such as image enhancement, it is not suitable for an automatic image

analysis where the objective judgement is mandatory. Subjective human judgement

frequently differs from objective computer Finally, i results

are important in order to illustrate the i of proposed ion methods.



Chapter 6 Conclusions and further improvements

This thesis reviews and izes some existing to image ion. So

far, image i i are icati Selection of an appropriate
segmentation technique largely depends on the type of images and application areas.
Semantic and a priori information about the type of images are critical to the solution of

the segmentation problem.

A new image segmentation method based on region-growing has been presented in this
thesis. The region-growing method provides unambiguous segmentation but often divides
regions that are not clearly separated by a strong boundary. The goal of this thesis was to
produce a better segmentation using region-growing methods. For this purpose, an
attempt has been made to include more information about an edge. Different edge criteria

— edge strength, edge i edge and edge inuity have been used.

The combined algorithm aimed to eliminate the regions that are not clearly separated by a
meaningful boundary in the segmented image. The proposed algorithms acted better on
an over-segmented image than an under segmented image. The addition and the

produced better ion on an image though

a few small curly regions produced by less significant regions were not eliminated. But
both techniques could not preserve some significant regions and produced some

insignificant regions when applied to an under segmented image.



Several existing i ion and i methods have also been

reviewed in this thesis and a new segmentation evaluation method has been presented. A

subjective evaluation method has been demonstrated and a correlation was found between

jective j and the i Since the quality

measurements were defined in terms of their ion with human . the
results heavily rely on the judgement of a particular observer. Such a procedure may be
acceptable for certain image processing tasks such as image enhancement, but it is not

suitable for automatic image analysis where the objective judgement is mandatory.

Various improvements can be made with this algorithm. In the binary tree method
(described in chapter 3), every time at one end of the seed, the strongest tree is found and
added to the seed. Before comparing the trees at one end, the straightness, smoothness
and continuity criteria of each tree can be checked again before adding to the strength.

This can eliminate adding small curly regions to the seed.
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