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Abstract

An experimental study was performed to investigate the influence of freestream
wrbulence with coherent vortical structures on stagnation region heat transfer. A heat
wransfer model with a cylindrical leading edge was tested in a low speed wind tanel at
Reynolds numbers ranging from 67,750 to 142.250 based on leading edge diameter of the
model. Grids of parallel rods with diameters 2.86 cm, 1.59 cm and 0.95 cm were used to
‘generate the freestream turbulence with well-defined primary vortex lines. The grids were
placed at several locations upstream of the heat transfer model in orientations where the
rods were perpendicular and parallel to the stagnation line. Hot-wire anemometry was
used to measure the turbulence characteristics of the freestream twrbulence. The
freestream turbulence was characterized using the turbulence intensity. integral length
scale. lateral velocity and vorticity fluctuating component. The turbulence intensity and
the ratio of integral length scale to leading edge diameter were in the range of 3.93 to
11.78% and 0.07 to 0.7, respectively. Characteristics of coherent vortical structures
downstream of the grids were examined by analyzing the isotropy of turbulence, lateral
velocity and vorticity fluctuating components and the wavelet energy spectra of the
lateral fluctuating velocity components downstream of the turbulence grids. Heat transfer
coefficients were estimated by measuring the temperature distribution and the heat flux
‘The grids with rods perpendicular to the stagnation line, where the primary vortical
structures are expected to be perpendicular to the stagnation line, result in higher heat

transfer than those with rods parallel to the stagnation line. The difference between the



two grid orientations was more pronounced for the bigger rod-grids. The measured heat
transfer data and freestream turbulence characteristics were compared with existing
correlation models. An attempt to predict the heat transfer augmentation at the stagnation
line due to the turbulence with coherent vortical structures using a neural network was
made. A new correlation for the stagnation line heat transfer. which includes the

spanwise fluctuating vorticity components, has been developed.
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Chapter |
Introduction

1.1 Importance of Stagnation Region Heat Transfer

Stagnation region heat transfer in the presence of freestream trbulence is
important in a number of common engineering applications. For example, in heat transfer
devices such as boilers and twbular heat exchangers, the cross-flow over the tubes results

in a stagnation region. Heat transfer in the stagnation region is si

cantly augmented

when becor irbul in heat transfer depends on the
flow characteristics, physical properties of the fluid, shape, size and surface roughness of

the stagnation region. Stagnation region heat transfer is probably the most critical in the

blunt leading ed ‘gas turbi ‘where the

gases often exceeds the allowable temperature limit of the blade materials. As a ten
percent increase in the twrbine inlet temperature from the current level of 1950 K can
result in an approximate 40% increase in specific power output, in kW/kg/s, of a gas
turbine (Lakshminarayana, 1996). modem gas turbine engines tend to use increasingly
higher turbine inlet temperatures. Turbine inlet temperatures are, however, limited by the
allowable turbine blade metal temperature. While newer blade materials such as ceramic
composites and ceramic coatings are under development, the usual practice to achieve
higher inlet temperatures is through trbine blade cooling. The cooling is usually
accomplished by bleeding air from the compressor outlet and directing it through cooling
channels on the blade (Figure 1.1). The effectiveness of the cooling technique is



important since a smaller cooling airflow requirement would lead to a higher overall
efficiency of the turbine. A great deal of research on improving both blade cooling
systems and allowable metal temperatures has been performed over the last few decades

(Hannis and Smith, 1982 LeGrives, 1986). Significant improvements in blade cooling

hniques have produced greater i in turbine inlet development
of better materal technology (see Figure 1.2). While modern gas turbines operate at

trbine inlet temperatures of about 1500 °C. advanced blade cooling techniques keep the

blade allowable metal sbout 950 °C

(Bathie, 1996; Lakshminarayana, 1996; Sato et al., 1997; Duffy et al., 1997). As the exit

e 2 mode be greater than 2000 °C. there
is still significant potential to increase turbine inlet temperatures by further improving

blade cooling techniques and allowable metal temperatures.

Figure 1.1 Wustration of Turbine Blade Cooling (Bathie, 1996)

Accurate prediction of turbine blade heat transfer (ie. heat transfer from

combustion gases

essential ing system designs.



A complete understanding of turbine blade heat transfer. however, may be difficul. since

gas turbine flows are complex with high trbulence, strong secondary flows, rotational

effects, airfoil row interaction (rotor/stator and stator/rotor), local flow separation and

shock-boundary layer interactions (Blair et al., 1989). The predicti

ns of heat transfer to

the first stage blades and vanes of a newly desig can be in error by a factor
of two or three under certain engine conditions (Maciejewski and Moffat, 1992; Larsson.
1997). However. a fundamental understanding of the isolated influence of each of the
above effects on heat transfer would allow them t0 be incorporated more effectively into

cooling system designs.
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Figure 1.2 Variation of Turbine inlet Temperature over Recent Years (Adopted from
Copyright ® Rolls Royce, pic.)



‘The stagnation region is of interest because heat transfer is usually a maximum at
the blunt leading edge of the airfoils (see Figure 1.3). The physics of stagnation region
heat transfer in the presence of freestream turbulence is still poorly understood despite

the number of empirical correlations that have been developed.

&
’
F
e T
s
Figure 1.3 Heat 19%6)

1.2 Influence of Freestream Vorticity and Vortical Structures

Turbulence is characterized by fluctuating vorticity. and in a sense, vorticity can
be viewed as the underlying characteristic of turbulence (Tennekes and Lumley, 1972).
Heat transfer augmentation in the stagnation region is hypothesized 1o be caused by

vorticity amplification (Sutera et al.

1963; Sutera, 1965; Morkovin, 1979). If a vortical
filament, which is normal to the stagnation line and freesiream flow direction. is
considered, the filament is stretched and tilted-as it is advected into the stagnation region
due to divergence and acceleration around the blufF body (see Figure 1.4). This stretching
causes the voricity to be intensified through conservation of angular momentum. The

vortical filament with intensified vorticity interacts with the boundary layer and induces



velocity gradients in the spanwise direction parallel to the stagnation line. The three-
dimensional velocity gradients enhance the transport mechanism within the boundary
layer resulting in higher heat transfer. On the other hand. a vortical filament which is
parallel to the stagnation line is not stretched, due to no apparent velocity divergence in
this direction. as it approaches the stagnation region. Prior experimental and numerical
studies (Sutera et al, 1963; Sutera, 1965; Kestin and Wood.1971; VanFossen and
Simoneau, 1987; Rigby and VanFossen, 1991) show that this intensification of vorticity
causes heat transfer to increase while the boundary layer remains laminar. A complete

b

por ind heat in turbulent flows has
not been achieved, however, it is well established that the coherent vortical structures in a
turbulent flow play an important role in momentum transport and heat transfer.
Manipulation of these vortcal strucures could result in a change in heat transfer

(Jacobson and Reynolds, 1993; Ho and Tai, 1996; Kasagi and lida, 1999)

Sucamlines

Stagnation line
Vorical lament

Figure 1.

Acceleration around Leading Edge



Several anempts have been made to understand the relationship between
freestream rbulence and stagnation region heat transfer by studying the isolated effect
of twrbulent intensity, Reynolds number, unsteady wake, stagnation point velocity
‘gradient and integral length scale (Smith and Kuethe, 1966; Kestin and Wood. 1971:
Lowery and Vachon. 1975; O' Bri

and VanFossen, 1985; Mehendale et al., 1991: Han
et al., 1993; Zhang and Han, 1994; VanFossen et al., 1995; Ahmaed and Yovanovich.
1997; Du et al,, 1997). The study of the effect of freestream vorticity on the stagnation
region heat transfer is, however, very limited, and no considerable efforts to include the
information on vortical structures in the mathematical models have been done. If the heat
transfer mechanism in gas turbine blades is considered, it is rational 10 study the effect of

freestream vortical structures and vort

on the stagnation region heat transfer as the
turbulence at turbine inlet is expected to be highly anisotropic (Johnston. 1974) and well

laced with coherent vortical structures (Lakshminarayana, 1996).

1.3 Objectives of the Study

Describing a turbulent flow without reference to the vorticity field and vortical

structures is unli provi i the turbulence. A knowledge of the
effect of freestream vorticity and vortical structures on stagnation region heat transfer
should lead to a beter understanding of the physical mechanism of the heat transfer. The
‘goal of the current study is, therefore. to investigate the influence of freestream vorticity
and vortical structures o the stagnation region heat transfer. The specific objectives of

the study are:



@

[0}

(iii)

To generate turbulence with different vor

| structures (one with primary
vortices susceptible to stretching and another with primary vortices not
susceptible to stretching as they approach the stagnation region):

To quanify the freestream turbulence by measuring the fluctuating velocity
componens. integral length scale and the vorticity field and to analyze the
characteristics of vorical structures;

To quanify the heat transfer enhancement in the stagnation region by the two

different turbulent flows in (i);

(iv)  To examine the nature of heat transfer augmentation over the stagnation region by
different freestream coherent vortical structures;

() To investigate the difference in stagnation region heat transfer due to freestream
turbulence with distinct vortical structures and that due o turbulence generated
using square mesh grids; and

(i) To examine the relationship between the characteristics of the freestream
turbulence, including information peraining to the vortical structures and the
vorticity field, and stagnation region heat transfer

1.4 Rationale of the Study

By including the vortical structures and vorticity field to characterize the

freestream turbulence, this study should provide a better understanding of the stagnation

region heat transfer. To the author's knowledge, this is the first study that would

incorporate freestream vortical structures and vorticity when formulating models for the



heat transfer. The conjecture that vorticity amplification in the stagnation region plays an
imponant role had not been experimentally proven, and this study should produce
quantitative experimental information on the relation between the freestream vorticity

and stagn

heat transfer. Most previous studies have focused on the effect of isotropic
turbulence generated by square mesh grids on heat transfer augmentation. The influence
of freestream turbulence with different vortical structures, i.¢. turbulence with a specific
direction of vorticity. should be useful in many engineering applications. Empirical
models based on a more complete description of the freestream turbulence should not
only lead to more reliable estimates of heat transfer augmentation, but also provide

further insight into the physical mechanism of stagnation region heat transfer.

1.5 Methodology
‘The experimental study included two major parts: i) to generate and quantify the
characteristics of freestream turbulence with distinct coherent vorical structures: and (i)

to measure the heat transf

the stagnation region

() Turbulence Generation and Measurements
The experiments were performed in a low speed wind tunnel, and passive
turbulence grids with parallel rods were used to generate the freestream turbulence with

well-defined vortex lines. istics of trbulence were hot wire

‘anemometry. A hot wire vorticity probe designed and built in-house was used for the

Vorticity measurements. The Reynolds number, velocity fluctuations, integral length scale



and spanwise fluctuating verticity components were used to characterize the freestream
turbulence. The vortical structures were investigated using the wavelet transform
technique.

(ii) Heat Transfer Measurement in the Stagnation Region

The stagnation region was simulated using a heat transfer model with a cylindrical
leading edge. The cylindrical leading edge had a heated metal surface with a uniform heat
flux. A number of thermocouples were embedded on the leading edge to measure surface

temperatures in order to estimate the heat transfer in the stagnation region



Chapter Il

Literature Review

2.1 Heat Transfer in the Stagnation Region

Accurate prediction of stagnation region heat transfer in the presence of
freestream wrbulence is important in a number of engineering applications. The influence
of twrbulence intensity, integral length scale, Reynolds number, surface roughness,
pressure gradient and body shape on stagnation region heat transfer has been investigated
by several researchers using a variety of experimental and numerical techniques. In most
cases. the augmentation of heat transfer with a specific parameter is presented. and
models which correlate certain characteristics of freestream turbulence with stagnation
region heat transfer have been formulated. Despite the extensive amount of research, a
complete understanding of the heat transfer process has not yet been obtained. This is

primari

because of the complex manner in which a large number of parameters affect
the heat transfer process.

Heat transfer between the freestream and the surface depends to a large extent on
the nature of the boundary layer at the surface. The boundary layer. in twrm, depends on
several parameters such as Reynolds number, freestream turbulence intensity. pressure
gradient, surface roughness, etc. For the same temperature difference between the
freestream and the surface, a thinner boundary layer leads to higher heat transfer rate due
10 a greater temperature gradient across the thermal boundary layer. Heat transfer

increases substantially when the laminar boundary layer becomes turbulent, because the



momentum transfer and heat transfer are closely coupled. However, the physical
mechanism of heat transfer at the leading edge is quite unique, because heat transfer is
significantly augmented by freestream turbulence while the boundary layer is believed to

remain laminar

in this region. Furthermore, heat transfer unsteadiness, defined as the
atio of the rms to mean heat transfer rate, is  maximum at the stagnation point (Ching
and O'Brien. 1991). Although a complete understanding of the transport mechanisms of

‘momentum and heat in turbulent flows has not been achieved.

is well established that
the coherent vortical structures in a turbulent flow play an important role in momentum
and heat transfer. A knowledge of the nature of heat transfer augmentation in the
stagnation region due to the freestream turbulence with well defined vortical structures
should. therefore. lead to better understanding of the physics in this region
Characteristics of stagnation region heat transfer are reviewed from related previous
studies and briefly presented. followed by a review of the studies on trbulence with
coherent vortical structures. The existing empirical correlation models and predictions by

‘computational methods are also examined and summarized in this section.

2.1.1 Effects of Turbulence Parameters

For a laminar freestream. heat transfer in the stagnation region can be estimated if
the pressure distribution is known (Frossling, 1958). However, when the freestream is
turbulent, accurate prediction of heat transfer becomes very difficult. Several studies
suggest that the thermal boundary layer is more sensitive to freestream turbulence than

the hydrodynamic boundary layer.



() Reynolds Number

‘The boundary layer thickness around a bluff body decreases as the Reo increases.
resulting in an increase in heat wansfer. This effect can be seen clearly in the
experimental data of Achenbach (1975). Heat wansfer data on a circular cylinder with a
freestream twrbulence intensity less than 0.5 percent over a wide range of Reynolds
numbers are shown in Figure 2.1 and illustrate the boundary layer effects such as
separation and transition on the heat transfer. In the Reynolds number range 3x10° to

4x10°, the flow passes through four distinct flow regimes. The first flow regime. which

extends over the Reynolds number range up to 3x10°, is characterized by a laminar flow
separation about 80° from the stagnation line. This is reflected in the heat transfer
distribution where downstream of the separation point there is a continuous increase in
heat transfer due to the increased transverse exchange of fluid in the separated flow
region. Flow in the second regime is marked by separation of the boundary layer on the
ear surface of the cylinder and subsequent formation of a separation bubble. The flow
reattaches as a turbulent boundary layer with a corresponding marked increase in the heat
transfer and finally separates again further downstream. Two experimental curves are
presented for the critical flow range. at Rep=3.1x10° and 4x10° o illustrate the effect of
Reynolds number on the heat ransfer peak due to the reattached boundary layer. The
third flow regime is distinguished from the second one by the fact that the transition from
laminar to turbulent is direct without the occurrence of a separation bubble. No
discemnible difference in the local heat transfer distribution is observed between the

critical and supercritical flow states. For Rep=1.9x10° the transition to turbulence occurs



on the front surface of the cylinder indicating that the fourth flow regime has been
established. The heat transfer distributions for Reo=28x10° and 4x10° show the rapid
shift of the transition point towards the front stagnation point with increasing Reynolds
number.

‘When the Reynolds number increases by 29 percent, from 3.1x10° 10 4x10". heat
transfer in the siagnation region increases by 13.6 percent. It should be noted that

L Fr=NulJRe, i P i the

cylinder in Figure 2.1. The use of Fr collapses the heat transfer distribution to a single

curve in the stagnation region at all Rep since Nu varies linearly with yRe

0(Degroe)

Figure 2.1 Heat Transfer aroun

Cylinder in Crossflow (Achenbach, 1975)



(i) Turbulence Intensity

For a given Reynolds number, heat transfer in the stagnation region increases
significantly with freestream turbulence intensity. Kestin (1966) determined that a
relatively small turbulence intensity of about 5 percent increased the average heat transfer
from a heated circular cylinder by about 50 percent. For a given turbulence intensity. the
enhancement of heat transfer due to turbulence over the laminar level was found to

remain almost constant in the laminar boundary layer region as shown in Figure 2.2

/

(Lowery and Vachon, 1975)

In a study of heat transfer on a turbine airfoil, Yeh et al., (1993) determined that

heat transfer in the stagnation region increased by about 60 percent when turbulence



intensity was increased from 1.8 to 5.9 percent for Re=7x10¢ (based on the cascade inlet
velocity and blade chord length). Freestream turbulence was found to promote earlier and

broader boundary layer transition on the blade and increase the heat transfer in the

stagnation region. The same phenomenon was observed in similar experiments at
moderate Reynolds numbers in the range 1x10° to 3x10° (Zhang and Han. 1994:
Mehandale et al., 1991; Zhang and Han, 1995; VanFossen et al., 1995; Du et al.. 1997).
(i) Integral Length Scale

The integral length scale describes the average eddy size associated with the
turbulence. The size of turbulent eddies has considerable influence on the stagnation
region heat transfer as the augmentation is believed to be caused by vortcity
amplification (see Figure 1.4). Turbulent eddies that are very large relative to the size of
the bluff body are not stretched and, thus, act only as mean flow variations. Eddies that

are very small (approaching Kolmogorov scales) are destroyed by viscous

before they can interact with the boundary layer. This leads to the hypothesis that
somewhere between these two extremes there must be an optimum eddy size that causes
the highest heat transfer augmentation.

Yardi and Sukhatme (1978) found a systematic influence of the integral length
scale on the stagnation region heat transfer by using a circular cylinder in crossflow. In
their study, urbulence intensities were varied from 1 to 7 percent while the ratio of
integral length scale to cylinder diameter ratio was varied from 0.03 to 0.38. They found

an increasing heat transfer with decreasing length scale and claimed that the optimum

length scale was ten times the boundary layer

ickness. VanFossen et al. (1995) used



different trbulence grids and models to vary the ratio of integral length scale to leading
edge diameter from 0.05 10 0.30. There was an increase in stagnation region heat transfer
with decreasing length scale but no optimum length scale was found. Wang et al. (1999)
studied the effect of high freestream turbulence with large length scale on heat and mass
transfer on a turbine blade which had an effective cylindrical leading edge diameter of 9
mm. n the laminar boundary layer region around the leading edge, lower heat transfer

rates were found for the highest freestream turbulence level wit

large length scale
(turbulence intensity of 18% and integral length scale of about 8 cm) than for the
moderate turbulence levels with relatively small scales (turbulence intensity of 8.5 % and
integral length scale of about 2.6 cm).

(iv) Unsteady Wake

‘The unsteady wake from the upstream airfoil also influences the stagnation region
heat transfer. Han et al. (1993) simulated passing wakes using a rotating spoked wheel
‘and determined that a higher wake Strouhal number (S= 2rNd/60U, where N is the rod
rotational speed in rpm. d is the rod diameter. 1 is the number of rods, and U is the main
stream flow velocity at the cascade inlet) greatly enhanced the time-averaged heat
transfer coefficient over the stagnation region (Figure 2.3).

Zhang and Han (1995) studied the combined effect of freestream twrbulence and
unsteady wake on heat transfer from a turbine blade. They defined the mean turbulence
intensity as the turbulence level of the combined freestream turbulence and unsteady
wake flow. The mean turbulence intensity, regardiess of whether it was caused by the

unsteady wake or the turbulence generating grid or a combination of both, was an



important parameter on the heat transfer rate. A higher Strouhal number also induces
earlier and broader boundary layer transition (Han et al., 1993; Zhang and Han. 1995; Du

etal. 1997)

1600

hCrk

ure surface  X/C

1993)

(¥) Vortical Structures and Vorticity

Voricity amplification is believed to be an important physical mechanism for
heat transfer augmentation in the stagnation region. Although the interaction between a
turbulent freestream and the laminar boundary layer in the stagnation region is still not

fully understood, amplified vorticity fluctuations seem to excite and induce substantial



three-dimensional effects in the boundary layer. thereby enhancing the heat transfer.
Furthermore, different coherent vortical structures of freestream turbulence interact
differently with the laminar boundary layer resulting in dissimilar heat transfer
augmentation.

Sutera et al. (1963, 1964) presented a mathematical model for the interaction of

vorti

y ing flow with the two-di sgnation-point boundary layer.
‘The physical situation considered was that of a steady flow, with a sinusoidal variation of
velocity superimposed in the normal direction, into a plane stagnation point as shown in
Figure 2.4. Vorticity with this orientation is susceptible to stretching in the stagnation-
point flow. The equations of vorticity and energy transport were solved o determine the

effect of the added vorticity. Their calculations revealed that the thermal boundary layer

was much it vorticity than the boundary layer.
‘The theory also predicted the existence of a neutral scale, which is about 2.6 times the

Hiemenz boundary layer thickness, where amplification by stretching is

actly balanced
by viscous dissipation. Only vorticity of larger scale would experience net amplification
‘while smaller scale vorticity would be attenuated.

Rigby and VanFossen (1991) investigated the effect of a similar spanwise

ssoidal variation in velocity on a cylindrical leading edge of a semi-infinite flat plate.
‘They hypothesized that a minimum level of vortiity must be supplied to the leading edge
for a vortex to form. It was found that the introduction of a spanwise variation into the
freestream always caused an increase in the spanwise averaged heat transfer coefficient.

‘The percentage increase in the heat transfer coefficient was found to be substantially



‘greater than the freestream disturbance expressed as a percentage of freestream velocity.
For example. a 0.04 disturbance with a wavelength of 0.4 times the leading edge radius
located 9 radii upstream of the leading edge resulted in an increase in heat transfer

coefficient of 18 percent above the two-dimensional case.

(Sutera etal, 1963)

VanFossen and Simoneau (1985) employed a combination of flow visualization
using the smoke-wire technique and thermal visualization using liquid crystals to
demonstrate the relation between vortex pairs and the spanwise heat transfer distribution.
An armay of parallel wires was installed upstream of the model leading edge to generate

vortex pairs. The simultaneous flow and thermal visualization showed that the regions of



highest heat the vortex ho in Figure 2.5

In this region. the induced velocity from adjacent vortex pairs is directed towards the

eylinder surface
g
H
2
H
H
H
H
ToRCTon
Figy Vortex P Transter




Van Fossen et al. (1995) used five different turbulence generating grids (four
were square mesh, biplane grids made from square bars and the fifth grid was an array of
fine parallel wires perpendicular to the model spanwise direction) in an attempt to
correlate turbulence parameters and stagnation region heat transfer. The correlation
developed by the study fit the data of the four square mesh grids, but under-predicted the
heat transfer augmentation caused by the grid of parallel wires. It was concluded that the
augmentation was also a function of the isotropy of the turbulent flow field as the

wrbulence generated by parallel wires had vortex lines domi

ing in one direction in
comparison with grids of square mesh. The results indicate that twrbulence with the
majority of its vortcity oriented normal to the freestream and normal to the axis of the
leading edge could have better interaction with the boundary layer to increase the heat

transfer rate.

2.1.2 Empirical and Semi-Theoretical Correlation Models
Several empirical and semi-theoretical correlation models have been developed 1o

predict stagnation region heat transfer in the presence of freestream turbulence.

increasing knowledge of turbulence and the physical mechanism of stagnation region
heat transfer, the existing models need to be modified for more accurate prediction of
heat transfer enhancement due to freestream turbulence. Heat transfer at the stagnation

line is usually correlated

Reynolds number, freestream turbulence intensity and

integral length scale. Since characterizing turbulence with these three parameters seems



10 be insufficient, the current correlation models are found to be experiment specific. not
performing well with data from other researchers.

Frossling (1958) obtained a semi-theoretical solution for heat transfer in the
stagnation region of a cylinder for a laminar freestream. The solution is valid in the
laminar boundary layer region up to the separation point. Using an experimentally

determined velocity distribution given by

o @n

_1s14a
2

Frossling obtained a solution for Nu/[Re, . the Frossling number, as a function of the

angular position from the stagnation point

22

Smith and Kuethe (1966) suggested a semi-empirical theory for the augmentation

of heat transfer at the stagnation point of a circular cylinder. By assuming the eddy
viscosity to be proportional to the freestream turbulence and to the distance from the
‘wall, they solved the two dimensional boundary layer equations to obtain an approximate
linear relation between Nu/ |[Re, and Tuu[Re, . Experimental data for TuyRe, <20
agreed satisfactorily with the theory, but deviated significantly at higher values of
TuyfRe, . The data also indicated an additional Reynolds number effect, especially at

low values which they expressed as:



= f(Rey) @3

TuyRe,

J(Rey) = 0.0277[1 - exp(-29 x 10 Re, )] @3b)

1t must also be noted that at Tir=0, the theory predicted N |/Re, =1.00 rather
than Frossling’s value of 0.945. Equation 2.3 implies a linear relation between the
stagnation point Fr and the freestream turbulence level for a constant Reynolds number.
However, experimental data from later studies showed that Fr was not a linear function
of wrbulent intensity at higher turbulence intensities. The incorrect assumption of a linear

relation could be due to the limited range of 7u, up to 6 percent, considered by Smith and
Kuethe.

Kestin and Wood (1971) and Lowery and Vachon (1975) also used the parameter
TuyRe, 1o comelate the stagnation line heat transfer data. Kestin and Wood obtained a
comelation for the Frossling number at the stagnation point in the range 0< 7uyRe,

<40 by forcing the curve to pass through Niv. (Re, =0.945 at TufRe, =0

Nu

o 0945+ “’1.

TuyRe, } @4
100 }

Lowery and Vachon (1975) extended the range of Tuy/Re, to 64 and did not

force their curve to pass through the F=0.945 for Tir=0, They found that the maximum



deviation of any data point from their curve was 10.5 percent and that 87 percent of the

data points were within 6.1 percent of the curve. Their correlation is given by.

Mo am~z.6z4{n'7‘m"]43,a7 TugRey | 29
0|2 |

Lowery and Vachon concluded that disagreement between Equations 2.4 and 2.5
could be due to the difference in the test range of Reynolds number. The correlation of
Equation 2.4 significantly over-predicts Nu when Tuu\/Re, becomes greater than 20.
Daniels and Schultz (1982) found that heat ransfer at the leading edge of a trbine blade:
was within 10% of the value predicted by Equation 2.5. However, experimental data from
other studies show that Equation 2.5 is only valid for 7uy/Re, from O to 40, but under-
predicts Nu when Tuy/Re, becomes greater than 40.

VanFossen et al. (1995) developed a correlation model for the stagnation point

heat transfer by incorporating the integral length scale in addition to Reynolds number

and turbulence intensity:

.008/ Tu Re,,™ @9

=

Cis

Yeh et al. (1993) proposed a comelation model for the heat transfer at the

stagnation point of a gas turbine blade based on the parameter developed by VanFossen



et al. (1995). They modified the correlation model by changing the constants and

exponents in order to best fit thei data. ion is given b

—== = 0.00732/Tu Re,*" r%)"‘/" 0945 @n

Dullenkopf and Mayle (1995) also proposed a correlation model (Eq. 28) in

which they calculated the effective turbulence level based on the turbulence intensity and

integral length scale of the freestream. The heat transfer Nusselt number was then given

asa Prandtl number i level

Nu, Prt" = 0571+ 0.01Tu, @8

where

Tu,i

Tuy = et
(1+0,0042,7)

Na,

o = Nuy I Ja Re,

a, is a constant which may vary from 2.4 to 4 depending on the strain rate of
freestream approaching the leading edge.

‘The above models are found to be experiment specific to varying degrees. Whi

one can correlate data from the same experiment to a satisfactory level of accuracy. there

are significant discrepancies when compared with other experimental data (see Figure



2.6). Wang et al. (1999) also showed that current correlation models did not fit well for

turbulence with extremely large scales i.e. 4 D of about one.

‘Smith and Kuethe (1968)
Lowery and Vachon (1975)

Furthermore, previous attempts to formulate correlation models are based on
isotropic turbulence generated by mesh grids. These models under-predict the stagnation
line heat transfer for freestream turbulence with vortex lines in specific orientation
(VanFossen et al., 1995). Therefore, the parameters used in current models are found to
be insufficient to characterize the freestream turbulence. Vortical structure and vorticity
characteristics are believed to play important foles in stagnation region heat transfer, and
inclusion of these parameters in correlation models should lead to more robust and
reliable models.



2.1.3 Predictions by Computational Methods

Computational techniques have been increasingly employed 1o estimate heat
transfer on a blufF body in an extemal flow. There have been several numerical studies on
gas wrbine blade heat transfer using both Direct Numerical Simulations (DNS) and
wrbulence modeling. Since DNS s stll a research tool and the Reynolds numbers
handled by DNS are well below that of most applications (Kasagi and lida, 1999), this
section only reviews computational methods which use turbulence modeling. In most
carly anempts, heat transfer was estimated using a boundary layer analysis, where the
flow field outside the boundary layer is approximated from inviscid codes and the
momentum and energy equations are solved for the boundary layer. However. the
inability to calculate heat transfer beyond the separation point prevented the boundary
layer equation techniques from being widely used. For the case of stagnation region heat
transfer, the boundary layer analysis cannot predict heat transfer at the leading edge well
due 1o poor grid resolution in the very thin boundary layer at the leading edge. In
addition, the heat transfer prediction in the leading edge region with boundary layer
analyses may be in error, because of the necessity of modeling freestream turbulence

(Boyle, 1991). Altenatively. the heat transfer can be calculated using a Navier-Stokes

analysis, which solves the entire flow field. The Navier-Stokes analysis, however, needs
more computational resources than boundary layer analysis. This s currently the most
widely used analysis by industries and researchers due to the rapid increase of computing
power. Accuracy of heat transfer prediction by computational techniques generally
depends on



@) goveming equations (simplified Navier-Stokes. thin-layer or parabolized. or full

Navier-Stokes);

@) choice of turbulence and heat flux models;

(i) computational techniques (different methods of finite volume, finite element and
finite difference): and

) grid resolution.

Boyle (1991) computed the heat transfer distributions on seven turbine vane and
blade geometries using a quasi-three dimensional thin-layer Navier-Stokes analysis. The
wurbulent Prandtl number model proposed by Kays and Moffat (1975) and modified
Baldwin-Lomax turbulent eddy viscosity model were used in the study. The predicted
results for a turbine stator are given in Figure 2.7 for a laminar freestream and a
freestream turbulence intensity of 8.3 percent. When freestream turbulence was imposed.
significant errors arose in the stagnation region, and this was found 1o be true for other
blade geometries. In order to improve the heat transfer prediction in the leading edge
region, the calculations were repeated using turbulence models proposed by Smith and
Kuethe (1966) and Forrest (1977). Boyle (1991) concluded that the Forrest model gave
the best results for the stagnation region.

Ameri et al. (1992) computed heat transfer rates on two twrbine blades by solving
the two-dimensional, compressible, thin-layer Navier-Stokes and energy equations. The
Baldwin-Lomax algebraic model and the ¢ -  low Reynolds number two-equation
turbulence models were used, and the turbulent Prandtl number was assumed o be 0.9 for

the heat flux calculations. There is a significant discrepancy between the experimental



and predicted heat transfer in the stagnation region (Figure 2.8), implying that the present

turbulence models are not suitable for stagnation point heat transfer.
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Figure 2.8 Heat Transfer Coefficient on a Vane (Ameri et al, 1992)

Larsson (1997) used a two-dimensional full Navier-Stokes solver to calculate the
external heat transfer on a turbine cascade. Heat transfer results were obtained with two
low-Reynolds k- and two k- turbulence models assuming turbulent Prandtl number of
0.9. At four percent freestream turbulence level, the prediction of stagnation region heat
transfer by all trbulence models was significantly higher than experimental data
Estimation of stagnation region heat transfer did not improve even after turbulence
models were modified as suggested by Kato and Launder (1993)

With increasing computing power, analysis with full Navier-Stokes and energy
equation solvers is expected to dominate current and future computational studies on

turbomachinery heat transfer. However, prediction of stagnation region heat transfer



cannot be accurate unless reliable turbulence and heat flux models are formulated. A
better understanding of the stagnation region heat transfer and turbulence characteristics

is essential for the development of appropriate turbulence and heat flux models.

2.2 Review of Turbulence with Coherent Structures
‘While momentum and heat transport mechanisms in turbulent flows have been
studied for many decades, the dynamics of turbulent flows are still not fully understood.

Recent advances in DNS Alent insight 4 nd

transpor mechanisms for turbulent flows, especially at low Reynolds numbers (Kasagi
and lida, 1999). An important contribution of DNS has been to provide a better
understanding of the role of coherent vortical structures on turbulent flows in momentum
‘and heat transport mechanisms. A coherent motion or a coherent structure is defined as a
three-dimensional region of the flow over which at least one fundamental flow variable
(velocity component, density, temperature, etc.) exhibits significant correlation with
itself, or with another variable, over a range of space and/or time that is significantly
larger than the smallest local scales of the flow (Robinson. 1991). While energy
dissipation of a turbulent flow is associated with the smallest scales of the flow, larger
coherent eddies are responsible for transporting momentum and heat across the flow
(Tennekes and Lumley, 1972; Souza et al. 1999). Several boundary layer studies have
shown that breaking the large scale coherent motion close to the wall using various

means could result in a skin friction reduction (Jacobson and Reynolds, 1993; Moin and



Bewley. 1994; Ho and Tai, 1996). Knowledge of turbulent coherent structures and their
roles in transport mechanisms is essential in the study of turbulent heat transfer.
The kinematics of coherent structures has been investigated using several

techniques: flow visualization, statistical analy;

techniques, e.g. wavelet analysis and
conditional-sampling, and numerical simulation, ¢.g. DNS and large-eddy simulation
(LES). The studies of turbulence with coherent structures are reviewed in this section.
focusing on the turbulent wake behind a circular cylinder and coherent motions in the
boundary layer, because of substantial research work in these areas. Since the current
study had an intention to use turbulence generating grids of parallel rods, the
characteristics of vortical structures in the wake of a circular cylinder and their evolution
with downstream distance would be useful for this study. A review of coherent structures
in boundary layers. and their role in transport mechanisms and interaction with uniform
freestream. should give certain knowledge on the physics of the effect of the turbulent

freestream on the laminar boundary layer of the current study.

2.2.1 Wake Behind a Circular Cylinder

Vortex shedding and the wake characteristics of a circular cylinder are dependent
on Reynolds number, and different flow regimes can be defined (Roshko, 1992
‘Williamson, 1996b: Zdravkovich, 1997). The various vortex dynamics phenomena of the

‘wake for each regime with increasing Reynold: are briefly di bel




() Steady Laminar Wake (Re, < 49)
Up 10 a Reynolds number of about five, there is no flow separation. Flow

separation initiates at Re, of around five, and up to Re, around 49, the wake comprises a

teady placed h side of the wake
(Figure 2.9.a). The recirculation region grows with the Reynolds number. and the flow

remains laminar in both near wake and far wake in this flow regime (Williamson, 1996b)

==

recirculation region
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(W) Periodic Laminar Regime (Req = 49 to 140-194)
The elongated recirculation region in the near-wake becomes unstable as Re,
increases. The shear layers, which are separated from the cylinder, roll up and the final

product is a staggered array of laminar eddies known as Karman vortex street or Karman-



Bernard eddy street (Zdravkovich. 1997) as given in Figure 2.9 (b). The flow in the wake
in this regime is still laminar with primary vortices parallel to the cylinder. Taneda (1959)
and Matsui and Okude (1980) claimed from their experimental data the formation of
secondary eddy street beyond x d = SO was present in this flow regime apart from the
Karman vortex street.
(if) Wake-Transition Regime (Re, ~ 190-260)

Transition to turbulence commences in the wake in this regime due to increasing

instability of the Karman vortices. The transition regime is associated with two

h: the wake i il 1996b). At Rey = 180-194, the
inception of vortex loops can be seen along with the formation of streamwise vortex pairs
due 10 the deformation of primary vortices as they are shed, at a wavelength of around 3-

4 diameters (Williamson, 19

. Zhang et al., 1995). The second discontinuity, which
‘occurs over a range of Re, from 230 to 250, comprises finer-scale streamwise vortices.
with a spanwise length scale of around one diameter. The prominent characteristic of this.

flow re

ime is the evidence of streamwise vortex structures along with the primary
vortices. The large intermittent low-frequency wake velocity fluctuations are present due
1o the vortex dislocations in this transition regime (Williamson, 1992). At Re, = 260. the
three-dimensional streamwise vortex structures in the near wake become increasingly
disordered (Williamson, 1996a: Prasad and Williamson, 1995).
(iv) Shear-Layer Transition Regime (Rey = 1,000 to 200,000)

In this flow regime, transition occurs in the free shear layer separated from the

cvlinder, and the wake is turbulent. The transition region moves with increasing Re,



along the free shear layers towards the separation. Three-dimensional structures on the
scale of shear layer thickness are expected to develop in this regime as well as three-

dimensionality on the scale of the Karman vortices (Wei and Smi

1986; Williamson et
al.. 1995; Williamson, 1996b). The changes in character of the vortex shedding are
relatively small over a large range of Re.. and the streamwise voriex scales are almost
independent of Reynolds number within this regime (Williamson, 1996b).

The presence of primary vortices are strongly evident up to xd = 50, and the
primary vortices become dislocated and cannot be precisely traced beyond xd > 50 in
this flow regime (Zdravkovich, 1997). However, coherent large scale structures were
reported in the far wake in a few studies (Antonia et al., 1987, Bisset et al., 1990, Zhou et
al.. 1999). Furthermore, large scale secondary vortical structures, called double rollers in
the literature (Payne and Lumley, 1967; Corke et al., 1992), are found in the far wake (x d
> 100) of the circular cylinder.

() Boundary-Layer Transition Regime (Re,> 200,000)

The transition region in the shear layer transition regime moves towards the

separation point with an increase in Reynolds number as mentioned earlier, and finally.

the boundary layer on the surface of the cylinder itself becomes turbulent

is generally
‘assumed that the downstream wake would be fully turbulent, and it is not expected that
coherent vortices would be observed (Williamson, 1996b). Roshko (1961), however,

claimed that periodic vortex shedding was strongly in evidence even in this flow regime.



222 and ism in Boundary Layers
In a turbulent boundary layer. kinetic energy from the freestream is converted into

turbulent fluctuations and then into | by vi ion. Thi I

sustaining in the absence of strong stabilizing effects. The coherent structures in 2
turbulent boundary layer are believed 1o be responsible for this self-sustaining
(production and dissipation) of turbulence and transport mechanism in the boundary layer
(Kline and Robinson, 1989; Robinson, 1991).

A turbulent boundary layer can be

ided into different regions starting from the
wall: the sublayer, bufFer region, log region and wake or intermittent region. The sublayer
and buffer regions are referred o0 as the inner region, and the combined log and wake
regions are known s the outer region. The most dominant coherent structures in @
turbulent boundary layer are horseshoe, hairpin and streamwise vortices (Head and
Bandyopadhyay, 1981: Jeong et al., 1997), and these structures play different roles in the
transports of momentum and heat. The quasi-streamwise vortices near the wall could
‘pump-out’ mass and momentum from the wall (Robinson, 1991). The majority of the
turbulence production in the entire boundary layer occurs in the buffer region during
intermittent, violent outward ejection of low-speed fluid and during inrushes of high-
speed fluid at a shallow angle toward the wall. This phenomenon is known as bursting.
‘Outward movement, away from the wall, of the heads of horseshoe and hairpin vortices is
closely associated with bursting (Smith and Walker, 1997; Carpenter, 1997).

In the outer region. three-dimensional bulges on the scale of the boundary layer

thickness form in the turbulent/non-turbulent interface. Deep irrotational valleys occur on



the edges of the bulges, through which freestream fluid is entrained into the turbulent
region (Robinson, 1991). The intermittent region of the boundary layer is dominated by
large-scale motions (also called entrainment eddies). Entrainment of potential fluid
occurs in valleys in the turbulent/non-turbulent interface that exit at the edges of bulges
(Spina and Smits, 1987: Antonia et al., 1989; Robinson. 1990; Robinson, 1991). Based
on the knowledge of turbulent boundary layer, it may be concluded that the motion of
large scale eddies. or eddies with integral length scale, could play an important role in the
transport mechanisms at the turbulentnon-turbulent interface of a turbulent freestream
and laminar boundary layer of the stagnation region. Using the integral length scale of

turbulence (Yardi and Sukhatme, 1978; Yeh et al., 1993; VanFossen et al.. 1995; Wang et

al, i i ine the influence of | gn

heat transfer seems o be justified

2.3 Vorticity Characteristics and Measurements
2.3.1 Vorticity Dynamics in Turbulent Flows

Vorticity can be considered the organizing principle of turbulent motion (Wallace,
1986) and is the feature that distinguishes turbulence from other random fluid motions
Tike ocean waves and atmospheric gravity waves (Tennekes and Lumley, 1972). Vorticity

is defined. in Cartesian tensor notation, as:

@9

ty i the j direction.




At each point in the flow field, the motion of a spherical fluid particle can be
decomposed into translation, expansion and rotation. The vorticity can be interpreted as
twice the instantaneous solid body-like rotation rate of the fluid particles or. more
precisely. twice the rotation rate of particles along principal axes in the fluid where there

exists no shear deformation (Panton. 1984).  Altematively, vortcity can be defined as the

unit area of perpen field.

Vorticity plays an important role in the dynamics of turbulence. There are some
distinct advantages to describing the dynamics of turbulent motion in terms of vorticiy.
The equation of motion in terms of vorticity is:

a0,

EA @10

The total rate of change of vorticity. local plus convection. is due to the
deformation of the vortex lines and viscous diffusion of vorticity (two terms on the right

hand side of Eq. 2.10). Since the diffusion of vorticity

a relatively slow process, it is
possible 1o ignore the last term of Equation (2.10) in many applications. Therefore, a
change in the vorticity of a panticle is primarily due to the distortion caused by the

straining of the vortex lines. Vortcity dynamics must play a prominent role in heat

transfer at i the vorticity ampli 10 vortex stretching



2.3.2 Measurement Techniques
‘There have been significant advances in the measurement of vorticity in turbulent

flows over the last few years (Wallace and Foss, 1995). The tecl

es can be generally

classified into thermal anemometry and optical anemometry.

2.3.2.1 Thermal Anemometry

A hotwire anemometer is a transducer that senses the changes in heat transfer
from a small, electrically heated sensor exposed to fluid motion. There are two modes of
‘operation of a hot-wire anemometer depending on the way the sensor heating current is
controlled. In the constant-current mode, the current to the sensor s kept constant and
variations in sensor resistance caused by the flow are measured by monitoring the voltage
drop variations across the sensor. In the constant-temperature mode, the wire s placed in
a feedback circuit which maintains the wire at a constant resistance and hence constant
temperature. Fluctuations in the cooling of the wire are seen as variations in wire current.
A simple constant temperature anemometer is shown in Figure 2.10. The constant-

temperature mode is used for velocity measurements almost exclusively. because it

hibits considerably higher frequency (Lekakis,
1996),

‘The choice of the sensor diameter involves a compromise between a small value
to improve the signal-to-noise ratio at high frequencies, to increase frequency response
and spatial resolution, and to reduce flow interference and end conduction losses, and a

large value to increase wire strength and reduce its contamination due to particles in the



fluid. An optimum diameter is usually considered t0 be in the range 2-5 um (Lekakis.
1996). The sensor length should be short to maximize spatial resolution and to minimize
aerodynamic loading and long to minimize end conduction losses and to provide a more
uniform temperature distribution. The best compromise is usually obtained when the
length-to-diameter ratio is approximately 200 (Ligraani and Bradshaw. 1987; Turan and
Azad, 1989).

{ , 1996)

A vorticity probe must have the capability to measure two velocity gradients

simultaneously, i

lly at a point. However, with muliisensor probes. thermal
anemometry can provide only an approximation. For example. di &' at a point in the
flow is obtained from Au 4y by using two parallel wires separated by Ay. Therefore,
spatial resolution considerations are important since wires spaced far apart will not reflect
the required point property, and wires spaced 0o close could lead to inaccuracy due to
aerodynamic disturbances between wires. In addition. the temporal resolution has to be

carefully considered to obtain good measurements.



‘Spatial and Temporal Resolutions

Wyngaard (1969) analyzed the response of a vorticity probe by analytically
subjecting it 1o the three-dimensional velocity spectrum given by Pao (1965) and
assuming isotropy. He recommended that sensor length should not be more than 3.37
(where 7is the Kolmogorov length scale), and found that separation of two parallel wires
by S 7= 3.3 could measure about 85% of the variance of true velocity gradient

Antonia et al. (1993) tested Wyngaard's parallel sensors analysis by using data
from two direct numerical simulations (DNS) at the center line of a turbulent channel
flow (Kim et al.. 1987, Kim, 1989). The finite difference approximation 4 4y was
defined as measured flucwating velocity gradient and the true gradient dr & was
obtained by spectral differentiation using Chebychev polynomials. The ratio of the
variance of the measured gradient to the true gradient decreases with increasing sensor
separation as shown in Figure 211, where 4v* is the separation between two wires
normalized by 7.

Ideally the separation between the two parallel wires should be as small as
possible: however, there is a trade-off to minimize aerodynamic disturbance between the
wires. Experimental data of measured to true velocity gradients are compared with DNS
data in Figure 2.12, where the solid line represents Wyngaards analysis with DNS
spectrum, against 4y*. It is clear from Figure 2.12 that the wire separation must be

greater than 277to avoid interference.
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(Antonia et at., 1993)

Wallace and Foss (1995) concluded that the optimum sensor separation for
determining velocity gradients was about 247 when both resolution and accuracy
constraints were considered. Zhu and Antonia (1995) studied the spatal resolution of a
four X-wire vorticity probe, where the X-wires form sides of a box. They determined that
streamwise velocity derivatives were more attenuated with separation between wires than
the lateral derivatives, and the streamwise vorticity was less attenuated than the lateral

vortcity component. Mi and Antonia (1996) measured the lateral vorticity components



using two X-wires separated in the appropriate direction in the turbulent intermediate
wake. They determined that the separation between the two X-wires should not be
smaller than 377

7y% / @u70yF

(@,

Gradients on Wire Separation Distance (Antonia et al., 1933)

Ideally, sampling of the sensor signals of probes designed to measure vorticity
components should temporally resolve a frequency, /; ~ U(37), where U is the local
mean velocity. This requires that the sampling frequency of /; be at least twice the
Kolmogorov frequency /i in order to satisfy the Nyquist criterion (Wallace and Foss,
1995).



Performance of Vorticity Probes

Kovasznay (1950, 1954) proposed a geometrical configuration of hot wires
forming the legs of a Wheatstone bridge (Figure 2.13) and later modified by Kastrinakis
et al. (1979) to measure vorticity. The probe consists of four slanted wires forming two
X-wires. While a pair of slanted wires was used as an X-wire to measure a lateral
velocity component (V" or W), the other two slanted wires measured the streamwise
velocity (U) to estimate the lateral velocity derivatives (GU'dy or QU &). However. the
‘optimum sensor length to diameter ratio and the geometry of this type of voricity probe
lead t0 a large distance between X-wires, and vorticity components measured with this

type of probe can be in serious error (Wallace and Foss, 1995)

Vo =

Wallace, 1993)

Foss (Foss, 1981, 1994; Foss et al. 1987; Foss and Haw. 1990a, 1990b)

developed and refined an array of four hot-

sensors 1o measure the cross-stream
vorticity components, £2, and 2. (Figure 2.14). Antonia & Rajagopalan (1990) and Zhou
and Antonia (2000) used a similar vorticity probe to measure  and a» in the wake of a
circular cylinder and a square mesh grid, respectively. The spatial separation between the
pair of parallel

was about 3.57 and that between the two wires in the X-array was



about 5.17. Rajagopalan and Antonia (1993) used a compact version of the voricity
probe in a turbulent boundary layer. The separations between the parallel wires ranged
from 157710 67 and separation between the X-wires was 18710 7.47. The measured rms

orticity ex was in reasonable agreement with the DNS results of Spalart (1988).
,
E x <
:

E=- 4w

Parallel wires

A vorticity probe of four sensors can only measure a single component of
vorticity at a given time. Several attempts have been made to measure two and three
components of vortcity simultaneously with multi-sensors probes: a five-sensor probe
for two vorticity components (Eckelmann et al. 1977), a six-sensor probe for two
vorticity components (Kim, 1989; Kim and Fiedler, 1989). a nine-sensor probe for three
vorticity components (Wassman and Wallace, 1979; Balint et al., 1991; Vukoslavéevié et
al.. 1991; Hokan, 1993). and a twelve-sensor probe (Tsinober et al, 1992; Marasli et al.,

1993; Vukoslavéevié and Wallace, 1996). Configurations of some multi-sensor probes



are given in Figure 2.15. Although these muli-sensor probes can measure more than one

ity they

) The greater number of hot-wires need more data acquisition resources and lead 1o
higher level of uncertainty in signal interpretation;

(i) Complex data reduction programs are required and agreements on computing
procedures for a cerain probe geometry, especially the nine and twelve-sensors
probes, has not been obtained:

(i) The more complex geometry and greater number of hot-wires widen the probe
sensing volume leading to poor spatial resolution: unlike the four-sensor probes.

the spatial resolution has not been studied satisfactorily.

2.3.2.2 Optical Anemometry

Two of the most widely used optical anemometry techniques are Laser Doppler
Anemometry (LDA) and Particle Imaging Velocimetry (PIV). Both techniques measure
the velocity of seeding particles, which must adequately follow the fluid motion. Apart
from the spatial and temporal resolution constraints as in thermal anemometry, the

constraints of density and size of particles are encountered in optical anemometry. The

primary ical techniques

ts non-i the flow.

Foss and Haw (1990b) found agreement between the thermal and optical

‘anemometry methods for a mi

g layer. Wallace and Foss (1995) compared thermal and
optical anemometry measurements with DNS for a boundary layer and a mixing layer. In

the boundary layer measurements, LDA and PIV data agreed better with DNS data than



data from the hot-wires. The deviation of hot-wire data becomes larger close to the wall
where the resolution problems of thermal anemometry are most severe. However. there
was good agreement in the vorticity data with optical and thermal anemometry in the
‘mixing layer where the spatial resolution problem is not as severe as in the near-wall

region of a boundary layer.
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2.4 Summary

Heat transfer augmentation in the stagnation region du to freestream turbulence
remains unsolved like many other transport mechanisms in turbulent flows. However,
isolated influences of several turbulence parameters have been studied, and they were
reviewed i this chapter. The existing empirical and semi-theoretical models as well as
the attempts using computation techniques were examined. The laminar boundary layer
in the stagnation region makes it difficult to predict the heat transfer accurately using
existing wrbulence models. The deficiency of existing empirical models seems to be the
lack of incorporating the characteristics of turbulent coherent structures. which are

believed to play a significant role in the turbulent transport mechanisms. This

leads to the
literature review on turbulence with coherent structures, focusing on the characterisics of
the wake behind a circular cylinder and the turbulent boundary layer where a great deal

of research has been performed. Although vorticity amplification has long been

hypothesized to be the reason for the heat transfer augicuation in the stagnation region,
very limited efforts to measure and incorporate vorticity into the correlation models have
been made. Current vorticity measurement methods were reviewed in order to determine
a suitable technique for the freestream turbulence. It was concluded that generating
freestream turbulence with coherent vortical structures, and measuring and including the
vorticity in characterizing the turbulence should result in a better description of
freestream turbulence. Correlating these turbulence parameters with the stagnation region
heat transfer should lead to a better understanding of the heat transfer mechanisms and
the development of more robust empirical models.



Chapter I

Experimental Set-up and Data Reduction

3.1 Experimental Facilities
3.1.1 Wind Tunnel Configuration

‘The experiments were performed in an open circuit low speed wind tunnel shown
schematically in Figure 3.1. The wind tunnel has a Im x Im test section and is over 20 m

long. The roof of the tunnel is adjusted to maintain a zero pressure gradient along the test

section.
Motorized i
variable angle ‘Tisbalmece 3
inleg vanes 5] Contraction sencrating
srids
im <im
Blower Turbulence Heat transfer
damping model

Figure 3.1. Schematic Diagram of the Wind Tunnel

A centrifugal blower driven by a 19 kW motor s used in the wind tunnel. The air
passes through a screened diffuser and a large settling chamber with three single-piece

precision screens. The air is accelerated into the test section through a 5:1 contraction.



‘The maximum freestream velocity in the test section is about 15 m/sec. The freestream
turbulence intensity is less than 0.5% at all flow rates. The velocity in the test section is

changed i inlet vanes

3.1.2 Heat Transfer Model

Figure 3.2a shows a schematic of the heat transfer model with  cylindrical
leading edge to simulate the leading edge of a gas turbine vane. To minimize the flow
blockage effect on the heat transfer, the cylindrical leading edge of 20,32 cm in diameter
and Im in height, which creates a flow blockage of 20 percent, was used. Photographs of
the model in the wind tunnel are shown in Figure 3.2b. The leading edge is attached to a
flat body 60 cm long. The after body is then streamlined with a long tapered tail in order

10 prevent the shift of the stagnation point due to vortex shedding at the end. The model is

thick Plexiglass to loss.




Figure 3.2 Photos of Heat Transfer Model

Nineteen strips of 0.005 cm-thick stainless steel foil are evenly distributed over
the stagnation line at the center of the cylindrical leading edge, keeping the heat transfer
region away from the boundary layers developed on the walls of the tunnel. Each strip is
15.24 cm long, 1.5 em wide and separated from adjacent strips by a gap of 1 mm. The
gaps between the strips are filled with super-glue and sanded until the surface is smooth
and flush with the foil surface. The steel foils are connected in series, and a variable
AC/DC transformer is used to supply power across the foils to obtain a constant heat flux
surface at the leading edge. The voltage and current supply to the leading edge is
measured using a multimeter with a resolution of 0.01 ampere and 001 volt. Six

calibrated, 36-gauge T type copper-constantan thermocouples are attached to. the



underside of every foil strip on one half, i.e. 0° < 8 < 90° or ten strips, of the cylindrical

leading edge. The thermocouples are evenly distributed in the middle portion of the strip

in such a way i the edge of the strip and

is 3.25 cm as shown in Figure 3.2a. One strip on the other side of leading edge is also
instrumented with six thermocouples in order to check the alignment of the model with
the mean flow direction. The thermocouples are threaded through small holes drilled on

the leading edge. Additional thermocouples are attached on the inner wall of the leading

heat loss through the Plexiglass.
it &) )
Thermocapie oS 02 360%AT
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Figure 3.3 Data Acquisition for Heat Transfer Model

Data from the thermocouples is acquired via two CYEXP 32 Multiplexors (Cyber

Research) connected in series (Figure 3.3). Analog outputs from the Multiplexors are

igitized using a DAS 1602 A/D converter (Cyber Research) and data logging is
controlled by the “Labtech Buildtime” software package.

3.1.3 Turbulence Generating Grids

Freestream turbulence was generated using grids of different siz

parallel rods in
both horizontal and vertical orientations. The grids with parallel rods were expected to



produce freestream turbulence with well-defined vortex lines. Two C channels were used
10 hold the parallel rods as shown in Figure 3.4. For the grid of horizontal parallel rods.
the channels were attached to the vertical sides of the wind tunnel, and in the case of
vertical rods, the channels were fixed to the floor and roof of the wind wnnel. The rods

and spacers were neld in place in the channels by guide plates. The channels allow the

use of different length spacers and different rod sizes providing the flexibility of grid
arrangement to obtain a reasonable range of turbulence parameters.
e ﬁ
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Figure 3.4 C-Channels Arrangement for Parallel Rods

‘The orientations of rod-grids with respect to the heat transfer model are shown in

Figure 3.5. Hereafter, the grd with the rods perpendicular to the stagnation line will be



called the grid in perpendicular orientation, while the grid with the rods parallel to the
stagnation line will be called the grid in parallel orientation. The rods in both grid
orientations are perpendicular to the streamwise direction. Three grids with rod diameters
of 2.86 cm (1-1/8"), 1.59 cm (5/8") and 0.95 cm (3/8”), and 50% open area were used.
The design of the grids was based on the turbulence intensity levels, geometrical
similarity among the grids, the test-section length of the tunnel and uniformity of

turbulent flow over the heat transfer surface.

(@) Grids in paralelorientation
ortices are nol susceptible.
1o stretching)

) Grids in perpendicular orientation
(vortices are susceptible
o stretching)

Figure 3.5 Aangement of Rod-Grids.

3.1.4 Hot-wire Anemometers and Data Acquisition Systems
Single, X-wire and four-wire vorticity probes were used to measure the turbulence
characteristics of the freestream. The vorticity probes were designed and built in-house.

‘The vorticity probe consists of four hot-wires, and the configuration of wires is adopted



from the design developed by Foss and his coworkers (Foss. 1981, 1994; Foss et al.
1987; Foss and Haw, 1990a, 1990b). A schematic diagram of the vorticity probe is shown
in Figure 3.6

Each sensor is made of a 5 um platinum-plated tungsten wire. The effective
length of the hot-wires is about 1.5 mm. The parallel wires are separated by 1.2 mm, and
the distance between the two X-wires is 1.5 mm. The vorticity probe is attached to a
specially designed traversing mechanism, which consists of a digital height gauge and a
digital caliper, o that the probe has two degrees of freedom with a minimum linear
division of 0.01mm. The traverse is installed on rails mounted on the roof of the wind

tunnel

Front View Side View
Figure 3.6 Four-Wire Vorticity Probe

Each sensor of the hot-wire probe is connected to a DANTEC S5MO1 standard

bridge, and is operated in the constant temperature mode. The hot wire signals are



digitized using a 16 channel 12 bit Keithley 570 System Analog to Digital (A/D)
converter, interfaced to a Pentium 100 personal computer. The hot-wire anemometer
system is shown schematically in Figure 3.7. The frequency response of the circuit was
determined by a sundard square-wave test, and found to be 30 kHz Both the
oscilloscope and spectrum analyzer are dual channel and can accept signals from any two

sensors.

Figure 3.7 Instrumentation of Vorticity Probe

3.2 , Data Reduction ly:

Each grid was placed at five different positions, 254 to 125d, upstream of the
stagnation line of the model. The wind tunnel was operated at freestream velocities of 5,
8 and 10.5 ms, corresponding to Rep of 67,750, 108,350 and 142,250, for each grid

position. Velocity measurements for the hot-wire cal

rations were made using a 8360-



M-GB VelociCalc® Plus TSI air velocity meter, which has a resolution of 0.01 m/s. The
leading edge was heated to about 45°C for each heat transfer test. The thermocouple

readings were monitored every 15 minutes until steady state co

jons were reached.
Three sets of temperature distributions and voltage and current flow of the DC power
supply unit were recorded after steady state was attained. Each data set of temperature
distributions contains 180 data points (data acquisition rate of 1.5 Hz for 2 minutes) for
each thermocouple.

The single, X-wire and four-wire vorticity probes were used to measure the
freestream trbulence characteristics at several positions downstream of the rod-grids in
perpendicular orientation in the absence of the heat transfer model. Two sets of X-wire
data, one for the simultaneous measurement of the velocity components in X and ¥
directions and another in X and Z directions (see Figure 3.2), were obtained by rotating
the X-wire probe 90°. The spanwise fluctuating vorticity components, o, and @, were
‘measured using the vorticity probe. The two spanwise fluctuating vorticity components
were obtained separately by rotating the vorticity probe 90°. The sampling frequency of

the hot-wire measurements ranged from 20 to 30 kHz.

3.2.1 Heat Transfer Estimations

Electrical energy supplied 1o the series of stainless steel foils is lost to the
freestream by convection, 10 the surroundings by radiation, and 1o the leading edge of the
‘model by conduction. The Nusselt number was estimated as follows:

)
b s (3.12)



where

[ Qnt= Qons G
Qn  =VoxI (G.10)
Orea A (Twag' - Tar) (.1d)
Qconi =k A Cr (TWarg = TWinmer) (3.1e)

Energy input to the leading edge, O, was obtained from the supply voltage, 1.
and current flow. /. An estimation for the radiation heat 055, Qred, Was made by assuming
gray body radiation to black surroundings and an emissivity of 0.17 for the stainless steel
foil. The conduction heat l0ss, Qeon, through the leading edge wall was computed from
the measured temperature difference between the outer and inner surface of the leading
edge wall. Thermal conductivity of the leading edge was 0.201 W/m-K as provided by
the manufacturer. The correction factor C; was determined from the three-dimensional
conduction heat transfer model which is given in Appendix A

The average of 180 data points was obtained for each thermocouple. The

spanwise temperature

ribution of the stainless steel strips was found to be fairly
constant and within the uncetainty of the temperature measurements. The spanwise

variation of i (T1-T6) is abe

percent for
all heated strips (Figure 3.8), where strip no. 1 is on the stagnation line. Since the
thermocouples are located in the middle portion of the stainless steel fois (see Figure
3.2a), the end conduction heat losses from the heated strips do not significantly influence

the spanwise temperature distribution at the measured locations on the strips. Therefore,



an average value of the six thermocouple readings is taken as the temperature 7w(@) of a

particular strip.

Temperature (C)
g€ 8 ¢ 8 8 8 8 ¢

n0.1;0,2:4,30,4;

0,6:4,7;,8;+,80,10)

A number of test runs were performed with and without the grids to estimate the
conduction heat losses. During these test runs, the spanwise temperature distributions of
the heated strips and the temperatures outside the strips and on the inner surfaces were
recorded. A three-dimensional finite difference scheme was then used to determine the
total conduction heat losses taking into account the lateral end conduction heat losses.
Correction factors were obtained for different freestream Reynolds numbers to estimate
the conduction heat losses based on the average temperature difference between the
heated outer surface and inner wall of the leading edge. Details of the three-dimensional

finite difference scheme and the estimation of conduction heat losses are given in



Appendix A. In this experiment, radiation and conduction heat losses were on the order
of 2 percent and 20 percent, respectively. Heat transfer tests were also performed without
any grids to validate the heat transfer measurements. The stagnation line heat transfer
Frossling numbers for the freestream with low turbulence intensity (0.5% for this study)
ranged from 1.04 to 1.06 (Figure 3.9) for the Reynolds numbers of the study, and are in
good agreement with the literature (Lowery and Vachon, 1975 Mehendale et al., 1991).
As shown in Figure 3.9, off-stagnation line region (6 > 0) heat transfer of the current
study is in good agreement with the results of Mehendale et al. (1991), since both heat
transfer models have the same geometry of cylindrical leading edge and flat plate after-
body. The heat transfer results agreed with those of Lowery and Vachon (1975). who

tested with a circular cylinder heat transfer model, up o 6 40°.
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An unceniinty analysis was conducted using the methods of Moffat (1988). The
uncertainty in Fr can be expressed as:

(Unpy'= (Ung™* 025 (Une)® (32)
where Unne, = Uncetainty in Fr (%)

Uny, = Uncerainty in Nu (%)

Ungep = Uncertainty in Reo (%)

‘The uncertainty in £r and the influencing variables with 95% confidence levels
are given in Table 3.1 for both maximum and minimum freestream velocities. The
definitions and sample estimations of bias and precision errors of variables are provided
in Appendix B. Uncertainties in temperature were considered in estimating conduction

heat loss. radi

ion heat loss and convection heat transfer. Uncertainties associated with
leading edge diameter (D), thermal conductivity (k) and area (4) are assumed to be
negligible since these values are based on the data specified by the manufacturers. The
uncertainty in Fr is 392 percent and 3.67 percent for the minimum and maximum

freestream Reynolds numbers, respectively.

3.2.2 Hot-wire Measurements

Hot-wires were calibrated using the 8360-M-GB VelociCalc® Plus TSI air
velocity meter. About twenty data points were obtained with the freestream velocities
covering the test range (5-10.5 m/s). and a sampling frequency of 20 Hz for 50 sec was

used for calibration of the hot wires. Curve fitting with a third-order polynomial was



performed to functionally relate the hot-wire signal (volts) and velocity (/) as given by
Equation (3.3).

UB)=a+bE+cE +dE 33)
where U/ is the velocity reading of the TSI meter, and £ is the hot-wire signal. The
constants a, b, ¢ and d were obtained by a least-squares curve fit 1o the data. Typical
calibration curves for the single wire, X-wire and the vorticity probe are given in

Appendix C.

Table 3.1 Fr(%)
Variable Bias Error Precision Error
Experimental Reynolds Number Range
Maximum | Minimum | Maximum | Minimum
Current 1 018 026 053 051
Voltage Vo 006 0.08 020 021
Temperature difference 47 | 3.20 320 053 0353
Conduction heat 1055, Qoo | 4.60 460 075 075
Radiation heat 1oss, O 1280 1280 21z 212
Convection heat O o1 210 035 060
Reynolds number Rep 005 010 032 037
Frossling number Fr 358 38 53 082




3.2.2.1 Single Wire

The streamwise velocity fluctuation, turbulence intensity. Kolmogorov length
scale, Kolmogorov. frequency and integral length scale were estimated from the
‘measurements taken using the single wire. The sample calibration and data reduction

programs for the single wire are given i

Appendix C.

The velocity fluctuation is the standard deviation of the velocity measured by the
hot-wire, and the turbulence intensity in percentage is given by:
[E0)

u
Tu =7 x100

Kolmogorov frequency (/&) and Kolmogorov length scale (1) were calculated
from the turbulence dissipation rate (£), which is estimated from the spatial derivative of
streamwise velocity du ék. Taylor's hypothesis was used 1o obtain G & from the

streamwise velocity time series data (Equation 3.5)

3.5

The equations for & 77and fi are given below (Tennekes and Lumley, 1972)

= 150(@u ] &) 36

n=@ " e
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The method proposed by VanFossen et al. (1995) was used to estimate the
integral length scale of the freestream trbulence. Autocorrelation data of the single wire

were least square curve-fitted by the exponential function:

39

A sample autocorrelation curve is shown in Figure 3.10. The streamwise integral

length scale is estimated from:

& (3.10)
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3.2.2.2 X-wire
Velocity and yaw calibrations were performed for the X-wire for each turbulence

measurement. The vaw calibration of the X-wire followed the effe

angle method
proposed by Bradshaw (1971). Consider an inclined sensor of X-wire and an
instantaneous velocity vector, S, that is in the plane of the hot wire and at some
inclination to it (Figure 3.11a). Let the anemometer output voltage due 1o the velocity §
be ¥o. The effective velocity, Uy is defined as the velocity which, if it were normal to
the wire, would produce exactly the same voltage Vo, The effective angle, G between

the velocity vector and.

ngl

S cosl) = Uy (&)

‘The effective angle i, therefore, approximately equal o the inclination of the hot-

wire. It cannot be interpreted in a strictly geometrical sense. and depends on factors such

as the straightness of the wire and the effect of longitudinal cooling of the wire. The yaw

angle G (Figure 3.11b) was varied from ~30° to +30° in steps of 5° (o determine the

average effective angle 67 of each wire. The MATLAB data reduction programs for

calibration of the X-wire with sample data and a yaw calibration curve are given in
Appendix C

‘Spanwise velocity fluctuations (v and w), which are standard deviations of

velocity components in the ¥ and Z directions, respectively, were estimated. and

autocorrelation curves were obtained from the X-wire measurements. Details of the data

reduction programs are given in Appendix C.
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Figure 3.11 y Yaw Angle
3.2.2.3 Vorticity Probe

The effective angles of the X-wire of the vorticity probe were determined by

performing yaw calibrations

lar to the calibration procedures for the X-wire. The
spanwise vorticity components were measured using the vorticity probe and

approximated by:
G12)

G13)

‘where AU is the difference between the instantaneous streamwise velocity measured by a

pair of parallel wires separated in spanwise directions, 4y and 4=. The spanwise velocity



deriv

es, A1 Ax and AW. Ax, were estimated with the use of Taylor's hypothesis, i.e.
4 ax=-U'sa.

Experimental uncertaint

turbulence intensity Tu, integral length scale A, and
fuctuating vorticity components, @ and @, were estimated based on the uncertainty
analysis of hot wire data by Yavuzkurt (1984). The components of total uncertainty in a
variable measured by the hot-wire are uncertainty due to calibration and uncertainty due

10 curve fitiing, i ina hot

is given
in Appendix B. Unceruainty in 7w, /. and fluctuating vorticity components were
estimated 10 be 3.09 percent, 10.95 percent, and 9.43 percent, respectively. as shown in
Table 3.2

Velocity Calibration (7i, 4) 007 o
Velocity Curve Fiting (74, 42) 718 718
“Autocorrelation Curve Fiting () 1050 1050
Turbulence ntensity 7 309 309
Tntegral Length Scale 4 1095 1095
Fluctuating vorticity o and a 543 3




Chapter IV
Results and Discussions

‘The experiments were performed as outlined in the previous chapter. The results
are presented and discussed in this chapter. In the first section, characteristics of the
freestream turbulence downstream of the rod-grids are presented. Turbulence intensity
and integral length scales downstream of the grids are compared with existing results in
the literawure. The streamwise distribution of the three components of velocity
fluctuations are also presented 1o highlight the evolution of the freestream vortical
structures. The spanwise vorticity components were analyzed and the anisotropy of the
freestream turbulence with downstream distances was estimated. The vortical structures
of the freestream were further analyzed using wavelet transforms. This technique is
increasingly used to detect coherent motions in turbulence. The second part of this
chapter deals with the heat transfer augmentation in the stagnation region. The
characteristics of heat transfer in the stagnation region due to the freestream turbulence
generated by the two grid orientations are analyzed and presented. The heat transfer
enhancement at the stagnation line for the two grid orientations are compared and
discussed based on the literature on coherent vortical structures. Finally, heat transfer
augmentation in the off:stagnation region for different freestream vortical structures is
presented.



4.1 Characteristics of Freestream Turbulence
4.1.1 Turbulence Intensity

The streamwise turbulence intensity downstream of the three rod-grids are almost
independent of Reynolds number (Figure 4.1), and well represented with the power law
of Roach (1987).

@n

The values of C; are 1.12, 1.24 and 120 for the rod-grids of 2.86 cm, 1.59 cm and
0.95 cm, respectively. The turbulence intensity decreases approximately from 12% to 4%

as the grid-to-model distance increases from 25d to 125d.

4.

2 Integral Length Scales
‘The streamwise distributions of the ratio of integral length scale to the diameter of
the grid-rods (4 d) are given in Figure 4.2 for the three Reynolds numbers. Unlike the

turbulence intensity, 4 is dependent on Reynolds number, and the best-fit lines with

the power law for the different Reynolds numbers are presented in Figure 4.2 The form

of the power law used has the same growth rate of Z proposed by Roach (1987).

“2)
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The values of C: are given in Table 4.1 for the different rod-grids and Reynolds
numbers. The A-d increases by about 45% as x.d increases from 25 to 125, and is in
reasonable agreement with the results of Roach (1987). It should be noted that both rod-
grids in perpendicular and parallel orientations give the same Tu and /< since they are
calculated based on the streamwise velocity fluctuations.

‘Table 4.1 The constant C; of Eq. (4.2)

Rep= 67,750 Rep= 108,350 Rep= 142,250
2.86-cm rod 03235 0.3500 03873
1.59-cm rod 03299 03751 0.3984
0.95cm rod 02767 03046 03105
4.1.3 Fluctuating Velocity Components

‘The rms values of the fluctuating velocity components, u, v and w, downstream of
the rod-grids in perpendicular orientation are presented in Figure 4.3. At locations close
10 the grid, v and u are approximately equal (1), and higher than the w component
(w is in the range 0.85 10 0.91), because most of the wrbulent eddies are aligned with
the turbulence generating rods and velocity fluctuations in directions parallel to the rods

are ense as i irections. As xd increases, the di the three

decreases. At xd=125, v and ge from 0.99 10 0.9 and from 0.8 to
0.99, respectively. A plausible conelusion from Figure 4.3 i that the distinct structures of
turbulence due to the parallel array of rods become more homogeneous with distance
from the grid.
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4.1.4 Spanwise Vorticity Components and Isotropy of Turbulence

The streamwise distribution of spanwise vorticity, normalized with the mean
freestream velocity and diameter of the leading edge, are presented in Figure 4.4. Since
greater vorticity is usually associated with the smaller eddies in turbulence (Tennekes and
Lumley, 1972), the fluctuating vortcity component increases with smaller grid-rod for a
given mean freestream velocity. For example, at xd = 25, @D/U ranges from 20.02 to
25.18 for the 2.86 cm grid while it varies from 31.77 to 39.50 for the 0.95 cm grid. An
atempt to examine the isotropy of the rod-grid turbulence was made by estimating the

degree of isotropy of the turbulence from the measurements taken with the single wire

and vorticity probes. For isotropic turbulence, s{%) is equal 10 @, and @, (Zhou

and Antonia, 2000). Therefore, the degree of isotropy is defined as:

Iso =

@3)
{8)

where @ is the mean square value of the fluctuating vorticity components and Au/dk is

estimated from single wire measurements. The streamwise distributions of the estimated
degree of isotropy, which is calculated from the best-fit curves of voricity components
and Awdk, are shown in Figure 4.5. For the 2.86 cm rod-grids, deviation from isotropy is
highest (/50 of an order of 7 at x/d@=25) at the lowest Reynolds number. At freestream Rep

of 67,750, the grid turbul hes isotropy with d 4 for all grids

(Is0~ | at xid=125). Deviation from isotropy is higher for the higher Reynolds numbers



1 286 cm rod-grid

0nx, 053 ROp=108,350: 0, 0, », ay; Rog= 142,250: 4, 05, 0, ay)



(Iso ~ 2 at x/d=125) for Rep of 108,350 and 142,250. The general trend is that turbulence
approaches isotropy as downstream distance increases, turbulence generated by the
biggest rod-grid s the most anisotropic.
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Figure 4.5. Streamwise Degs
1.69 cm; - - -, 0.95 cm)



4.1.5 Wavelet Analysis of Freestream Turbulence

Wavelet transforms have been increasingly used to identify the coherent
structures of turbulent flows in recent years (Everson et al., 1990; Higuchi et al., 1994;
Sullivan and Pollard, 1996; Addison, 1999). Wavelet transform is a signal analysis tool
which allows both spectral and temporal information to be described simultaneously
within the signal. Several researchers (Hajj and Tieleman, 1996; Souza et al. 1999)
discussed the advantages of the wavelet transform over the Fourier analysis or
conditional sampling techniques in detecting the turbulent structures. The main
advantages of the wavelet analysis over other methods are better identification of energy
containing spatial structures, and its ability to analyse individual coherent evets without
losing temporal information.

The wavelet transform of a continuous real-valued time signal, s(0), with respect
tothe real valued wavelet function, g, is defined as

“9

‘The transform coefficients Ca, ) are found for both specific locations on the
signal, 1 = b, and for specific wavelet periods (which are a function of a). Several
wavelets, ie. various forms of function g, are available for the analysis. The Mexican hat
wavelet was used for this study. This wavelet is particularly good at highlighting the

energy-containing structures within the flow signal (Addison, 1999), and offers better



temporal resolution of individual events (Souza et al., 1999). The Mexican hat wavelet

(see Figure 4.6) is the second derivative of the Gaussian function, s defined as:

e @s)
1
05
H
. '
05
a a
“
Figure 4.6 The Mexican Hat Wavelet (Equation 4.5)
The wavelet analysis was performed on the two lateral velocity components, v
and w, i i detect vorti it the vortex lines in ¥ and Z

directions. With velocity measurements behind the grids of parallel rods in horizontal
orientation, the velocity component v should be the most indicative of the passage of
primary coherent structures produced by the parallel rods (see Figure 4.7). On the other
hand, the formation of secondary vortices, .e. vortices with vorticity in the ¥ direction,
should be reflected by the lateral velocity component w.

The sample temporal plots of the transform coefficients of two lateral fluctuating
velocity components for the 2.86 cm rod-grid are given for x/d=25 and 125 in Figures 4.8

and 49, respectively. The same scale of the transform coefficients was used for each



figure for the purpose of comparison. As can be seen in Figure 48, the velocity
component v has much higher transform coeficients than , indicating that the Mexican
hat wavelet detected the energy conaining structures, particularly at the scale a between
100 and 200 of the primary vortices. The structures over a wide range of scales can be

seen in plot for v. The periodic be seen in plot

for the component w, however, with no significant peak at a particular scale. As shown in
Figure 4.9, there is no significant difference between the temporal transform plots for the
two lateral fluctuating velocity components. A comparison of Figures 4.8 and 4.9
illustrates that the structures of turbulence, i.e the characteristics of primary and

secondary vortices, change substantially as x/d increases from 25 to 125,

Latera secondary

Rod-grids in
perpandicularorentation  fluctuation n X-Z plane.

Figure 4.7 v
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Although the wavelet analysis can provide the temporal information of turbulence
structures, the current investigation of the evolution of the vortical structures downstream
of the rod-grids only requires the time averaged information of the turbulence structures
of different scales at different downsiream distances. Therefore, the wavelet energy
spectra analysis was used, and the energy spectra were plotted. The procedure is outlined
below, and the detais of the program are given in Appendix C.

(0] The wavelet transform (Equation 4.4 with the Mexican hat wavelet) was obtained

for the time series velocity fluctuations
(i)  The contribution to the total energy contained within the signal at a specific a

scale is given by:

“@6)

where C; is the admissibilty constant and equal to % for the Mexican hat wavelet

(Addison, 1999)

The ich is a time period) toa fre by:
Lo 0281 )
sel 28 “n

(Note: for the Mexican hat wavelet with a = 1, the angular frequency of the
‘passband centre of the wavelet ax is equal to y(5/2) rad/s, orf. =0.251 Hz))
As a sample, the wavelet energy spectra for the lateral velocity fluctuation v was
‘compared with the spectra obtained using the Fourier transform for the 1.59 cm rod-grid
component at =25, see Figure 4.10. As claimed by previous studies, the wavelet can

identify the energy containing structures more clearly than the Fourier transform



§ I

‘The wavelet spectra plots of v and w for the 2.86 cm rod-grid in perpendicular
orientation are shown in Figure 4.11 for Rep= 67.750. An arbitrary scale was used for the
total energy spectra since only qualiative information was required to examine the
evolution of the vortical structures. The wavelet transform values were calculated for the

fluctuating velocity components. As shown in Figure 4.1, there are significant

differences in the f the spectra of ity xd=25
and 50. The wavelet energy density function of v has a significant peak at a frequency of
around 75 Hz for x.d = 25, while the curve for w shows only a very slight peak at this
frequency. This implies that primary vortices at a particular scale (= U727/ = 0.052D) are
prominent in the flow at this downstream location. The secondary vortices are more

randor

nature with a typical energy distribution among the turbulent eddies, i.¢ higher
energy associated with the larger eddies. Further downstream (at xd = 50 and 75), the

energy density curve of v changes in such a way that the turbulent flow gradually



approaches isowopy with downstream distance by transferring turbulence energy
concentrated at a panticular eddy size to larger and smaller eddies. At x.d= 100 and 125,
the energy density curves for v and w are not significantly different, implying that three-
dimensionality of the turbulence increases. The characteristics of the primary and
secondary vortices seem to be quite similar at these downstream distances.

The wavelet energy spectra plots of v and w for the 1.59cm rod-grid in

perpendicular orientation at Reo=67,750 are given in Figure 4.12. At xd

the energy
density function of v has a maximum at f = 100 Hz. The size of the energy comtaining
eddies of this grid is, therefore, smaller than that generated by the 2.86 cm rod-grid. The
energy density curve of w also has a local peak at /=115 Hz. This is probably contributed
by the deformation of streamwise vortices. The difference i characteristics of the lower

frequency eddies between v and w are significant at xd = 25 and 50. However. this

75,100 and 125, indicating.

of
Figure 4.13 shows the wavelet energy density function of v and w for the 0.95 cm
rod-gird in the perpendicular orientation at Rep = 67,750, The curve for v shows a local
peak atf= 175 Hz at xd = 25. Therefore, the size of the energy containing eddies for this

rod-grid is the smallest

‘comparison with the other rod-grids. It should be noted that
even at xd = 25, the energy density function for v has its maximum value at larger
eddies, indicating that the primary coherent vortices in the flow are not as dominant as
those with the larger rod-grids. The difference between the two energy density curves is

not significant for downstream distances xd = 50 to 125 (Figure 4.13).
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The wavelet energy plots at the higher Reynolds numbers for all rod-grids in
perpendicular orientation are presented in Figures 4.14 1o 4.19. Similar characteristics of
the wavelet energy spectra of the lateral velocity components are observed for the smaller
downstream distances (v:d = 25 and 50). The exception is the detection of the additional
energy containing eddies at low frequency for the v component at x'd = 25 for the higher

Reynolds numbers (two peaks in Figures 4.16-4.19). This could possibly be contributed

y ion of larger eddies i 8 . although the

detailed figures cannot be provided at this point.

The following conclusions can be drawn from the wavelet analysis of the
freestream turbulence generated by the grids of parallel rods.

) The primary vortices at a particular scale contain higher energy close to the grids
and show a significant difference from the secondary vortices. This energy is
gradually transferred 1o larger and smaller eddies as the flow travels further
downstream of the grids.

(i) Unlike the primary vortices, the secondary vortices in the lateral direction show

typic

| energy distributi

among the different scales of turbulence, i.e higher
energy associated with larger scales.

(i) The difference in the characteristics of the primary and secondary vortices are
more pronounced for larger rod-grids for a given normalized downstream
distance.

(i¥)  The difference in characteristics of the primary and secondary vortices are more

pronounced for smaller downstream distance for a given rod-grid.
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4.2 Heat Transfer Results

The distribution of Frossling number in the stagnation region for the three grids of
2,86 cm. 1.59 cm and 0.95 cm rods, where R and L denote rods in the perpendicular and
parallel orientations, are presented in Figures 4.20, 4.21 and 4.2, respectively. The
results for five grid locations and Rep of 67,750, 108,350 and 142,250 are shown in the
figures. The semi-theoretical solution of Frossling (1958) for a uniform freestream is
also provided for reference. Heat transfer in the stagnation region decreases with
increasing grid-to-model distance for  given Reynolds number. This is expected since

the turbulence intensity of the freestream decreases

downstream distance from the
grid. Heat transfer augmentation at the stagnation line over the uniform freestream ranges

from 37% to 75% for a grid-to-model di of 25, The ion is reduced

to the range 15% to 34% as xd increases 10 125, For a given x.d, the lowest heat transfer

augmentation is obtained with the 2.86 cm rod-grid in parallel orientation (Figure 4.20)

while the highest is obtained with the 0.95 rod-grid in perpendicular orientation (Figure
4.22). Heat transfer increases with increasing Reynolds number for a given rod-grid and
gridto-model distance. For example, heat transfer at the stagnation line increases by
about 10% at xd = 125 as Rep increases from 67,750 to 142,250, At xd = 25, the
increase in heat transfer is about 1% for the same increase in Reo. For the same x'd and
Rep, a smaller grid gives higher heat transfer. For example, at the stagnation line, heat
transfer with the 0.95 cm rod-grid is about $% higher than that with the 2.86 cm rod-grid.

VanFossen et al. (1995) determined that the heat transfer distribution over the

stagnation region due o both uniform and turbulent freestream collapsed to a single



curve regardless of the level of turbulence, when Fr is normalized by the value at the

stagnation line. i.e Fr(@VFr(0). Therefore, i the Frossling number at the stagnation line

can be predicted accurately, the off-stagnation line heat transfer distribution can be
estimated using the normalized laminar solution. The normalized heat transfer
distributions (Figure 4.23-4.25) of the present study are also found to collapse to the
Frossling solution within the experimental uncertainty. The experimental data are slightly
below the normalized Frossling line at xd=25. The deviation found in the region of
6>45is that the experimental data are slightly above the normalized Frossling line. This
is more pronounced for the parallel orientation of the 2.86 cm grid.

Heat transfer at the stagnation line (6=0) with the rod-grids in perpendicular and
parallel orientations is compared to investigate the effect of different freestream vortical

structures (Figure 4.26). The best-fi

s 10 the data are also presented in the figures to

ight the trends. The detailed quantitative data of these figures s given in Table 4.2
In all cases, heat transfer enhancement by the grids in perpendicular orientation is larger
than that by the grids in parallel orientation. It can be speculated that the larger heat
transfer with the rod-grids in perpendicular orientation is du to greater vortex stretching
of the primary vortices, which are parallel and aligned with the grid-rods. The primary
vortical sructures, which are detected by the wavelet analysis (Figures 4.11-4.19), can be
conjectured to play an important role in the interaction of freestream turbulence with the
stagnation region heat transfer.

As evident in Figure 4.26, the difference between the two heat transfer curves for

the two different grid orientations decreases with increasing grid-to-model distance. As



xd increases from 25 t0 125, the average difference in heat transfer between the
perpendicular and parallel orientations decreases from 7.39% to 1.06% for 2.86 cm rods.
4.63% 10 0.81% for 1.5 cm rods and 2.46% o 0.89% for 0.95 cm rods. This is most
likely due to the twrbulence becoming more three-dimensional with increasing distance
downstream of the grids (see Figures 4.3, 4.5 and 4.11-4.19). The evolution of vortical
structures downstream of the grids of parallel rods can be further speculated using the
literature on the vortex dynamics of wakes behind circular cylinders. The Reynolds
numbers based on the rod size, Re.; in this study range from 3,175 to 20,000, Hence, the
wake is in the flow regime of shear layer transition (Zdravkovich, 1997). Besides the
primary vortices, which are parallel and aligned with the circular cylinder, intense

shedding of near wake (xd < 1) streamwise vortices are present

this. regime.
Furthermore, three-dimensional vortical structures with sizes ranging from the shear layer
thickness 1o the Karman vortices are expected to develop in this flow regime (Wei and
Smith. 1986; Williamson, 1996). The primary vortices become dislocated and cannot be
precisely traced beyond xd > 50 in this flow regime (Zdravkovich. 1997). The
streamwise vortices, which evolve from the primary vortices in the near wake region,
deform into three-dimensional structures as they travel further downstream. It is plausible
to assume a similar turbulence structure downstream of the grids in this study, and this
assumption is fairly supported by the measured turbulence characteristics (Figures 4.3,
45 and 4.11-4.19), resulting in a smaller difference in heat transfer with the

perpendicular and parallel grid orientations at greater grid-to-model distances.
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‘Table 4.2 Stagnation Line Frossiing Numbers.

2.86 cm rods T 1.59 cm rods T 0.95 cm rods.
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The increase in heat transfer augmentation with the grids in perpendicular
orientation over grids in parallel orientation decreases with decreases in the rod size. At
xd=25, the average increase in heat transfer augmentation from the perpendicular
orientation over the parallel orientation is about 7.39%, 4.63% and 2.46% for the 2.86
cm. 1.59 cm and 0.95 grid-rods, respectively. The greater degree of anisotropy for the
bigger grid-rods (Figure 4.5) could be the likely reason for this observed phenomenon. It
can also be additionally explained from the distinction between the primary and

secondary vortices downstream of a circular cylinder reported in the literature. While the

ize of the primary vortices depends on the size of the turbulence generating rod. the size



of streamwise vortices are more dependent on the flow regime rather than the size of
primary vortices (Williamson. 1996b). Within a flow regime. there are relatively small
changes in the character of vortex shedding over a large range of Res (Williamson,
1996b). For the Re, range of the present study. it seems likely that the size and strength of
streamwise vortices, which promote the three-dimensionality of the vortical structure
downstream of the grids, are somewhat comparable for all rod-grids. However, the sizes
‘of primary vortices are relatively different for the three different rod-grids. leading to the
‘greater degree of anisotropy of bigger grid-rods and smaller difference between the two
grid orientations for smaller grid-rods.

The difference in heat transfer augmentation with the two different grid
orientations over the entire stagnation region (0°<6<42°) is presented in Figures 4.27,
4.28 and 4.29. For the 2.86 cm rod-grid, the difference in heat wansfer augmentation
between the two grid-orientations is highest at the stagnation line (6=0°), and decreases
with streamwise distance from the stagnation line (Figure 427). The percentage
difference in heat transfer decreases by about three as increases from 0° to 40° for grid-

to-model distances of 25, 50d, 754, and 100d. The heat transfer characte

ics at grid-
to-model distance of 125d are anomalous, where the heat transfer with the parallel

orientation is higher than with the perpendicular orientati

in the off-stagnation region.
This di

inct phenomena could be related to the large scale secondary vortical structures,
called double rollers in the literature (Corke et al., 1992; Zdravkovich, 1997), found in
the far wake (xd > 100) of a circular cylinder; however, a detailed explanation for this

cannot be offered at this point. For the 1.59 cm and 0.95 cm rod-grids, the difference in

108



heat transfer for the two grid orientations remains relatively constant over the whole
stagnation region for all grid-to-model distances and Rep (Figure 4.28 and 4.29). The
‘observed characteristics of the off-stagnation region heat transfer indicate that the nature
of heat transfer enhancement in the stagnation region by different vortical structures is
dependent on the size of the primary vortices, since the grid size is a determining factor

of the size of the primary vortces.
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Chapter V

Prediction of Stagnation Line Heat Transfer Augmentation

There have been a number of investigations to determine the relationship between
the characteristics of freestream turbulence and stagnation line heat transfer
‘augmentation. In this study, both a neural network and standard regression analysis were
used to predict the stagnation line heat transfer. Neural networks were investigated in
this instance as they are well suited 10 deal with a large number of variables. A new
correlation model was developed by incorporating information pertaining to the vortical

structures of the freestream turbulence.

5.1 Prediction Using Neural Networks

Neural networks have been used successfully in many different engineering
problems, which, in general, are highly non-linear. Development of detailed
‘mathematical models for neural networks began in the 1940s (McCulloch and Pitts, 1943
Hebb, 1949; Rosenblatt, 1959; Widrow and Hoff, 1960). More recent work by Hopfield
(1986), Rumelhart and McClelland (1986) and others led to a new resurgence in this

feld. Neural networks have the capability of representing the phy:

I knowledge of
complex systems. A neural network extracts knowledge from the data presented to it,
where the physical knowledge of the system is contained within the rules of the network.
In this context, the feasibility of an Anificial Neural Network technique to predict

stagnation region heat transfer in the presence of freestream turbulence was investigated

m



The neural network was trained using data from the present experiments. The neural

i briefly described pr the results.

5.1.1 Neural Computing

Neural computing is a relatively new concept in computing and its architecture is
motivated by the design and function of the human brain. In neural computing, the
computations are performed in an entirely different manner from conventional
computing. Conventional computing requires the determination of the solution (o the
problem and subsequent programming of the solution algorithm. By conirast, a Neural
Network (NN) is trained to solve the desired problem and it derives its computing power
through a massively distributed structure. Neural computing i also fault tolerant because
information is distributed throughout the system architecture. If any processing element is

destroyed, the performance of the network as a whole is only

hly degraded, whereas.
trag

nal computing systems are rendered useless by even a small amount of damage to
‘memory. A NN system requires a centain amount of data for its proper trining. This data
could be obtained either experimentally o through physical simulations. In the present

investigat

n, experimental data was used to train a NN for prediction of stagnation
region heat transfer in the presence of freestream turbulence. A feed-forward neural
network with one hidden layer and a back propagation-learning algorithm was selected in

this instance, due to its popularity, simplicity and powerful function approximation

m



5.1.1.1 Feed Forward Neural Network Model

‘Neural network models are specified by the et topology. node characteristics and
training or learning rules. These rules specify an initial set of weights and indicate how
the weights should be updated to improve the performance of the NN. A schematic of the
Feed-Forward Neural Network (FFNN) architecture used for the present study is shown

in Figure 5.1

Input Hdden  Output
Layer Layer Layer

Figure 6.1 Feed-forward Artificial Neural Networks

The topology of the network consists of an input layer, one hidden layer and one

output layer. There are

iput neurons, 12 hidden neurons and 1 output neuron in the
respective layers. Parameters 10 be considered when developing the FFNN are the
‘number of hidden nodes and the leaming rate. More complex functions can be modeled
using a greater number of hidden nodes, however, if there are too many hidden nodes, the

k does not find I solution and instead

over-trained.
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Each problem has an optimal number of hidden nodes, which needs to be determined. At
least one hidden layer is required to perform a non-linear mapping. Although a mukti-
layered architecture can be used, it has been shown that one hidden layer is usually

sufficient 1o solve many problems. The activation function through wi

the sum of the
net input of a neuron determines the output of that neuron can be: sigmoidal. linear.,

hyperbolic tan, k

ic, etc. In the present model, a logistic function has been used,
which may be represented as:
()= 1.1+ expl-x) 6.1

The aim of the investigation is to predict vi

a neural network the stagnation
region Nu directly from the freestream turbulence characteristics Re. Z, u. . W, @y, and
@ A raining sample size of 90 experimental data points was used for the NN training
The range of the input and output variables from the experimental study is given in Table
5.1. These values were normalized between 0.1 and 0.9 and were converted into binary
form for acceptance by the neural network software. In order to validate the network, an

independent validation set of 35 experimental data points was used.

5.1.1.2 Optimization of the Neural Network Model

‘The performance of the NN is influenced by the size and efficiency of the training
set, by the architecture of the network and by the physical complexity of the problem
being solved. It is extremely important to determine the appropriate number of hidden

neurons and optimize the leaming rate. There are, however, no well-defined criteria for

the optimization of the NN parameters; the optimum values depend on the specific

s



problem. Hence, a number of trials need to be performed to determine the optimum

number of hidden neurons and learning rate. To obtain the optimum number of hidden

neurons, a sensitivity analysis of the NN was performed in which the number of hidden
neurons was varied, while keeping the other parameters constant. The effect of the
number of hidden neurons on the Root Mean Square Error (RMSE) is presented in Figure
5.2, The smallest RMSE for both the training and test set of data was obtained with 12
hidden neurons. Hence, for all further computations, 12 hidden neurons were used in the
NN,

‘Table 5.1 Variation of Input and Output Parameters

Variables fon

mum

T lds number ( Rep) 7,750 142350

egral length scale (2 D) 00694 070

icity (D'U) 455 950

lormal vorticity (vD'U) 455 9.50

u y (w0 00395 1178
intensity (v 00335 1233

pan intensity (w0) 00335 1233

lues
8] ). [ 2834 | 6233

‘The learning rate of the NN was also optimized for the present investigation. The
learning algorithm modifies the weights associated with each processing element such
that the system minimizes the error between the target output and the actual network
output. Figure 5.3 shows the influence of the learning parameter on the RMSE. The
RMSE is plorted as a function of the epoch size, a number that represents how many

times each data set has been presented to the network. A smaller learning rate parameter



results in a smaller change in the network from one iteration to the next and the learning

curve is smoother. This is, however, attained at the cost of a slower rate of learning.

When the learning rate parameter increases, the learning process is faster. Further,

at high epoch sizes, the learning bex lower and the curves for leaming rates

0 0.5, 0.7 and 0.9 are almost the same. The learning rate that, on average, yields a local

is selected primum. A learning rate of
0.9 has been selected for the present NN. The learning s quite rapid and the test error is
very close to the training error, which indicates the network is able to generalize the
problem well when new test data was presented o it. The training was also carried out for
an epoch size of 20,000, The test error and training error were further reduced. The
learning process was stopped. when the generalization performance was observed to be

satisfactory. Table 5.2 summarizes the optimal values of the trained NN parameters.
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Figure 6.3 Optimization of the Learing Rate Value
‘Table 5.2 Neural Network Optimization Configurations
Variable Name ‘Optimization
‘Number of input neurons 7
‘Number of hidden neurons 12

Number of output neurons 1

Learning rate 09
EPOCH size 20000
Training sample size
Training error 0009447

0010718

5.1.2 Results from the Neural Network
‘The trained and optimized NN was evaluated using a new set of 35 measured data

points. The error analysis for the cross-validation of the new set of 35 data points showed



that the error of the NN output for more than 80 percent of the data points was below 2%,

and the maximum ecror of any data point was below 3%. This indicates that the network

the output with a for the present problem.

To further evaluate the efficacy of the NN, the network was used to predict the
variation of the stagnation line heat transfer with the freestream turbulence parameters:
these calculated data were then compared to the experimental data (Figures $.4-5.9). In
all cases, there is very good agreement between the heat transfer predicted by the NN and
the experimental results. The results indicate that there is a decrease in the heat transfer
with an increase in the integral length scale (Figure $.4). and an increase in heat transfer

with ar

increase in the other parameters.

In neural network analysis. the relative importance of an input parameter is
usually determined by the contribution of this parameter to the output parameter. For this
purpose, the NEUROSHELL? package was used to determine the relative contribution
factor of input variables in predicting heat transfer augmentation in the stagnation line.
The results are plotted in Figure 5.10. On the maximum scale of 6, provided by the
software, turbulence intensity has the highest comtribution factor, 5.38, and integral
length scale has the lowest, 3.54. All the measured input variables seem to have fairly

equivalent influence on the stagnation line heat transfer augment

ion. Therefore, all of
the characteristics of freestream turbulence measured in this study should be considered

in the formulation of mathematical correlation models.
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‘The use of neural networks in this field is innovative. The present investigation
has demonstrated that a neural network can be trained effectively o predict heat transfer
using a large number of input variables. The NN performance s strongly dependent on
the number and character of the training samples. The number of hidden neurons and the
learing rate are also crucial parameters. The number of hidden neurons is much more
dependent on the relationship between the input and the output rather than the number of
input and output neurons. A greater number of hidden neurons are required as the
‘complexity of the problem increases.

5.2 Prediction by Correlation Models
In this section, heat transfer data of the present study is compared with existing

comelation models. Using standard regression analysis, a new correlation model, which

‘wrbulence.



5.2.1 Comparison with Existing Correlation Models
‘The data from the three grids is compared with the correlation of VanFossen et al.

(1995) for freestream turbulence from square bar mesh grids:

(53)

As shown in Figure 5.11, the discrepancy between the present experimental data and
Equation (5.3) is significant for the 2.86 cm rod-grid, but the agreement improves with
decreasing size of rods. For the 0.95 cm rod-grid, 87% of the data falls within = 4 percent
of Equation (5.3). It is clear from Figure 5.11 that correlations developed for isotropic
turbulence generated by square mesh grids should be corrected to predict the heat transfer

due 1o the turbulence with

inct coherent vortical structures. The errors are larger for
the 2.86 cm rod-grid, where the freestream turbulence has a greater distinction between
the primary and secondary vortices. It is unlikely that correlations developed for isotropic

turbulence can be used to estimate heat transfer to gas tu

e blades, where the
turbulence from the combustor and wakes from the upstream blades are highly

anisotropic and laced with well-defined vortical structures.
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5.2.2 Correlation Model Incorporating Vortical Structures and Vorticity Field

The freestream turbulence needs to be characterized more comprehensively to

obtain irical models. Ct wrbulence with T,
Rep and i does not provide a complete picture of the turbulence, especially when the
wrbulence is anisotropic. The Reynolds number does not describe the nature of

turbulence. The 7 and 7 provide very limi

information about the structure of the
turbulence since they are estimated from streamwise velocity fluctuations measured by a
single wire. The correlation model o estimate the stagnation line heat transfer was
formulated incorporating information pertaining to the coherent structures and vorticity
field. It seems plausible that incorporating the vorticity field and spanwise velocity
fluctuations would improve the comrelation, since they highlight the distinct structure of
turbulence (see Figures 4.3-4.5). Since the vorticity amplification due to vortex stretching
is hypothesized to be an influential factor in stagnation region heat transfer, the
fluctuating vortcity component of primary vortices, i.e. ¢ and @ for turbulence
‘generated by the rod-grids in perpendicular and parallel orientations, respectively, were
considered to form a new turbulence parameter. The products of spanwise vorticity and
velocity fluctuating components, v and wa, were taken as additional parameters to be
included in the correlation. The products, vax and way, can be interpreted to represent the
vortex forces in turbulence, which are analogous to the Coriolis forces (Tennekes and

Lumley, 1972). The additional turbulence parameter used to develop a new correl

for the stagnation line heat transfer is defined as:
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For rods-grid in perpendicular orientation (5 42)

For fods-grid in parallel orientation (5.4b)

Therefore, the additional parameter i the vortex force due to freestream vortices.
which are susceptible to streiching, normalized by the diameter of the leading edge and
the mean freestream velocity. The new correlation was obtained by a regression analysis
and is presented in Figure 5.12. It can be seen that 95 % of the experimental data falls

within the +/- 4% of the new correlation given by:

Fr = 0.00021,[Re, " Tu®* "D AIE 4 0,939 ©5)

‘The improved correlation suggests that the inclusion of the vorticity field and
spanwise velocity components takes into account the vortical structures of the freestream
10 a certain extent. It is clear that freestream turbulence with different orientations of
coherent vortical structures has different influence over the heat transfer in the stagnation
region, and the consideration of vortical structures of turbulence would improve the

cortelation models in prediction of gas turbine heat ransfer.
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Chapter VI

and

An experimental study was performed to investigate the effect of freestream
turbulence vortical structures and vorticity on stagnation region heat transfer. Freestream
turbulence with different orientations of primary vortices was generated using grids of
2.86 cm, 159 cm and 0.95 cm diameter parallel rods in perpendicular and parallel
orientations with respect to the stagnation line. The characteristics of freestream
trbulence were measured using hot-wire anemometry. Heat transfer in the stagnation
region of the heat transfer model with a cylindrical leading edge was measured. Reynolds
numbers based on the diameter of the leading edge ranged from 67,750 1o 142,250. The
turbulence intensity and the ratio of integral length scale 10 leading edge diameter were in

the range of 3.93% to 11.78% and 0.07 to 0.7, respectively.

6.1 Conclusions

Overall, the structures of the freestream turbulence have a significant influence on
the stagnation region heat transfer. Similar to the findings of previous studies, an increase
in Reynolds number and turbulence intensity results in higher heat transfer in the
stagnation region, because of the thinner boundary layer and the greater transport of heat
by the turbulence eddies. Heat transfer increases with decreasing integral length scale as

the smaller eddies can better interact with the boundary layer. Additionally, the results of

hi 1 studs lateral
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vorticity fluctuations of the freestream turbulence. The freestream turbulence where the
primary vortices are susceptible to stretching gives the higher heat transfer in the
stagnation region. Apparent distinction between the primary and secondary vortices, i.e.
the higher degree of anisotropy of turbulence, leads to more noticeable difference in heat
transfer between two grid orientations. The existing correlation models for the stagnation
region heat transfer produce increasing discrepancies with greater degrees of anisoiropy,
since these models were developed based on nearly isotropic turbulence generated by
square-mesh grids. Inclusion of turbulence parameters pertaining 1o the structures of

impr for the stagnation region hea transfer.

‘The specific conclusions with quantitative figures arc:
1. Turbulence downstream of the grid of parallel rods is anisotropic close to the grids
(¥/d » 25-50), and the degree of anisotropy decreases with the downstream distance.

The anisotropy is more pronounced with the larger rods. Three-dimensionality of the

o f the grids,

2. Wavelet analysis was used to identify the coherent primary vortices generated by the
grid of parallel rods; the coherent vortices are prominent at locations close to the grids
(¥d = 25-50). The difference in the characteristics of the primary and secondary
vortices are more pronounced for larger rods at a given normalized downstream

distance. However, these primary vortices seem to weaken and their distinction from

less with di

Heat transfer in the stagnation region decreases with increasing grid-to-model

distance for a given Reynolds number. The increase in heat transfer at the stagnation



line over a uniform freestream ranges from 37% to 75% at /d = 25, and 15% 10 34%

at d = 125 for the three different grids.

Heat transfer increases with increasing Rep for a given rod-grid and grid-to-model
distance. The stagnation line heat transfer increases by 10% and 15% at x/d of 125

and 25 as Rep increases from 67,750 to 142,250.

. For a given grid-to-model distance, x/d, and Rep, the grid with smaller diameter rods
gives higher heat transfer. At the stagnation line, heat transfer with the 0.95 cm rod-
grid is about 5% higher than that with the 2.86 cm rod-grid. This can be attributed to

the smaller length scales associated with the smaller rod-grid.

B

The heat transfer enhancement by the grids in perpendicular orientation is larger than
that by the grids in parallel orientation. This can be speculated to be caused by greater
vortex suretching, since the primary vortices generated by the perpendicular
orientation are primarily aligned normal to the stagnation line, and more susceptible:

1o stretching as they approach the stagnation region.

The difference in heat transfer augmentation by grids in perpendicular and parallel
orientations decreases with the size of grid-rods. This could be due to a more apparent

distinction between primary and secondary vortices with the bigger rods which

a gree of anisotropy. Ata
25, the average difference in heat transfer augmentation is 7.39%, 4.63% and 2.46%
for the 2.86 cm, 1.59 cm and 0.95 cm rods, respectively.

8. The difference in heat transfer ion with grids in icular and parallel

. This is likely due to the
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0.

greater three-dimensionality of the freestream vortical structures as the distance from
the grid inercases.

For the 2.86 cm rod-grid, the difference in heat transfer between perpendicular and
parallel grid-orientations is the highest at the stagnation line, and decreases with
streamwise distance. However, ths difference remains fairly constant over the whole

stagnation region for the 1.59 cm and 0.95 cm rod-grids. This

tes that the heat
transfer enhancement in the stagnation region by different vortical structures is

dependent on the size of the primary vortices.

. The nature of heat transfer enhancement in the stagnation region by freestream

turbulence with distinct coherent vortical structures is quite distinct from that by
turbulence generated using square-mesh grids. The heat transfer data of this study are
poorly predicted using the existing correlation models for trbulence generated from
square-mesh grids. The discrepancies increase for the larger rods which generate

turbulence with a higher degree of anisotropy.

. A neural network could be an effective tool with a higher level of accuracy to predict

the stagnation region heat transfer using the characteristics of the freestream

turbulence measured in this study. The neural network trained in this study could
predict more than 80% of the sample data points below 2% error. The maximum

percentage error was 3.

. The correlation can be improved with the inclusion of spanwise vorticity and velocity

fluctuations. The i lates the heat transfer data of this study

+/- 4%. Therefore, any correlation model for stagnation region heat transfer should



take into account the distinct nawre of the coherent vortical structures of the

turbulence to improve its predictive capability.

6.2 Contributions
‘The contributions of this experimental study to the lterature of the stagnation
region heat transfer are:
1. The study investigated the relationship between the stagnation region heat transfer
and the freestream turbulence with well-defined vortical structures instead of
sotropic turbulence used in the previous studies.

2. The hypothesis of the heat transfer augmentation due to vortex stretching was

experimentally proved.

3. The study revealed the deficiencies of current empirical models in predicting real-life
applications, where ith high of

4.

‘The use of neural networks 10 predict stagnation region heat transfer, using sufficient
turbulence characteristics of the freestream, was innovative and proved that neural
networks could be an effective ool for convection heat transfer with a turbulent
freestream.

5. A new correlation model with an additional turbulence parameter, which takes the

structure of turbulence into account, was developed.



6.3 Recommendations

‘The followings recommendation are made for further study.

. The influence of the vortical structures might change with the Mach number of the
flow. This should be investigated since compressible flow is often encountered in gas
wrbine applications.

2. Measurements could be performed with the grids of parallel rods aligned at different

angles with the stagnation line. This would provide a better understanding of the

interaction of inclined vortical structures with the boundary layer of the stagnation

region.

Turbulence with higher degree of anisotropy than those in this study should be tested,

since these flows are common in real-life applications.

»

. Inclusion of the streamwise vorticity component is recommended to obtain a more

complete picture of the vorticity field.

133



Achenbach E. (1975) Total and Local Heat Transfer from a Smooth Cylinder in
Crossflow at High Reynolds Numbers, /. J. of Heat Mass Transfer. Vol. 18.
1387-1396.

Addison, P. S. (1999) Wavelet Analysis of the Breakdown of a Pulsed Vortex Flow.
Proc. Insn. Mech. Engrs., Vol. 213 (C), 217-229.

Ahmaed, G. R. and Yovanovich, M. M. (1997) Experimental Study of Forced
Convection from Isothermal Circular and Square Cylinders and Toroids, ASME ..
of Heat Transfer, Vol. 119,70 - 79.

Ameri, A. A., Sockol, P. M. and Gorla, R. S. R. (1992) Navier-Stokes Analysis of
Turbomachinery Blade External Heat Transfer. .. of Propulsion and Power. Vol
8,No. 2, 374-381

Antonia, R. A., Brown, L. W. B. and Bisset, D. K. (1989) Effect of Reynolds Number
on the Organized Motion in a Turbulent Boundary Layer, Near Wall Turbulence
Proceedings Zaric Memorial Conference, ed. S. J. Kline, N. H. Afgan, 488-506,
Hemisphere, New York.

Antonia, R. A, Browne, L. W. B., Bisset, D. K. and Fulachier, L. (1987) A
Description of the Organized Motion in the Turbulent Far Wake of a Cylinder at
Low Reynolds Number, /. of Fluid Mechanics, Vol. 184, 423-444.

Antonia, R. A., Browne, L. W. B. and Shah, D. A. (1998) Characteristics of Vorticity

Fluctuations in a Turbulent Wake, J. Fluid Mechanics, V'ol. 189, 349-365



Antonia, R. A. and Rajagopalan, S. (1990) Performance of Lateral Vorticity Probe in a
Turbulent Wake, Exp. Fluids, Vol. 9, 118-120,

Antonia R. A., Zhu, Y. and Kim, J. (1993) On the Measurement of Lateral Velocity
Derivatives in Turbulence Flows, Exp. Fluids, Vol. 9, 65-69.

Balint J. L., Wallace, J. M. and Vukoslaveevic, P. (1991) The Velocity and Vorticity
Vector Fields of a Turbulent Boundary Layer, Part 2, Statistical Properties, J.
Fluid Mechanics, Vol. 228, 53-86.

Bathie, W. W. (1996) Fundamentals of Gas Turbines, 20d Ed., John Wiley & Sons, Inc.,
USA.

Bisset, D. K., Antonia, R. A. and Browne, L. W. B. (1990) Spatial Organization of
Large Structures in the Turbulent Far Wake of a Cylinder, . of Fluid Mechanics,
Vol. 218, 439-461

Blair, M.F., Dring, R. P. and Joslyn, H. D. (1989) The Effects of Turbulence and
Stator/Rotor Interactions on Turbine Heat Transfer: Part [ - Design Operating
Conditions, ASME J. of Turbomachinery, Vol. 111, 87-96.

Boyle, R. J. (1991) Navier-Stokes Analysis of Turbine Blade Heat Transfer, ASME .. of
Turbomachinery, Vol. 113, 392-403.

Brads!

' P. (1971) An Introduction 1o Turbulence and its Measurements, Pergamon,
Oxford.

Carpenter, P. (1997) The Right Sort of Roughness, Nature, Vol. 388, pp. 713-714.

Ching, C. Y. and O'Brien, J. E. (1991) Unsteady Heat Flux in a Cylinder Stagnation

Region with High Freestream Turbulence, Fundamental Experimental

135



Measurements in Heat Transfer, eds. Beasley, D. E. and Chen, J. L. S., HTD-Vol.
179, 57-66.

Corke, T., Krull, J. D. and Ghassemi, M. (1992) Three-dimensional Mode Resonance
in Far Wake, J. of Fiuid Mechanics, Vol. 239, No. 99.

Daniels, L. C. and Shultz, D. L. (1982) Heat Transfer Rate to Blade Profiles- Theroy
and Measurement in Transient Facilities, K/ Lecture Series, Vols. 1 and 2.

Du, H., Ekkad, S. and Han, J. C. (1997) Effect of Unsteady Wake with Trailing Edge
Coolant Ejection on Detailed Heat Transfer Coefficient Distributions for a Gas

Turbine Blade, ASME J. of Heat Trangfer. Vol. 119, 242 - 248.

Dufly, S.F., Sandifer, J.B., DeBellis, C. L., Edwards, M.J. and Hindman, D. L. (1997)
Trends in the Design and Analysis of Components Fabricated from CFCCs,
ASME J. of Engineering for Gas Turbines and Power, Vol. 119, 1-6.

Dullenkopf, K. and Mayle, R. E. (1995) An Account of Free-Stream-Turbulence Length
Scale on Laminar Heat Transfer, ASME J. of Turbomachinery, Vol. 117, 401-406.

Eckkelmann, H., Nychas, S. G., Brodkey, R. S. and Wallace, J. M. (1977) Vorticity
and Turbulence Production in Pattem Recognized Turbulence Flow Structures,
Physics of Fluids, Vol. 20, 225231

Everson, R. Sirovoich, L. and Sreenivasan, K. R. (1990) Wavelet Analysis of the
Turbulent Jet, Phys. Lett. (4), Vol. 145, no. 6-7, 314-322.

Forrest, A. E. (1977) Engineering Predictions of Transitional Boundary Layers,
AGARD-CP-224.

136



Foss, J. F. (1981) Advanced Techniques for Transverse Vorticity Measurements, Proc.
‘Biannual Symp. on Turbulence, Rolla, Missouri, 1980, 208-218

Foss, J. F. (1994) Vorticity Consideration and Planar Shear Layers, Exp. Therm. Fluid
Sci., Vol. 8, 260-270.

Foss, J. F., All, S. K. and Haw, R. C. (1987) A C:

I Analysis of Transverse Vorticity
Measurements in a Large Plane Shear Layer, Advances in Turbulence, First
European Turbulence Conference, 1986, eds. Comopte-Bellot. G. and Mathieu,
1.,446-455, Berlin/Heidelberg/New York: Springer-Verlag.

Foss, J. F. and Haw, R. C. (1990a) Transverse Vorticity Measurements using a Compact
Array of Four Sensors. The Heuristics of Thermal Anemometry, eds. Stock. D. E.,
Sherif, $. A., Smits, A. J., ASME-FED 97: 7176

Foss, J. F. and Haw, R. C. (1990b) Vorticity and Velocity Measurements in a 2:1
Mixing Layer, Forum on Turbulent Flows, eds. Bowers, W. W., Morris, M. 1.
Samimy, M., ASME-FED 94: 115-120.

Frossling, N. (1958) Evaporating Heat Transfer and Velocity Distribution in Two-
Dimensional and Rotationally Symmetric Laminar Boundary Layer Flow, NACA
T™-1432.

Hajj, M. R. and Tieleman, H. W. (1996) Application of Wavelet Analysis to Incident
Wind in Relevance to Wind Loads on Low-Rise Structures, Trans. ASME, Vol.
118, 874-876,

17



Han, J. C., Zhang, L. and Ow, S. (1993) Influence of Unsteady Wake on Heat Transfer
Coefficients from & Gas Turbine Blade, ASME J. of Heat Transfer. Vol. 115, 904-
o1l

Hannis, J. M. and Smith, M. K. D. (1982) The Design and Test of Air Cooled Blading
for an Industrial Gas Turbine, ASME Paper 82.GT-229.

Head, M. R. and Bandyopadhyay, P. (1981) New Aspects of Turbulent Boundary Layer
Stucture, J. of Fluid Mechanics, Vol. 107, 297-338

Hebb, D.0. (1949) The Organisation of the Behaviour, John Wiley, New York.

Higuchi, H.. Lewalle, J. and Crane, P. (1996) On the Structures of a Two-Dimensional
‘Wake Behind a Pair of Flat Plates, Physics of of Fluids, Vol. 6, no. 1., 297-305.

Ho, C. M. and Tai, Y. C. (1996) Review: MEMS and its Applications for Flow Control,
ASME J. of Fluids Eng., Vo. 118, 437-441.

Hokan, A. (1993) An Experimental Study of the Vortical Structure of Turbulent Flows,
PhD Thesis, City Univ., New York

Hopfield, J.J. and Tank, D.W. (1986) Computing With Neural Circuits: A Model
Properties Like Those of Two State Neurons, Proc. Nat'l. Acad. Sci. USA, Vol.
233

Jacobson, S. A. and Reynolds, W. C. (1993) Active Control of Boundary Layer Wall

‘Shear Stress Using Self-Learning Neural Networks, AIAA Paper 93-3272

ston, J. P. (1974) The Effects of Rotation on Boundary Layers in Turbomachine
Rotors, NASA SP 304



Kays, W. M. and Moffat, R. J. (1975) The Behavior of Transpired Boundary Layers,
Stdies in Convection, Vol. 1: Theory. Measurement, and Application. ed
Launder. B. E.. Academic Press, London.

Kastrinakis, E. G., Eckelmann, H. and Willmarth, W. W. (1979) Influence of the
Flow Velocity on a Kovasznay Type Vorticity Probe, Rev. Sci. Insir. Vol. 50.
759-767.

Kasagi, N. and lida, O. (1999) Progress in Direct Numerical Simulation of Turbulent
Heat Transfer, AJTE99-6302, Proceedings of the 5" ASME JSME Joint Thermal
Engineering Conference, March 15-19, San Diego, USA.

Kato, M. and L

der, B. E. (1993) The Modeling of Turbulent Flow around Stationary
and Vibrating Square Cylinders, Proceedings of the Ninth Symposium on
Turbulent Shear Flows, Kyoto, August, 1993, 10.4.1-10.4.6

Kestin, J. (1966) The Effect of Freestream Turbulence on Heat Transfer Rates, Advarices
in Heat Transfer, Vol. 3. 1-32.

Kestin, J. and Wood, R.T. (1971) The Influence of Turbulence on Mass Transfer from
Cylinders, ASME J. of Heat Tranfer, Vol. 93 C, 321-327.

Kim, J. (1989) On the Structure of Pressure Fluctuations in Simulated Turbulent Channel
Flow, J. of Fiuid Mechanics., Vol. 205, 421-451

Kim, J. and Fiedler, H. E. (1989) Vorticity Measurements in Turbulent Mixing Layer,
Advances in Turbulence 2, Second European Turbulence Conference 1988, eds
Fernholz, H. H. and Fiedler H. E., 267-271, Berlin Heidelberg, Springer-Verlag,
New York.

139



im, J., Moin P. and Moser R. (1987) Turbulence Statistics in Fully Developed
Channel Flow at Low Reynolds Numbers, J. of Fluid Mechanics, Vol. 177, 133
166.

Kline, S. J. and Robinson, S. K. (1989) Quasi-Coherent Structures in the Turbulent

Boundary Layer. Part I: Status Report on a Community-

le Summary of the
Data, in Near-Wall Turbulence, eds. Kline and Afgan, pp. 200-217, Hemishpere.
New York.

Ko, S. Y. and Tsou, F.K. (1988) Advance in Gas Turbine Heat Transfer, Experimental
Hear Transfer, Fiuid Mechanics, and Thermodynamics, eds. Shah, RK.. Ganic,
EN.and Yang, K.T., Elsevier Science Publishing Co., Inc., New York.

Kovasznay, L. S. G. (1950) Q. Prog. Rep. Aeronaut. Dept. Contract NORD-8036-JIIB-
39, Johns Hopkins Univ.

Kovasznay, L. S. G. (1954) Turbulence Measurements, High Speed Aerodynamics and
Jet Propulsion, eds. Landenbuerg, R. W., Lewis, B., Pease, R. N. and Taylor. H.
S., 213-285, Princeton University Press.

Lakshminarayana, B. (1996) Fiuid Dynamics and Heat Transfer of Turbomachinery,
Wiley - Interscience, John Wiley & Sons Inc., New York.

Larsson, J. (1997) Turbine Blade Heat Transfer Calculations Using Two-equation
Turbulence Models, Proc. Insm. Mech. Engrs., Vol. 221, Part A, pp. 253-262.

Lekakis, 1. (1996) Calibration and Signal Interpretation for Single and Multiple Hot-

‘Wire/Hot-Film Probes, review article, Meas. Sci. Technol, Vol. 7, 1313-1333.



LeGrives, E. (1986) Cooling Techniques for Modem Gas Turbines, Topics in
Turbomachinery Technology . ed. Japikse, D., Concepts ETI. Inc.. Norwich, NT.

Ligrani, P. M and Bradshaw, P. (1987) Spatial Resolution and Measurement of
Turbulence in the Viscous Sublayer Using Subminiature Hot-Wire Probes, Exp.
Fluids, Vol. 5, 407-417.

Lowery, G.W. and Vachon, RL (1975) Effect of Turbulence on Heat Transfer from
Heated Cylinders. /nt. J. of Heat and Mass Transfer, Vol. 18, No. 11, 1229-1242.

Maciejewski, P. K. and Moffat, R. J. (1992) Heat Transfer with Very High Free-Stream
Turbulence: Part - Experimental Data, and Part Il - Analysis of Results, ASME J.
of Heat Transfer, Vol. 114, 827 - 839

Marasli, B., Nguyen, P. and Wallace, J. M. (1993) A Calibration Technique for
Multiple-Sensor Hot-Wire Probes and s Application to Voricity Measurements
i the Wake of a Circular Cylinder, Exp. Fluids, Vol. 15, 209218

Matsui, T. and Okude, M. (1980) Rearrangement of Karman Vortex Street at Low
Reynolds Numbers, X" International Congress Theoretical and Applied
Mechanics, University of Toronto Press, Toronto.

McCulloch, W.S. and Pitts, W. (1943) A Logical Calculus of the Idea Imminent in
Nervous Activity, Bulletin of Mathematical Biophysics. 5, 115-133.

Mehendale, A. B., Han, J. C. and Ou, S. (1991) Influence of High Mainstream
Turbulence on Leading Edge Heat Transfer, ASME J. of Heat Trangfer, Vol. 113,
843850,

"



Mi, J. and Antonia, R. A. (1996) Voricity Characteristics of the Turbulent Intermediate
Wake, Exp. in Fluids, Vol. 20, 383 - 392

Moffat, R. J. (1988) Describing the Uncertainties in Experimental Resuls. Experimental
Thermal and Fluid Science, Vol. 1, pp. 3-17.

Moin, P. and Bewley, T. (1994) Feedback Control of Turbulence, Applied Mech. Rer.
Vol. 47, $3-S13.

Morkovin, M. V. (1979) On the Question of Instabilities Upstream of Cylindrical
Bodies, NASA CR-3231

O Brien, J. E. and VanFossen, G. J. (1985) The Influence of Jet-Grid Turbulence on
Heat Transfer from the Stagnation Region of a Cylinder in Crossflow, ASME
Paper 85-HT-58.

Panton, R. L. (1984) Incompressible Flow, John Wiley & Sons, New York, USA.

Pao, Y. H. (1965) Structure of Turbulent Velocity and Scalar Fields at large Wave
Numbers. Physics of Fluids, Vol. 8, 1063-1075

Payne, F. R. and Lumely, J. L. (1967) Large Eddy Structure of the Turbulent Wake
Behind a Circular Cylinder. Physics of Fiuids, Vol. 10, 194-196.

Prasad, A. and Williamson, . H. K. (1995) Three-Dimensional Effects on Turbulent
Bluff Body Wakes at Moderate Reynolds Numbers, . of Fluid Mechanics,

Rajagopalan, S. and Antonia, R. A. (1993) RMS Spanwise Vorticity Measurements in a

Turbulent Boundary Layer, Exp. Fluids, Vol. 14, 142-144.

0



Rigby, D. L. and VanFossen, G. J. (1991) Increased Heat Transfer to a Cylindrical
Leading Edge Due to Spanwise Variation in the Freestream Velocity. AIAA papar
91-1739.

Roach, P. E. (1987) The Generation of Nearly Isotropic Turbulence by Means of Grids.
Heat and Fiuid Flow, Vol. 8, No. 2, pp. 82-92.

Robinson, S. K. (1990) Kinematics of Turbulent Boundary Layer Structure, PhD
dissertation, Stanford University. USA.

Robinson, S. K. (1991) Coherent Motions in the Turbulent Boundary Layer, Awiual
Review of Fluid Mechanics, Vol. 23, 601-639.

Rosenblatt, R. (1959) Principles of Neurodynamics, Spartan Books, New York.

Roshko, A. (1961) Experiments on the Flow Past a Circular Cylinder at Very High
Reynolds Numbers, J. of Fluid Mechanics, Vol. 10, 345-356.

Roshko, A. (1992) ives on Bluff Body Blugf Body

and Application, Vol. 2, 1-21

Rumelhart, D.E. and McClelland, J.I (1986) Parallel Distributed Processing:
Exploration in the Microstructure of Cognition, Vol. 1, MIT Press

Sato, M., Kobayashi, Y., Matsuzak, A., Aoki, S., Tsukuda, V. and Akita, E. (1997)
Final Report of the Key Technology Development Program for a Next-Generation
High-Temp Gas Turbine, ASME J. of Engineering for Gas Turbines and Power,
Vol. 119,617-623.

Smit, M.C. and Kuethe, A. M. (1966) Effects of Turbulence on Laminar Skin Friction

and Heat Transfer, Physics of Fluids, Vol. 9, No. 12, 23372344,



Smith, C. R. and Walker, J. D. A. (1997) Sustaining Mechanisms of Turbulent
Boundary Layers: The Role of Vortex Development and Interaction. Self
Sustaining Mechanisms of Wall Turbulence, ed. Pamton, R. L., Computational

Mechanics Publi

ions, Southampton, pp. 13-47.

Souza, F. D., Delville, J., Lewalle, J. and Bonnet, J. P. (1999) Large Scale Coherent
Structures in a Turbulent Boundary Layer Interacting with a Cylinder Wake.
Experimental Thermal and Fiuid Science, Vol. 19, pp. 204-213.

Spalart, P. R. (1988) Direct Simulation of a Turbulent Boundary Layer up to Ra=1410,
J. of Fluid Mechanics, Vol. 187, 61-98.

Spina, E. F. and Smits, A. J. (1987) Organized Structures in a Compressible, Turbulent,
Boundary Layer, J. of Fluid Mechanics, Vol. 182, 85-109.

Sutera, . P. (1965) Vorticity Amplification in Stagnation-Point Flow and its Effect on
Heat Transfer, J. of Fluid Mechanics, Vol. 21, part 3, 513-534.

Sutera, S. P., Maeder, P. F. and Kestin, J. (1963) On the Sen

vity of Heat Transfer in

the Stagnation-Point Boundary Layer to Free-stream Vorticity, J. of Fluid
Mechanics, Vol. 16, part 3, 497-520

Sullivan, P. and Pollard, A. (1996) Coherent Structure Identification from the Analysis
of Hot-Wire Data, Measurement Science and Technology, Vol. 7, 1498-1516.

Taneda, S. (1956) Experimental Investigations of the Wakes Behind Cylinders and
Plates at Low Reynolds Numbers, Journal of Physical Society Japan, Vol. 11,
302:307.

Tennekes, H. and Lumley, J. L. (1972) A First Course in Turbulence, MIT press, USA.



Tsinober, A., Kit, E. and Dracos, T. (1992) Experimental Investigation of the Field of
Velocity Gradients in Turbulent Flows. J. of Fluid Mechanics. Vol. 242. 169-192.

Turan, . and Azad, R. . (1989) Effect of Hot-Wire Probe Defects on a New Method
of Evaluating Turbulence Dissipation, J. Phys. E: Sci. Instrum.. Vol. 24, 254-261

VanFossen, G. J. and Simoneau, R. J. (1987) A Study of the Relationship between
Freestream Turbulence and Stagnation Region Heat Transfer, ASME J. of Heat
Transfer, Vol 109, no. 1, 10-15.

VanFossen, G. J., Simoneau, R. J. and Ching, C. Y. (1995) Influence of Turbulence
Parameters, Reynolds Number and Body Shape on Stagnation Region Heat
Transfer, ASME .. of Heat Transfer, Vol. 117, 597 - 603.

Vukoslaveevic, P., Wallace, J. M. and Balint, J. M. (1991) The Velocity and Vorticity
Vector Fields of a Turbulent Boundary Layer, Part 1. Simultaneous Measurement
by Hot-Wire Anemometry, J. Fluid Mechanics. Vol. 228, 25-51

Vukoslaveevic, P. and Wallace, J. M. (1996) A 12-Sensor Hot-Wire Probe to Measure
the Velocity and Vorticity Vectors in Turbulent Flow. Meas. Sci. Technol.. Vol. 7,
1451-1461

Wang, H. P., Goldstein, R. J. and Olson, S. J. (1999) Effect of High Free-Stream
Turbulence With Large Length Scale on Blade HeatMass Transfer, ASME J. of
Turbomachinery, Vol. 121, 217-224.

Wallace, J. M. (1986) Methods of Measuring Vorticity in Turbulent Flows, Exp. in
Fluids, Vol. 4, 6171



Wallace, J. M. and Foss, J. F. (1995) The Measurement of Vorticity in Turbulent Flows.
Annu. Rev. Fluid Mech., Vol. 21, 469 - 514.

Wassman, W. W. and Wallace, J. M. (1979) Measurement of Voricity in Turbulent
Shear Flow, Bull. Am. Phys. Soc., Vol. 24, 1142 (abstr.)

Wei, T. and Smith, C. R. (1986) Secondary Vortices in the Wake of Circular Cylinders.
. of Fluid Mechanics, Viol. 169, 513-553

Widrow, B. and Hoff, M.E. (1960) Adaptive Switching Circuits. 1960 IRE WESCON
Con, Record part 4, 96-104.

Williamson, C. B. K. (1988) The existence of Two Stages in the Transition 10 Three

ofa Cylinder Wake, Phy: . Vol. 31, 3165-3167.

mson, C. H. K. (1992) The Natural and Forced Formation of *Sport-Like’ Vortex
Dislocations in Transition of a Wake, J. Fluid Mechanics, Vol. 256, 393-442.
Williamson, C. H. K. (1996a) Three-Dimensional Wake Transition Behind a Cylinder,
. of Fluid Mechanics, Vol. 328, 345-407.

mson, C. H. K. (1996b) Vortex Dynamics in the Cylinder Wake, Armal Review

of Fluid Mech., Vol. 28, 477-539.

Williamson, C. H. K., Wu, J. and Sheridan, J. (1995) Scaling of Streamwise Vortices
in Wakes, Physics of Fluids, Vol. 7, 2307-2309.

Wyngaard J. C. (1969) Spatial Resolution of the Voticity Meter and Other Hot-Wire
Arrays, J. Sci. Instr. (J. Phys. E) Ser. 22, 983-987.

Yardi, N. R. and Sukhatme, S. P. (1978) Effects of Turbulence Intensity and Integral

Length Scale of a Turbulent Freestream on Forced Convection Heat Transfer



from a Circular Cylinder in Crossflow, 6" Intemational Heat Transfer
Conference. Proceedings General Papers, Vol. 5, Nuclear Reactor Heat Transfer,
Forced Convection, Paper FC(b)-29, Hemisphere Publ., Washington, D. C. 347-
352.

Yavuzkur, S. (1984) A Guide to Uncertainty Analysis of Hot-Wire Data, J. of Fluids
Engineering, Vol. 106, pp. 181-186.

Yeh, F. C., Hippensteele, S. A., VanFossen, G. J., Poinsatte, P. E. and Ameri, A.
(1993) High Reynolds Number and Turbulence Effects on Aerodynamics and
Heat Transfer in a Turbine Cascade, A/AA-93-2252.

Zdravkovich, M. M. (1997) Flow around Circular Cylinders. Vol 1: Fundamentals.
Oxford Science Publications, Oxford University Press.

Zhang, H., Fey, U., Noack, B. R., Konig, M. and Kckelmann, H. (1995) On the
‘Transition of the Cylinder Wake, Physics of Fluids, Vol. 7, 779794,

Zhang, L.. and Han, J. C. (1994) Influence of Mainstream Turbulence on Heat Transfer
Coefficients from a Gas Turbine Blade, ASME J. of Heat Transfer, Vol. 116, 896~
903

Zhang, L. and Han, J.C. (1995) Combined Effect of Freestream Turbulence and
Unsteady Wake on Heat Transfer Coefficients from a Gas Turbine Blade, ASME
J. of Heat Transfer, Vol. 117, 296-302.

Zhou, T. and Antonia, R. A. (2000) Reynolds Number Dependence of the Small-Scale

Structure of Grid Turbulence, J. of Fluid Mechanics, Vol. 406, pp. 81-107.

7



Zhou, Y., Antonia, R. A. and Tsang, W. K. (1999) The Effect of the Reynolds Number
of the Reynolds Stresses and Vorticity in a Turbulent Far-Wake, Experimental
Thermal and Fluid Science, Vol. 19, 291-298.

Zhu, Y. and Antonia, R. A. (1995) Effect of Wire Separation on X-Probe Measurements

in a Turbulent Flow, J. of Fluid Mechanics, Vol. 287, 199-223.



Appendix A
Estimation of Conduction Heat Losses through the Leading Edge Body
Using A Three-Dimensional Finite Element Model

Part of the energy supplied 1o the stainless steel foils of the leading edge is lost
through the leading edge body by conduction, which is three-dimensional in nature.
Preliminary heat transfer tests were conducted in order to estimate the total conduction
heat losses from the difference between the average temperatures of the outer surface and
inner surface of the leading edge (Equation 3.l¢). The points where temperature

measurements were taken during the preliminary tests are shown in Figure A.1

Temp. reading Temp. reading  Heated
poins on inner poinisonouter  suinless steel
s sy foils
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T
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Figure A1




It should be noted that there are additional temperature reading points apart from
the six thermocouples on each stainless steel strip. The same number of temperature
reading points with the same y and z coordinates are located on the inner surface (which
cannot be seen in Figure A.1). Firstly, the heat transfer tests were performed without
turbulence grids. After the steady state was obtained, the temperatures of the reading
points shown in Figure A.1 were recorded. Conduction heat losses from each strip were
estimated using the ANSYS finite element package, and the flat plate finite element
model used is shown in Figure A.2. The fla plate has a width of 3.2 cm. i.¢ the combined
width of two strips and two gaps between strips, and is 0.635 cm thick. The height of the

plate model is 20.32 cm, extending 2.54 cm at both ends of the heated stainless steel

sheet
Elements

‘The stainless
steel strip of Nodes
interest on oute
surface

Adjacent

strips




‘The flat plate model has 26 elements and 84 nodes. The type of element i cight

node brick (Solid 70 of the ANSYS package). The coordinates of the nodes. elements,

e input data and resu in the lat patof this Appendix, The
nduction lossfrom a strip was the the heat fux a the nodes on the
surip. The total conduction heat I from allsrps:
Qs = [ (@uns),

Where, Qcond = Total conduction losses from the leading edge

(geons), = Conduction losses from the stainless steel strip i

‘The average temperature of the outer and inner surfaces of the leading edge was
estimated from the temperature profile of those surfaces. The correction factor C; was
then obtained from:

Qs = AC (T g = TWo,)

Where.k = Thermal conductivity of the leading edge

A = Areaof the leading edge

C; = Correction factor for each freestream velocity
Twe = Average temperature of the outer surface

TWimmer = Average temperature of the inner surface
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The heat transfer tests were repeated with the presence of turbulence generating
grids, and the accuracy of the use of correction factors was checked. The total conduction
heat losses computed using the correction factors agreed with that given by the finite

element models using the ANSYS package within + 2 percent for all freestream velocity.
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Appendix B
Estimation of Experimental Uncertainties

B.1 Uncertainties in Frossling Number

For each variable measured (or estimated), the total uncertainty can be calculated

from
Un=(B+P"?
where Un = Total uncenainty
B =Bisemor
P =Precision error
Total uncertainty (Un)

The +Un interval about the result presented is the band within which the
experimenter s 95% confident that the true value of the result lies
Bias error (B)

‘The bias error is an estimate of the magnitude of the fixed, constant error. It is
assigned with the understanding the experimenter is 95% confident that the true value of
the bias error would be less than |81, The bias error of the variable measured is usually
based on the resolution of the equipment and the error specifications provided by the
manufacturer. For instance, the multimeter has a resolution of 0.01 ampere, which is
taken as constant error by taking the calibration error of the equipment into account, in
measuring the current flow. The average currents to the leading edge for the maximum

and minimun freestream velocity of the tests are 5.56 and 3.85 amperes, respectively.



Therefore, the percentage bias error in current / is 0.18 percent (= 0.01/5.56 *100) for the
maximum velocity, and the 0.26 percent (= 0.01/3.85) for the minimum freestream
velocity.

The bias error for estimated variables are calculated using the root-sum-square

method (Moffat, 1988), which is the basis for all uncertainty estimation. If the result R of

calculated from the estimated) variables:
LS G —

then, the bias eor of the variable R s given by the root-sum-square method:

The partial derivative of R with respect 10 x, is the sensitivity coefficient for the
result R with respect 10 the measurement x, In case the variable R is estimated from a
pure product form of a set of variables

Re=x®xlx® "

then, the root-sum-square method gives the bias error in K:

‘The bias errors of energy input to the leading edge Q. heat 1055¢5 Oray a0d Qconse
Nusselt number Nu and Frossling number Fr were estimated by applying the root-sum-
square method to the Equation 3.1



Precision error (P)

The +P interval of a result is the 95% confidence estimate of the band within

‘which of the result fall, i the expe many times under
the same conditions using the same equipment. Thus, the precision error is an estimate of
the lack of repeatability caused by random errors and unsteadiness.

The precision error of the single sample parameter, i voltage. current and
freesiream mean velocity for this study, is estimated from the standard deviation (S) of
the population of the measurements (31 samples were taken for each piece of equipment
in this study). The ratio of precision error to the standard deviation (P'S) for 31 samples
ranges berween 134 10 0.8 (see Moffar, 1988), and the average value [=(1.34+0.82) is
taken for this study. For instance, to estimate the precision error of the TSI velocity meter
at the maximum freestream velocity, 31 samples were taken running the wind tunnel at
U=10.5 mis. The sample data (in m/s) is:

U={10.50, 10.50, 1050, 10.55, 10.50, 10.55, 10.45. 10.50, 10.50, 10.50, 10.45. 10.50,
10,55, 10,55, 10.50, 10,50, 1050, 10.55, 10.45, 10.45, 10.50, 10.50, 10.50, 10.50, 10.50,
10.45,10.50, 10.55, 10.50, 10.50, 10.45)

‘The standard deviation (S) of the sample was estimated to be 0.0316 s, and the

precision error P was calculated using the ratio of P/S for the population of 31 samples:
PS=(134:08)2

Therefore, the percentage precision error of the TSI meter for the maximum freestream

velocity is 0.322 (=P/U=0.03381/10.5 *100)
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The precision error of & multiple-sample parameter. i.e. temperature readings of
thermocouples for this experiment. can be considered based on statistical theories.
Multiple-sample tests are those in which enough data s taken at each test point to support
a sound statistical interpretation of the random error characteristics of the set. In this
study, the reading of a thermocouple was the average of the set of 180 data points. the
standard deviation of which was lower than the bias error of the thermocouple. Therefore.
the precision error in temperature was assumed to be equivalent to the bias error. The
precision error of an estimated variable can be calculated using the root-sum-square

methods similar to that mentioned in the bias error section.

B.2 Uncertainty in Tu, i and o

‘The uncertainty of the hot-wire data includes calibration uncetainty, @, and
curve-fiting uncerainty, 4 (Yavuzkurt, 1984). Total uncertainty in a parameter is
calculated depending on how this parameter i estimated and the number of curve-fittings
involved. For instance, the uncertainty in the streamwise fluctuating velocity component
can be estimated:

Un=(a® - g4

However, total uncertainty in integral length scale needs to take into account the
additional uncertainty in curve-fitting for autocorrelation function.
Calibration uncertainty ()

Calibration uncertainty is mainly due to the uncertainty in velocity measurement

ing the hot-wire,

 the TSI velocity meter was used for calibration, the total



uncenainty, i.e. combined bias and precision errors, in velocity measurement was taken
as the calibration uncertainty. Unlike the velocity measurement in estimation of the
Frossling number, where the velocity was the single-sample parameter, the velocity

readings were recorded as multiple-sample parameters (31 readings for each freestream

process in order
Curve.fitting uncertainty (f)
From the curve fit data, uncetinty 4 can be calculated as follows (Yavuzkurt,

1984)

i)

"

where U =Measured velocity (ms)
AU = Difference between the measured and curve-fitted data (m/s)
n = Total numbers of data points for curve-fitting
The root-sum-square method was applied to the Equations 3.9 and 3.10 to
estimate the uncertainty in integral length scale, and to the Equations 3.1 and 3.12 to

determine the uncertainty in fluctuating vorticity components.
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Appendix C
Calibration and Data Reduction Programs for Hot-wires

C.1Single Wire

C.1.1 Velocity Calibration

clear

9% Script file to obtain a calibration curve for s-wire
% filename: xcalib.m

% generate sequence of file names

file = [ 'scal00.dat’, scal01. dat’; 'scal02.dat','scal03.

'scal0s dat',
scal06 dat’; 'scal07.dat’ 'scal08.dat'; 'scal09.dat’ scal 10 dat';'scall1.dat’;'scal12.dat’;
scall3.dat’ 'scall4.dat’ 'scal 15 dat’; 'scal 16.dat’, J;
for n=1:size(file,1);

fid = fopen(file(n, :size(file.2)),);

data = fscanf{fid, %i %, [1, inf]);

hwirel(n) = mean(data(1, 1 size(data,2)));

felose(fid);

clear data;
end;
tsi_vel={0.00 1.872.473.13 3,75 4.35 5.02 5.82 6.48 7.28 8.00 8.75 9.28 9.8 10.50
1140 1225);

pxm3100al = polyfit(hwirel. tsi_vel.3);



x=linspace(100,2500,100),
yl=polyval(pxm3100al x);

= polyval(pxm3100al, hwire1);
plot(hwirel, tsi_vel'r+xy1k~);

title(Cali

ation Curve for S-Wire data set, Mar. 16, 2000');
xlabel('Hot Wire Signal (A/D Data));

Ylabel('Velocity (TSI mete) m/sec.;

axis([300 2500 0 13.0])

save pxm3100al pxm3100al;

Calibraion Curve for S-Wire data set, Mar. 31, 2000

Velocity (TS! meter) misec

40 e 0 10D 20 14D 00 TE00 200 2200 240
ot Wire Signal (/D Data)

Figure C1 Calibration Curve for Single Wire
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C.1.2 Estimation of U and Tu

clear

% Script file to analyze mean and rms velocity. % filename : xmsave.m

load pxm3100al;

file] = [ss11.dat’ 'ss121.dat’ 'ss131.dat’ 'ss611.dat’; 'ss621.dat’; 'ss63 1 dat; 'ss211.d:

'ss221.dat’, 'ss231.dat’; 'ss711.dat; 'ss721.dat; 'ss731.dat’ 'ss311.dat’; 'ss321.dat’, 'ss331.
'ssB11.dar; 'ssB21.dat’ 'ss83 1 dar’; 'ssd11.dat’; 'ssd21.dat’; 'ssd31.dat’;'ss91 1. dat';

55921, dat’,'ss931.dat’; 'ssS11.dat’; 'ss521.dat’, 'ssS31 dat’, ];

nu =0,0000155;

for n=1:size(filel 1);

id = fopen(file1(n, I 'size(file1,2))¢);
data = fscanf{fid, %i %, [1, inf]):
ndata_1=data(l, );
ul = polyval(pxm3100al.ndata_1);
ifn<io
dt=1/30000;
[2:wn]=buttord(14000/15000, 15000/15000.1,50);
else
dt=1/20000;

[z:wn]=buttord(9500/10000,10000/10000,1,50);

end

[b.al=butter(z,wn);



ulf=fiker(ba.ul);
u=ulf{100:139900);
u_mean(n)=mean(u(1, 1 size(u.2)));
u_prime = u-u_mean(n);

clear data ndata_l;

felose(fid);

u_rms(n) = std(u);

tu(n)=(u_rms(n)/u_mean(n))*100;

%
for i = 2:(sizeu2)-1);

dupdi(i) = (u_prime(i+1)-u_prime(i-1))/(2*dt);

dupdx() = dupde(i)u_mean(n);
end;

dupdxrms(n) = std(dupdx);
epsilon(n) =

% (dv/dt)

% (dvidyU

eta(n) = (nu"Hepsilon(n))."0.25;

tau(n) = (nwepsilon(n))."0.5;
fK(n)  =u_mean(n)/(2*22/7*eta(n));
VK(n) = (nu*epsilon(m)."0.25:
clear u_prime u;
end:

y=linspace(1,27,27);
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% Kolomogorov length scale
% Kolomogorov time scale
% Kolomogorov frequency

% Kolomogorov velocity scale

Yerepeat for every file



save umean.dat y u_mean -ASCIL;
save tuinten.dat y tu -ASCIL;

save urms dat y u_rms -ASCIL;

save epseta dat y epsilon eta -ASCIT;
save taufk dat y tau fK -ASCIL;

save dupdx.dat y dupdxrms -ASCIT;
save vk dat y VK -ASCII;

clear n m fid file] pxm3100al;

C.1.3 Autocorrelation
clear

load pxm3100al:

filel

'ss111.dat’ 'ss121 dat’; 'ss131.d

'ss611.dat’ 'ss621 dat’; 'ss631.dat’, 'ss211.dat’;

'ss221.dat; 'ss231.dat’, 'ss711.dat’ 'ss721.dat’; 'ss73 1 dat’; 'ss311.dat’, 'ss321.dat';

'ss331.da (; 'ss821 dat', 'ss831.dat’, 'ssd1 1 dat' 'ss421 dat

'ss431 dat’;
'ss911.dat’; 'ss921.dat’; 'ss93 1.dat’, 'ss511.dat’'ss521 dat’, 'ssS31.dat’, ]

nu = 0.0000155;
x=linspace(1,250,250);
for n=1:size(filel 1) %file incrementer
fid = fopen(file1(n, 1 :size(file1,2)),'r);

data = fscanflfid, %i %i", (1, inf]);

ndata_1=data(1,



ul = polyval(pxm3100al ndata_1).
ifn<io
dt=1/30000;
(z.wnj=buttord(14000/15000, 15000/15000,1,50);
else
dt=120000;
[z:wn]=buttord(9500/10000,10000/10000,1.50);
end
Yt
[b.a]=butter(z.wn);
ulf=filier(b.aul);
u=ulf(100:139900);
u_mean(n)=mean(u(l,1:size(u.2)));

u_prime = u-u_mean(n);

clear data ndata_I;
felose(fid):
u_rms(n) = std(u);

for j=1:250;

for i = 1:(size(u,2)-(*12)-1);
uprimebar(i)=u_prime(i+(j*12)-1)*u_prime(i)(u_ms(n)*u_ms(n)):
end;

auto(n.j)=mean(uprimebar);



end;
clear u_prime u;
end;

save autocor dat y auto -ASCIL; clear nm fid filel pxm3100al;

C.2 X-Wire

C.2.1 Velocity Calibration

clear

% Script file to obtain a calibration curve for X-wire % filename: xcalib.m

file = [ 'xcal00.dat’; 'xcalO1.dat’; 'xcal02 dat’; 'xcal03.dat’ 'xcal0d.dat’ 'xcal0S dat’;

'xcal06,dat’; cal07 dat’; 'xcal08.

s 'xcal09.dat; 'xcal 10.dat’; 'xcall1.dat’ 'cal12.dat’
'xeal 13 dat; "xcal 14, dat’; 'xcal 1S dat'; ‘xcal16.dat’; J;
for n=1sizelile,1); % file incrementer

fid = fopen(file(n, 1 size(fle.2)).%);

data = fscanf{fid, %i %, 2, infl);

hwirel () = mean(data((, 1 size(data.2)));

hwire2(n) = mean(data(2, 1 size(data,2))).

felose(fid);

clear data;

end: 9% repeat for every file

i_vel=[0.00 1.80 2.59 3.14 3.89 .47 5.00 5.75 6,38 7.32 8.00 8.77 9.28 9.87 10.50
11.40 1235);



Pxa0300al = polyfit(hwirel, tsi_vel.3); pxa0500a2 = polyfir(hwire2, tsi_vel.3);
x=linspace(200,2400,100);

)

hwirel); . hwire2);

plot(hwirel, tsi_velr+'x.yl k--" hwire2,tsi_vel, gx'x,y2,

title(Calibration Curve for X-Wire data set, Apr. 05, 2000');
xlabel('Hot Wire Signal (A/D Data)');ylabel('Velocity (TSI meter).m/sec.);

axis([200 2400 0 13.0]); save pxa0500al pxa0500al; save pxa0500a2 pxa0S00a2:

Calibation Curve for XWire data set, Apr. 05, 2000

Velocity (TS! meter) misec.

—

400 600 800 1000 1200 1400 1600 1800 2000 2200 2400
Hot Wirs Signal (AD Data)

Figure G2 Velocity Calibration Curve for X-wire
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C.2.2 Yaw Angle Calibration
clear
% tetaefm : Script file to obtain teta effective
load pxa0500al:
load pxa0500a2;
fle = [ 'xa00.dat; 'xa06 dat; 'xa0S dat’; 'xa04.dat; 'xa03.dat’; 'xa02.dat’; 'xa0 dat’
'xa07 dat’ 'xa08 dat’ 'xa09 dat’ 'xal0.dat’ 'xal 1 dat’ xal2 dat’ J:
yaw=[302520 1510 5 -5 -10-15 20 -25 30
forn =1 :size(file,1):
fid = fopen(fle(n. I size(file.2)).7);
data = fscanf(fid, %i %, [2, infl);
hwi(n) = mean(data((, |'size(data.2)));
hw2(n) = mean(data(2, :size(data.2)));
felose(fid);
clear data;
end; % repeat for every file
forn =1 : size(file,1);
vel_(n) = polyval(pxa0500al hwi(n));
vel_2(n) = polyval(pxa0500a2,bw2(n)):
end:

forn= 1 size(file,1);

efang_1(n) 'pi/180)-(vel_1(n)/8.1839))/sit "pi



efang_2(n) Pi/180)-(vel_2(n)8 pi
teraef_1(n) = efang_I(n)*180/pic
tetaef_2(n) = efang_2(n)* 180/pi;

end; Y%repeat for every file

av_eff_1 = mean(tetaef_|); av_eff_2 = mean(tetaef,2)

plot(yawtetaef_I,'r+'yaw,tetaef 2.

\yawtetaef_|

yawtetaef_2b);
title(Effective angle versus Teta yaw, Mar. 18, 2000):
xlabel('Teta yaw, Degree'), ylabel(Effective angle of wires, Degree'),

clear n fid file;

Effective angle versus Teta yaw, Apr. 05, 2000

Efective angie of wires, Degree
% &5 & 8

8

E] 0 [
Tata yaw, Dograe.

Figure C3 Yaw Angle Calibration for X-wire
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C.2.4 Estimation of Fluctuating Velocity Components

clear

% Seript file to analyze mean and rms of a set of x-wire data. % filename : xmsave.m
load pxa0500al;

load pxa0500a2;

filel = [xs111.dat’ 'xs121.dat’ 'xs131.dar’; 'xs611.dat’; 'xs621 dat; 'xs631.c

'xs211.dat’; 'xs221.dat’, 'xs231.dat; 'xs711.dat’ 'xs721.dat’; 'xs731.dat’, 'xs311.dat’;

'xs321.dat’; 'xs331.dat’; 'xs811.dat; 's821.ds

s831.dat', 'xsd11.dat’; 'xsd21.dat’,
'xs431.dat’ 'xs911.dat’, 'xs921.dat’; 'xs931.dat’ 'xsS11.dat’; 'xs521.dat’, 'xsS31.dat’; J;
file2 = ['xpl11.dat’; 'xp121 dat’; 'p131.dat’; 'xp611.dat’; 'xp621.dat’, 'xp63 1 dat';

xp211.d:

'Xp221.dat’ 'xp231. dat; 'xp711.dat', 'xp721 dat’ 'xp731.dat’ 'p311.dat’
'xp321.dat, 'xp331 dat’; 'xp811.dat’; 'xp821 dat’; 'xp831.dat’ 'xpd11.dat' 'xpd21 dat'.
'xp431.dat’, 'xp911.dat’; 'xp921.dat’; 'xp931.dat’; xpS11.dat’ 'xpS21.dat: 'xpS31 dat; J;
= 0.0000155;

teta_| =43.0944; % teta | effective in degrees
fieta_2 =35.0726; % teta 2 effective in degrees
tetal = teta_1*pi/180; % teta | effective in radian
teta2 = teta_2°pi/180; % teta 2 effective in radian
tantetal =tan(tetal);

tanteta2=tan(teta2);

costetal=cosftetal);

f i 1

n



fid = fopen(file](n, 1:size(file1.2)).7);

data = fscanfifid. %%i %i' [2, infl):

ndata_=data(1,);
ndata_2=data(2,),
ul = polyval(pxa0500al ndata_1);
2 = polyval(pxa0500a2,ndata_2);
ifn<10
dt=1/30000;
[z wn]=buttord(14000/15000,15000/15000,1,50);
else
dt= 1120000,
[z:wn]=buttord(9500/10000,10000/10000.1.50);
end
[b.al=butter(zwn);
ulf=filter(baul);
ul=ulf(100:99900),
u2e=filter(b,a.42);
u2=u2f(100:99900);
for q =1:size(ul 2);
(q) = (costetal *ul(q))(cos(tetal-atan((ul(q)u2(q)

I

1)/(tanteta2*ul(q)/u2(q)+tantetal )));

s



V(q) = (costetal *ul(@))(cositetal-atea((ul (/u2(q)-

( W
1)/ranteta2*ul(qVu2(q) antetal ));

end:

u_mean(n)=mean(u(1,1:size(u.2))).

v_mean(n)=mean(v(1,1:size(v.2))):

u_prime = u-u_mean(n):

v_prime = v-v_mean(n);

clear data ndata_I ndata 2,

felosefid);

u_rms(n) = std(u);

v_rms(n) = std(v);

t(n)=(u_rms(n)/u_mean(n))*100;

for i = 2:(size(ul 2)-1);

dvpdt() = (v_prime(i+1)-v_prime(i-))/(2°d); % (@vidt)
dvpdx(i) = dvpdi(i)u_mean(n); % (@vidU
dupde(i) = (u_prime(i+1)-u_prime(i-1)}(2*dr) % (dv/dt)
dupdx(i) = dupde(iVu_mean(n); % (@vidU

end;

dvpdxrms(n) = std(dvpdx); % mean of (dwdx)'2

dupdxrms(n) = std(dupdx);

epsilon(n) = 3 issi -




end;

eta(n) = (nu"3lepsilon(n))."0.25;
tau(n) = (nu/epsilon(n))."0.5;
K(n)

% Kolomogorov length scale

% Kolomogorov time scale

VK(n) = (nu*epsilon(n))."0.25;

clear beta s ul u2 u_prime v_prime u v ;

y=linspace(1,27,27);

for n=1:size(file2,1);

id = fopent(file2(n,

size(file2.2)),7).

ndata_l=data(1,);
ndata_2=data(2.):

ul = polyval(pxa0500al,ndata _1);
u2 = polyval(pxa0500a2,ndata_2);
ifn<10

dt = 1/30000;

(s ta(n));

% frequency

% Kolomogorov velocity scale

Yrepeat for every file

9%file incrementer

[z:wn]=buttord(14000/15000,15000/15000,1,50);

else

dt=1/20000;

[z wnl=buttord(9500/10000,10000/10000,1,50);
end
[b.aj=butter(z.wn);



ulf=filter(b.a.u1):;
ul=ulf(100:99900),
w2f=filter(b.a.u2);

W2=21100:99900);

for q =1:size(ul 2);

DY

1)/(tanteta2*ul (@)/u2(q) Hantetal)).

W) = (costetal “ul (@)(cos(tetal -atan((u 1 (@/u2(a)-

1)(tanteta2*ul (q)/u2(q) Hantetal)));
end:
uxz_mean(n)=mean(uxz(1. size(uxz2))).
w_mean(n)j=mean(w(1, | size(w2))),
uxz_prime = uxz-uxz_mean(n);

W_prime = w-w_mean(n);

clear data ndata_l ndata_2:

felose(fid);

uxz_rms(n) = std(uxz).

w_rms(n) = std(w);
tuz(n)=(uxz_fms(n)Vuxz_mean(n))* 100;
for i = 2:(size(ul, 2)-1);



dwpdii) = (w_prime(i+1)-w_prime(i-1))(2°d1); % (@vidt)
dwpdx(i) = dwpdi(i)uxz_mean(n); % (@vidyU
duxzpdt(i) = (uxz_prime(i+1)-uxz_prime(i-1)}(2*dt). % (dv/de)
duxzpdx(i) = duxzpdt(iyuxz_mean(n);
end;
dwpdxrms(n) = std(dwpdx): 9% mean of (duldx)'2
duxzpdxrms(n) = std(duxzpdx);
clear beta s ul u2 uxz_prime w_prime uxz w;
end; Shrepeat for every file
save umean.dat y u_mean uxz_mean -ASCIL;
save winten.dat y tu tuxz -ASCIL;
save uvrms dat y u_rms v_rms -ASCIL;
save uxzwrms.dat y uxz_rms w_rms -ASCIL;
save pdxrms dat y dvpdxrms dwpdxrms -ASCIL;
save vwmean dat y v_mean w_mean -ASCIL;
save epseta dat y epsilon eta -ASCIL;
save taufk.dat y tau fK -ASCIL;
save dupdx dat y dupdxrms duxzpdxrms -ASCIL;
save vk dat y VK -ASCIL;

clear nm fid file] file2 pxa0500al pxa0500a2 tetal teta2 teta _l tteta_2;

m



C.3 Vorticity Probe

€.3.1 Velocity Calibration

clear.

% Script fle to obtain a calibration curve for v-wire, filename: vealib.m

fle = [ 'veal00.d:

al01. dat'; 'veal02. dat' 'veal03 dat'; 'veal0d dat'; 'val0S. dat';

'veal06 dat’; 'veal07.dat’; 'vealO8 dat': 'veal09.dat’; 'veal10.dat’; 'veall I.dat’ 'veal 12.dat’;
veal13.dat'; 'veal 14 dat’; 'veal 15 dat’; 'veal16.dat’ ),
for n=1:size(file,1); % file incrementer

fid = fopen(file(n, 1 :size(file,2).1);

data = fscanfUfid, %i %i", [4, inf]);

hwirel(n) = mean(data(1, 1 size(data,2)))

hwire2(n) = mean(data(2, | size(data,2)));

‘hwire3(n) = mean(data(3, | :size(data,2)));

hwired(n) = mean(data(4, 1 :size(data.2)));

felose(fid);

clear data;
end; 9% repeat for every file
tsi_vel={0.00 1.79 2,50 3.27 3.90 4.48 5.03 5.77 6.40 7.28 8.02 8.73 9.12 9.82 10.50
11.25 1220},

Pxal700al irel, si_vel.3); pxal ire2, tsi_vel.3);
pxal700a3 ire3, ti_vel,3); pal ired, tsi_vel,3);
x=linspace(200,2000,100);




yl=polyval(pxal 700al x). y2=polyval(pxal 700a2.x);

y3=polyval(pxal 700a3.x); y4=polyval(pxal 700a4,x);

plot(hwirel, tsi_vel,r+'x.y1 k-, hwire2,tsi_vel, gx'x.y2.

y3. K. hwired.tsi_vel.bx'x,y4.K);

title(Calibration Curve for V-Wire data set, Apr. 17, 2000;

xlabel('Hot Wire Signal (A/D Data)); ylabel( Velocity (TSI meter).m/sec.
axis([200 2000 0 12.5]);

save pxal700al pxal700al; save pxai700a2 pxal700a2;

save pxal700a3 pxal700a3; save pxal 700ad pxal 700a4;

Calibration Curve for V-Wire data set, Apr. 17, 2000

Velociy (1S meter) misec

S50 a0 a0 om0 ot 0 B0
Hot Wire Signal (A Data)
Figure CA Velocity Calibration for Vorticity Probe



€.3.2 Yaw Angle Calibration

clear

% tetaefm - Seript file to obtain teta effective
% Filename: tetaef.m

load pxal 700al;

load pxal 700a2;

file = ['va00 dat’; 'va06.dat', 'va0S dat'; 'va04.dat’, 'va03.dat'; 'va02.dat’ 'vaOl dat';

'va07.dat'; 'va08.dat’; 'va09. dat’;

a10.dat; 'val . dat; 'val2.dat’ ],
yaw =[0302520 15 105 -5 1015 -20 25 -30];
forn =1 ssize(file,1);

id = fopen(file(n, I :size(file.2)).):.

data = fscanf{fid. % %' [4, inf]):

hwi(n) = mean(data(1, 1 size(data,2)));

hw2(n) = mean(data(2. 1 size(data.2)));

felose(fid);

clear data;
end; % repeat for every file
forn=1: size(fle.1);

vel_I(n) = polyval(pxal 700aL hwi(m));

vel_2(n) = polyval(pxal 70082 hw2(n));
end:

forn = 1: size(file,1);



efang_1(n) pi/180)-(vel_I(n)/8

efang_2(n) pi/180)-(vel_2(n)’8.
tetaef_I(n) = efang_|(n)* 180/pi
tetaef_2(n) = efang_2(n)*180/pi;
end; Yhrepeat for every file
av_eff_| = mean(tetaef_1)
av_eff_2 = meantetaef_2)

plot(yaw tetaef_L,r+",

title(EfFective angle versus Teta yaw, Apr. 12, 2000,
xlabel('Teta yaw, Degree);

‘ylabel(Effective angle of wires, Degree’),

clear n fid file

C.3.3 Estimation of Fluctuating Vorticity Components
clear

% filename : vmsave.m

% Script file to estimate the fluctuating vorticity components
load pxal 700al;

load pxal700a2;

load pxal 700a3;

load pxal700a4;

tetaef. 2,gx’ yaw,tetaef_Ly',yaw.tetaef 2.b);



filel = [vm111.dat’; 'vm121 dat’; 'vm131.dat’; 'vm61 1 dar’ 'vm621.dat’; 'vm631.dat’

‘vm211.dat’ 'vm221.dat’ ‘'vm231.dat’; 'vm?11.dat’ 'vm721 dat’, 'vm731 dat’; 'vm311.dat’,

‘vin321.dar’ 'vm331.dar’ 'vm811.dat’ 'vms21.dat 'vm831.dat’; 'vmd11 dat’ 'vma21.dat’,
‘vmd3 1. dat’, 'vm911.dat’; 'vm921.dat’; 'vm931.dat' 'vmS11.dat’; 'vmS21.dat’; 'vmS31.dat’
3

file2 = ['vni11.dat; 'vnI21.dat’ 'val31.dat’ 'vn611.dat’; 'vn621 dat’; 'vn631.dat’;
‘vn211.dat’; 'vn221 dat’; 'va231.dat’ 'vn711.dat’ 'va721.dat; 'va731 dat’ 'vn311.dat’,

‘vn321.dat’ 'vn331.dar’; 'vn81 1.dat’ 'vn82i dat’ 'vn831.dat 'vnd11.dat: ‘vnd21 dat’;

‘vnd3 1.dat’; 'vnO1 I dat’; 'vn921.dat’ 'v931.dat’ ‘vaS11.dat; ‘vaS21.dat’ 'vns31.dat’ );

u =0.0000155;

teta_I = 56.4064; %teta | effective in degrees
teta_2 = 49.4436; % teta 2 effective in degrees
tetal = tteta_1*pi/180; % teta | effective in radian
teta2 = teta_2°pi/180; % teta 2 effective in radian
tantetal=tan(tetal);

tanteta2=tan(teta2);

costetal=cos(tetal);

ystar=9.67 11.66 12.67 8.81 10,13 10.72 8.45 9.21 9.67 5.90 7.28 8.01 5.46 6.60 7.28
523620679494 574 6.19 487 5.48 5.994.75 5.31 5.71];
for n=1:size(filel.1); %file incrementer

fid = fopen(filel(n, 1 size(file1,2)),'),

data = fscanfifid, %i %', [4, infl);



ndata_l=data(l.):
ndata_2=data(2.));
ndata_3=data(3,):

ndata_d=data(4,);

ul = polyval(pxal 700a1.ndata_L);
u2 = polyval(pxal 700a2,ndata _2);
3 = polyval(pxal 700a3.ndata_3);

ud = polyval(pxal 700ad4,ndata

ifn<10
dt=1/30000;

[z:wn]=buttord(14000/15000,15000/15000,1,50);

dt=1/20000;
[2:wn]=buttord(9500/10000,10000/10000,1,50);

end

[b,a)=butter(z,wn);

ulf=filter(b.a.u);

ul=ulf(100:52001);

u2f-filter(b,a,u2);

w2u26(100:52001);

u3fflter(b,a,u3);

u3=u3f(100:52001);



udf=ilter(b.a.ud);
ud=udf(100:52001);
for q =1:size(ul 2);

u(g) = (costetal *ul (@))(cos(etal-atan((ul(@Vu2(a)

1)/(tanteta2®ul (@)u2(q) Hantetal)));

W(Q) = (costetal *ul (q))/(cos(tetal-atan((u | (q)/u2(q)-

1)(tanteta2*ul(9)u2()Hantetal));

end;
u_mean(n)=mean(u(1, L sze(u.2))),
v_mean(ny=mean(v(1,:size(v.2)));
u_prime = u-u_mean(n):
v_prime = v-v_mean(n);
clear data ndata_l ndata_2 ndata_3 ndata_d;
felose(fid):
u_rms(n) = std(u);
v_rms(n) = s1d(v);
tu(n)=(u_rms(n)/u_mean(n))*100;
for i = 2:(size(ul 2)-2);

ifn<10

dvpdi(i) = (v_prime(i+2)-v_prime(i-1))/(3*dt);



else
dvpdt(i) = (v_prime(i+1)-_prime(i-)Y/(2*dt);
end
dvpdx(i) = dvpdt(i)u_mean(n):;
ifn<to
dupdi(i) = (u_prime(i+2)-u_prime(i-1))/(3*dt);
else
dupde(i) = (u_prime(i+1)-u_prime(i-1))/(2*dt);
end
dupdx(i) = dupdt(i)/u_mean(n);
come(n) = 1.0185-0.0319*ystar(n)-0.001 1 *(ystar(m)"2;
dupdy(i) =(u3(i)-ud(i))(corre(n)*0.0013),
omegaz(i) = -dvpdx(i)-dupdy(i).
end:
dvpdsrms(n) = std(dvpdx);
dupdxrms(n) = std(dupdx);

dupdyrms(n) = std(dupdy);

omegazrms(n)= sid(omegaz);

epsilon(n) = 15*nu*(dupdxrms(n))2; 9% mean of dissipation rate
eta(n) psilon(n))."0.25; % scale
tau(n) i 5

K@) =u_mean(a)/(2*22/7*eta(n)); % Kolomogorov frequency



VK@) = psilon(n))."0.25; %

clear beta s ul u2 u3 ud u_prime v_prime u v ;

space(1,27,27);

for n=1:size(file2.1); %file incrementer
fid = fopen(file2(n, 1 size(file2.2)).7);

data = fscanf(fid, %i %i', [4, inf]);

ndata_l=data(1,.);

ndata

datal2,),
ndata_3=data(3.);
ndata_4=data(d, ).
ul = polyval(pxal 700al ndata_L);
u2 = polyval(pxal 700a2,ndata_2);

u3 = polyval(pxal 700a3.ndata_3);

ud = polyval(pxai 700a4,ndata_4);
ifn<10
dt=1/30000;
[zwn]=buttord(14000/15000,15000/15000.1,50);
else
dt=1/20000;

[z:wn]=buttord(9500/10000,10000/10000,1,50);



end
[b.aj=butter(z.wn);
ulfflter(b.a.ul);
ul=ulf(100:52001);
u2f=filter(b.a,u2):
u2=u2f(100:52001);
u3f=filter(b,a.u3);
u3=u3(100:52001);
udf=filter(b,a,ud);
u4=u4R(100:52001);
for q =1:size(u] 2);
uxz(q) = (costetal *ul(@)M(cos(tetal -atan((u1(q)u2(q)-

D

0
1)(tanteta2*ul @Yu2(q)Hantetal));

Wg) = (costetal *ul(@))(cos(tetal-atan((ul (@/u2(q)-
e i

1)/(tanteta2*u1(q)/u2(q)+tantetal)));
end;
wxz_mean(n)mean(uxa(1, | size(wxz 2));
w_mean(n)=mean(w(1, Lsize(w,2));
wez_prime = uxz-uxz_mean(n);

w_prime = w-w_mean(n);



clear data ndata_I ndata_2 ndata_3 nd

felose(fid);

wez_rms(n) = std(uxz);

w_rms(n) = std(w);
wxa(n)=(wez_ms(n)uxz_mean(n))*100;
for i = 2/(size(u1,2)-2);

ifn<10

dwpdt(i) = (w_prime(i+2)-w_prime(i-1))/(3*dt);

dwpdi(i) = (w_prime(i+1)-w_prime(i-1))(2*d);
end
dwpdx(i) = dwpdt(i)/uxz_mean(n),
ifn<10
duxzpdt(i) = (uxz_prime(i+2)-uxz_prime(i-1))/(3*dt);
else
duxzpdt(i) = (uxz_prime(i+1)-uxz_prime(i-1))/(2*dt),
end
duxzpdx(i) = duxzpdiiYuxz_mean(n);
corre(n) = 1.0185-0.0319%ystar(n)-0.0011*(ystar(n))"2;
dupdz(i) =(u3(i)-ud(i)(come(n)*0.0013);
omegay(i) = dupdz(i) + dwpdx(i);



end;

dwpdxrms(n) = std(dwpdx);

duxzpdxrms(n) = std(duxzpdx);

dupdzrms(n) = std(dupdz);

‘omegayrms(n)= std(omegay);

clear beta s ul u2 u3 ud uxz_prime w_prime uxz ;

end; Yrepeat for every file

save umean.dat y u_mean uxz_mean -ASCII;
save winten.dat y t tuxz -ASCIL;

save uvrms dat y u_rms v_rms -ASCIL;

save uwrms.dat y uxz_rms w_rms -ASCII;

save pdxrms,dat y dvpdxrms dwpdxrms -ASCIL;
save durms dat y dupdyrms dupdzrms -ASCIL;
save omega dat y omegazrms omegayrms -ASCII;
save vwmean dat y v_mean w_mean -ASCIL;
save epseta dat y epsilon eta -ASCIL;

save taufk.dat y tau K -ASCIL;

save dupdx dat y dupdxrms duxzpdxrms -ASCIL;
save vk.dat y VK -ASCIT;

clear n m fid pxal700al pxal700a2 pxal700a3 pxal700ad tetal teta2 teta_I teta_2;
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C.3.4 Wavelet Energy Spectrum
% program for Wavelet spectrum analysis
clear
load pxf0700al;
load pxf070022;
filel = [xb111 dar’,
Ik
fle2 = (xd111.dat;
i3
dt=1/30000;
nu =0.0000155;
teta_| =42.0980;  %1teta | effective in degrees

tteta_2=38.7307, % teta 2 effective in degrees

tetal =tteta_I*pU180; % teta | effective in radian
teta2 =tteta_2°pi180, % teta 2 effective in radian
tantetal =tan(tetal);

tanteta2=tan(teta2);

costetal =cosftetal);

for n=1:size(flel 1); Sfile incrementer

fid = fopen(file1(n, L:size(file1,2)).1);

data = fscanf{fid, %i %, [2, inf]);
ndata_l=data(1,.);
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ndata_2=data(2.):

ul = polyval(pxf0700al .ndata _I);
u2 = polyval(pxf0700a2,ndata_2);
ul=ul(1000:10000);
u2=u2(1000:10000),

for q =1:size(ul 2);

@ DI @/u2(@)
+tantetal)))) )/t ))):
@= @
N
end:

u_mean(n)=mean(u(1, | size(u.2))):
v_mean(n)=mean(v(1,:size(v.2))):
u_prime = u-u_mean(n);

v_prime = v-y_mean(n);

clear data ndata_| ndata_2;
felose(fid);
cl=cwi(u_prime,2:256, mexh);
ua=columns(c1);
2=cwi(y_prime,2:256. mexh'),

va=columns(c2);
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clear beta s ul u2 u v ulfu2fuu vv uvins u_prime v_prime cl c2;

end; repeat for every file

for n=1si 0

fid = fopen(file2(n. 1 size(file2,2)),7);
data = fscanfifid, %i %i, [2, inf]);
ndata_1=data(1, )
ndata_2=data(2,’);

ul = polyval(pxf0700al ndata_1);

u2 = polyval(pxf0700a2,ndata _2);
ul=ul(1000:10000);
u2=u2(1000:10000);

for q =1:size(ul 2),

W@ = (costetal ) @) u2(Q)
tantetal))) »
end;

w_mean(n)=mean(w(1, :size(w,2))):
w_prime = w-w_mean(n);

clear data ndata_I ndata 2;
felose(fid);

c3=cwi(w_prime.2:256, mexh),

wamcolumns(c3);



clear beta s ul u2 wxz w ulfu2f ww uwins w_prime c3;
end; Shrepeat for every file
save spweng! 11.dat ua va wa -ASCIL;
clear n m fid file1 file2 pxf0700a1 pxf0700a2 tetal teta2 teta I teta_2:

clear q pitot_vel press tho temp uu vv ww;

% Function used in the "Spectrum-wavelet.m" file
function AVC=columas(inp1)
Y I
clear AVC;
clear sumco;
for p=1(sizeinp1.1));
‘sumeo(p)=0;
for q=1:(sizefinp1.2));
sumco(p)=sumeo(p)+(inp1(p.q))"2:
end;
AVC(p)=sumeo(p);
end;
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