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ABSTRACT

Performance of analog and radio-frequency (RF) integrated circuits is highly sensitive to layout parasitics. Layout-induced parasitics must be optimized to achieve desired circuit performance. This dissertation surveys the previous analog design automation approaches and presents an improved performance-constrained algorithm that can automatically conduct template-based parasitic-aware retargeting and optimization for analog and RF layouts. Piecewise sensitivities are deployed to represent the dependence of performance with respect to layout parasitics. The algorithm then uses these piecewise sensitivities to control parasitic-related layout geometries by directly constructing a set of performance constraints, subject to the maximum allowed performance deviation. Different from previous approaches that only consider parasitic resistances and wire-substrate capacitances, parasitic inductances and wire-coupling capacitances are taken into account to enable successful layout retargeting, in particular when handling RF layouts. The formulated problem is solved using graph-based techniques, combined with mixed-integer nonlinear programming (MINLP). The proposed method is incorporated into a template-based layout design tool called IPRAIL. The proposed algorithm has been demonstrated to be effective and efficient for generating target analog/RF layouts during process migration and/or performance retargeting.
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1. Introduction

The demand for smaller, cheaper, more portable electronics has been significantly increased in wireless communication and consumer electronics. This demand motivates the semiconductor industry to move towards the technology of systems-on-chip (SoC). The SoC applications accelerate the growth of mixed-signal integrated circuits (ICs). Thus, multiple functional sub-blocks including digital, analog, and radio frequency (RF) circuits, which used to reside in separate chips, can be integrated into one chip. The analog portion in mixed-signal designs is inevitable due to the nature of continuous signals in the external environment. Powerful CAD tools and cell-based design methodologies have been significantly advanced to facilitate design automation for digital circuits. However, up to now, analog circuit designers still have to spend an extremely large amount of time and disproportionate effort in conducting simulations and nontrivial layout design due to insufficient support from analog automation tools.

1.1 Background

For mixed-signal IC designs, even though the analog potion may occupy a very small fraction of the total chip area, it is often responsible for design errors and overspending issues such as delayed time-to-market or extra design cost. With traditional analog design methods, designers experience a tedious and error-prone design process to ensure tradeoffs among the major design goals such as gain, bandwidth, noise reduction,
stability, linearity and power minimization. These handcrafted design methods are largely dependent on the high-level expertise of experienced analog designers. Due to the complexity of analog performances with respect to layout geometries, layout-induced performance degradation is more significant with the advancing process technologies. The performance functions with respect to layout parameters (e.g., interconnect parasitics) are more difficult to be optimized compared to the case of digital designs. Moreover, radio frequency (RF) is advocated due to the large demand of high-speed IC products. At radio frequency, parasitic inductive impacts and wire-coupling capacitive effects become very significant in affecting the layout performance, besides the resistive/capacitive parasitics considered for lower-frequency analog designs. Thus, the performance functions with respect to layout-induced parasitics are more difficult to be modeled in the RF domain. Using the current analog/RF design tools, a market-ready IC design typically requires unsystematic exhausting iterations among constraint editing, performance optimization and layout generation, since an initial optimization usually brings DRC (i.e., design-rule-check) errors or performance failures. As a whole, analog/RF automation has become a design bottleneck for the growing mixed-signal SoC market.

Recently, significant progress has been made in analog optimization methodologies, which fall into two categories: macro-cell based physical synthesis (i.e., device-generation, placement and routing) and template-based layout retargeting. For example, [1][2][3] introduced several analog tools that automatically synthesize analog circuits while meeting desired performance specifications. However, these tools only considered
the device sizes and biasing as factors that affect circuit performance (e.g., no consideration on parasitics or layout structures), which is insufficient for high-performance analog layout design.

Moreover, since semiconductor manufacturers continue to update technologies towards even smaller transistor feature sizes (e.g., from 0.18um to 0.13um, from 0.13um to 90nm, etc.), people have to migrate existing mixed-signal layouts in an original technology process to the ones in a new technology process [4]. Due to the differences in technology properties and insufficient analog CAD tools, the process of migration typically means a tedious re-design of new layouts. For digital layouts, intellectual property (IP) reuse can be readily realized by simply adopting the scalable cell libraries and available digital placement and routing tools to migrate the existing high-level VHDL or Verilog designs to target designs in a new process. However, analog designers have to experience a full cycle of redesigning from scratch since analog IP reuse is not available. In order to speed up the re-design process, powerful computer-aided-design (CAD) tools are needed for effective and efficient technology migration of analog layouts.

Besides technology migration, analog/RF designers usually intend to upgrade an old design to gain better functionalities (i.e., performance retargeting). To avoid a complete re-design of layouts, a template-based retargeting algorithm [4] was proposed as a solution to reuse the expertise extracted from an input layout, during the target-layout compaction. In this methodology, a moderate number of performance-related constraints (e.g., constraints related to interconnect parasitics, device matching and symmetry) are added into an extracted template to form an updated template. A target layout can be
quickly generated after solving the updated template. However, the template-based retargeting method as proposed in [4] fails to take into account the performance degradations due to layout parasitics.

1.2 Contributions

It is worth mentioning that a successful analog/RF layout design methodology typically features satisfactory performance goals, efficient solving, accurate and global parasitic control, as well as high-level design automation. This dissertation introduced a performance-driven template-based layout retargeting algorithm for analog and RF layouts. Compared to some previous methodologies, the major contributions of this dissertation are:

1. A solution of RF layout retargeting is designed by applying a lumped RLC interconnect model, and incorporating self inductances, mutual inductances and wire-coupling capacitances into the formulation [5];

2. Accurate performance sensitivities due to parasitics are applied by adopting a piecewise-sensitivity model [6];

3. Global performance optimization is achieved by replacing the imposed parasitic bounds with the proposed performance constraints [7] [8];

4. A mixed-integer nonlinear formulation is constructed for the parasitic-aware problem which is solved by a powerful MINLP solver;

5. Experimental results on several analog/RF designs verify the layout quality improvement and execution time reduction compared to the alternative methods.
1.3 Structure of the Dissertation

The rest of the dissertation is organized as follows. In Chapter 2, we present a literature review of prior analog/RF design-automation methodologies. In Chapter 3, the fundamentals of template-based layout retargeting are introduced as the preliminary work for the dissertation. A simulation-based algorithm for parasitic-solution generation is then discussed in Chapter 4. Chapter 5 introduces a performance-constrained parasitic-aware retargeting methodology for analog layouts. The RF retargeting method is presented in Chapter 6 followed by the conclusions and future research topics presented in Chapter 7. Moreover, a tutorial of the implemented layout tool (called IPRAIL) is given in Appendix I for layout retargeting of analog/RF layouts. Finally, the publications, as the outcome of the dissertation research, are listed in Appendix II.
2. Survey of Analog Layout Design Automation

This chapter surveys various methodologies and design tools for analog design automation. In order to better conduct the literature review, important terminology is defined. Then commercial and academic developments for analog design automation are discussed. Important layout issues of parasitic, symmetry and matching are also studied as a preparation for the later chapters.

2.1 Terminology

In order to better survey the previous work in the literature and explain the research in this dissertation, some important terminology is defined as follows.

- **Circuit Performance**
  Electrical functionality of a circuit. It is used to evaluate the effectiveness of circuit operating functions (e.g., the AC Gain of an operational amplifier).

- **Constraints**
  The requirements which the solution to an optimization problem is subject to meeting.

- **Interconnect Parasitic Models**
  The models used to represent circuit interconnect. Within the models, components of parasitic resistances, capacitances and inductances are usually included.

- **IPRAIL**
A parasitic-aware automatic layout optimization and retargeting tool [4] [9]. The proposed algorithms in this thesis are incorporated into this tool. The proposed retargeting algorithms are implemented in C/C++ as modifications to this tool.

- **Layout Tile**
  A rectangle on a layer within a layout. A net of a layout is composed of a set of layout tiles.

- **Layout Generation**
  Layout generation is a process of solving a formulated layout optimization problem, and mapping back the solution geometries to construct a target layout.

- **Parasitic Upper Bound**
  An upper-limit value of a certain parasitic that ensures the baseline of certain performance specification.

- **Performance Sensitivity**
  The dependence of circuit performance with respect to circuit parameters (e.g., current and voltage) or layout parasitics.

- **Performance Deviation**
  The variation of circuit performance due to factors such as temperature, operating frequency, or layout parasitics.

### 2.2 Literature Review

Analog design automation is of vital importance to mixed-signal integrated circuits and application specific integrated circuits (ASICs) [9]. Commercial computer-aided design (CAD) tools have been developed and widely used in the digital IC domain.
However, analog design is still largely handcrafted work, due to insufficient support from available commercial analog CAD tools. In nature, analog design is more difficult than the digital one due to the complex analog performance degradation. Analog design becomes even harder during process migration towards smaller transistor feature sizes. In the following, a survey of analog/RF layout automation is presented in Section 2.2.1, for the industrial development, and Section 2.2.2, for the academic development.

### 2.2.1 Industrial Development

Decades ago, mature digital CAD tools were developed and widely used in industry, but no commercial CAD tools were available for analog design automation. Thus, the analog layouts were designed in a traditional handcrafted manner. With the growing demand of larger-sized mixed-signal IC products, handcrafted analog design methods lead to unacceptable time-to-market. The analog portion usually accounts for the overspending issues (e.g., excessive design time) of mixed-signal IC designs.

In order to overcome the bottleneck of analog automation, commercial analog CAD tools have been developed recently by CAD companies such as *Cadence Design Systems Inc, Synopsys Inc, MentorGraphics Inc, SpringSoft Inc, etc*. The *Cadence Virtuoso* platform features full-custom IC design, which has been the most powerful digital and mixed-signal IC platform for industrial applications. To update the traditional Virtuoso platform with improved analog/RF capability, NeoCell and NeoCircuit (detailed in the latter part of this section) have been integrated into the overall Virtuoso IC design flow. Synopsys brought significant contributions to analog design automation, mainly in terms
of powerful analog simulators such as HSPICE [10] and HSPICERF [11]. Moreover, Synopsys DesignWare® [12] provided a set of industry-ready analog IPs such as Analog-to-Digital Converters (ADCs) and Digital-to-Analog Converters (DACs). To overcome the critical time-to-market issues due to more complex analog designs, Mentor Graphics offered an IC Station® layout suite [13] with a complete analog design flow. This tool suite is able to perform fast device generation, schematic-driven placement, automatic routing and post-layout verification. The key advantages of this methodology are the on-the-fly DRC leading to reduced time-to-market, and the capabilities of performing ECO (i.e., engineering change order). SpringSoft offered a custom layout system called Laker [14] that applies a constraint-driven layout generation flow and template-based device generation. Moreover, it features controllable automation, which allows designers to interact with Laker to control the design automation. Since Cadence Virtuoso is the most popular IC platform in industry, NeoCell and NeoCircuit that are integrated into this platform are detailed in the following.

NeoCell [15] and NeoCircuit [16] were developed in 1999 for achieving automatic analog/RF circuit sizing, performance optimization and layout synthesis. Recently, these tool suites have been integrated into the Cadence Virtuoso full-custom IC design platform. The Neo products have been widely used for analog/RF design automation in the mixed-signal IC industry for several years.

Virtuoso NeoCircuit is able to automatically resize and optimize analog and RF cell schematics using the designer’s simulators of choice. NeoCircuit first captures the device relationships from a cell schematic. Based on the captured device information, multiple simulations, such as Transient and AC, can be conducted using the designer’s simulators
of choice. Designers are then allowed to specify a set of performance goals (e.g., \textit{AC gain}, \textit{phase margin}, etc.). These performance goals will be enforced in the optimization. NeoCircuit features both global and local optimizations. By dictating the intrinsic relationship between design objectives and analog parameters (e.g., voltages, currents, resistance, and capacitance), a global optimization can be conducted to meet most of design goals while minimizing power. However, some goals may not be met after a global optimization since performance of analog/RF circuit is very sensitive to physical effects. To meet all performance goals, a local optimization can be conducted with a focus of improving the failed performances due to a global optimization. For most small-sized or medium-sized circuits, all design goals can be achieved after a local optimization. As a whole, NeoCircuit is able to optimize and size analog/RF cells to meet designer's performance goals. The optimized cell schematics by NeoCircuit can then be constructed as a library of reusable analog intellectual property (i.e., IP). To better illustrate the NeoCircuit design flow, an example of circuit optimization is given as shown in Figure 2-1 and Figure 2-2.

![Figure 2-1 The cell schematic of a two-stage operational amplifier.](image-url)
Figure 2-2 (a) Specifying performance goals using NeoCircuit, (b) reported performances after a global optimization, (c) reported performances after a local optimization.
A small two-stage opamp as shown in Figure 2-1 was optimized in a gpdk180 process technology. After the device-relationship extraction and simulations, designers can specify a set of performance goals as shown in Figure 2-2(a). For example, the specification is $> 55 \text{ dB}$ for AC gain and $> 45 \text{ dB}$ for phase margin. Figure 2-2(b) shows the summary of achieved performances after the global optimization. Most performance goals have green boxes that indicate these goals were met, while some performance goals (e.g., AC gain and phase margin in the graph) have yellow or red boxes indicating they were failed ones. To improve the failed AC gain and phase margin, a local optimization was conducted and the result is shown in Figure 2-2(c), where all performance goals were met.

Virtuoso NeoCell is able to translate a set of cell schematics into a full-custom optimized layout with user-imposed constraints. These constraints include wire style, device style, device matching, cell dimension, etc. With a set of user-imposed constraints, NeoCell can conduct physical-level synthesis including device generation, placement and routing in an automatic or interactive manner. Moreover, NeoCell is able to achieve process migration and performance retargeting by performing an ECO (i.e., Engineering Change Order) flow as shown in Figure 2-3.

![Figure 2-3 The ECO flow of NeoCell [15].](image-url)
To better demonstrate the NeoCell design flow, an example cell schematic as shown in Figure 2-4(a) was translated into a full-custom optimized layout. After the module generation, designers can specify desired constraints using a constraint editor as shown in Figure 2-4(b). For example, for wiring-style constraints, the imposed usage policy is *minimizing* in Figure 2-4(b). With designer-imposed constraints, automatic placement and routing were conducted to generate a target layout. The generated layout after an automatic placement is shown in Figure 2-5(a) and the final layout after a routing is shown in Figure 2-5(b).

However, DRC (i.e., design rule check) and routing errors usually occur after an automatic layout synthesis. Moreover, some post-layout simulated performances may fail to meet their specifications after the initial iteration of automatic synthesis. Fixing these errors requires time-consuming iterations of re-module-generation, re-constraining, re-placement and re-routing.

Moreover, the ECO flow requires considerable iterations of re-constraining and re-layout during process migration or performance retargeting. DRC errors and post-layout performance loss usually occur during process migration or performance retargeting because the complete constraint set is partially enforced in several different phases rather than in a global manner. For example, the NeoCell module generation is parasitic-aware but the placement and routing are not. Thus, fixing the layout-induced performance loss due to an ECO requires time-consuming and error-prone iterations between topological and physical design phases, solely dependent on designer’s experience.
Figure 2-4 (a) A schematic of an opamp, (b) a GUI of NeoCircuit constraint editor.
Figure 2-5 (a) A layout generated after an automatic placement by NeoCell, (b) a layout after an automatic routing by NeoCell.
2.2.2 Academic Development

In the past decades, system-level analog compilers have been developed and they are promising in handling some specific circuit systems that are characterized by hierarchical structures. For instance, automatic synthesis of operational amplifiers (i.e., opamps hereafter) and comparators were introduced in [17][18], switched capacitor filters in [18] and data converters in [20]. These synthesis engines meet some design aspects of analog ICs, but their effectiveness is only verified for some specially characterized circuits, which sacrifices the input generality.

Several other CAD tools as introduced in [21][22][23] were developed to automate the generation of analog layouts. However, they sacrifice the expertise owned by experienced analog designers. The analog layout synthesis tool in [21] uses a top-down template-based design approach. This approach uses a fine-tuned layout as the input to quickly generate a target layout with good quality. However, for a different design, considerable coding must be re-conducted to generate another specific template, which actually results in excessive design effort. Meye Bexten et al. developed a rule-based analog layout system called ALSYN [22]. This system applies a rule set to control the quality of the generated layout but the flow greatly depends on context orders. ILAC is proposed in [23] as a process-independent CAD tool that automatically generates layouts for analog CMOS circuits. Simulated annealing and slicing structures are used to facilitate automatic placement in ILAC. However, this tool has difficulties in generating high-performance dense analog layouts, since it directly borrows some features from the digital layout styles and uses them in the analog field.
Malvasi et al. proposed a fully integrated constraint-driven analog layout system [24]. This system translates high-level performance specification into lower-level bounds on parasitics and geometric parameters. Then some specialized layout engines use these bounds to drive stack generation, placement and routing. However, the parasitic bounds derived from the specification are generated solely based on simulations without considering the particularity of layout geometries. Thus, the extracted bounds are not accurate and this straightforward translation may render viable parasitic optimizations over-constrained or even unsolvable. Beyond the basic functionality provided by KOAN/ANAGRAM-II [25] handling device-level layout automation, LAYLA [26] considering performance and manufacturability issues is a helpful extension in the analog layout design. This tool takes advantage of simple module generators and evaluates the predetermined sensitivities with respect to an intermediate layout solution in the layout generation process. Although it is able to handle all the possible geometry-sharing optimization during the placement, the optimal solutions in the module generation process are difficult to be obtained in the placement and routing stages. Moreover, those device-based placement and routing methodologies tend to have difficulties in reusing designers’ expertise.

For reusing designer’s expertise, a layout synthesis tool called ALADIN [27] was developed to incorporate designers’ knowledge into the synthesis process. This tool applies a flexible strategy of module generation such that designers can build variable modules in a technology-independent manner. The design knowledge can then be simply represented in the generated layouts. Nevertheless, this tool can only handle small or
medium sized analog circuits, and complex performance and manufacturability constraints are not considered.

For the purpose of effective analog IP reuse, Jangkrakarng et al. proposed a template-based tool called IPRAIL (i.e., Intellectual Property Reuse-based Analog IC Layout Automation), which automatically retargets existing analog layouts for technology migration and/or updated specifications [4]. This method realizes analog IP reuse by extracting a symbolic template (i.e., a set of linear constraints) from an existing expertise-embedded layout. Unfortunately performance consideration is not included in that work. As a matter of fact, layout geometries of device matching and symmetry, interconnect parasitics, thermal, and substrate effects can significantly impact analog circuit performances [28][29]. Managing performance degradation is essential for the success of analog design automation.

Moreover, a layout-aware synthesis solution was introduced in [30] for analog cells. This method features minimization of the iterations between electrical synthesis and physical synthesis. It handles the parasitic-aware sizing and the geometry-constrained sizing in a global way. However, this approach has difficulties in a global compaction of large designs with many analog cells, since no general solutions of hierarchical decomposition and specification transmission for analog designs are available. A layout tool called ALG, which can conduct hierarchical module generation, placement and routing with the aid of two partitioning algorithms, was introduced in [31]. This tool takes advantage of performance sensitivities to control parasitic capacitive effects as well as parasitic mismatch in the layout synthesis. Unfortunately, this work failed to handle parasitic resistances and inductances, which are critical in degrading circuit performance
for high-performance analog/RF designs. Moreover, the advocated performance
sensitivities are generated solely by the developed simulator called YASA, and no
consideration is taken for the complexity of performance sensitivities for different ranges
of a parasitic value (e.g., a sensitivity of AC gain is 1dB/pF when a parasitic capacitance
is within 5 pF, but this sensitivity can become 3 dB/pF when the parasitic is above 5 pF).

Layout parasitics arise from transistor source and drain capacitances, interconnect
resistances, wire-substrate capacitances, wire-coupling capacitances, and interconnect
inductances. These parasitics significantly affect analog/RF circuit performances such as
gain, bandwidth, phase margin, gain margin, etc. Thus, parasitic issues must be clearly
addressed in the analog/RF layout generation process.

Zhang et al. further proposed a parasitic-aware optimization flow as an effective
solution to analog layout retargeting [9]. In that work, an already fine-tuned layout is used
to create a symbolic template involving floorplan, symmetry, and device/wiring-
alignment information. Mathematically, the symbolic template is represented by a set of
constraints on the target-layout geometry. Parasitic bounds, which can be used to
constrain corresponding geometric expressions, are manually or semi-automatically
estimated before conducting the layout generation. These bounds are then used to control
related layout symmetries towards minimum layout area and satisfactory performance.
The generation of the target layout, subject to the constraints in the symbolic template, is
formulated and solved using graph techniques combined with nonlinear programming.
However, the following disadvantages exist in that flow. First, inductive impacts or wire-
coupling capacitive impacts are not involved in the parasitics optimization, which
inevitably degrades its effectiveness for RF layout retargeting. Secondly, parasitic bounds
are enforced separately without considering their correlations/cancellations in affecting the same performance, which fails to achieve a global performance optimization. Thirdly, as a separate step, the parasitic bounds are generated before optimization. So the parasitic-related geometry limits may over-constrain the problem and render it unsolvable.

Complete consideration of resistive, inductive, and capacitive parasitics are essential to the success of parasitic-aware analog/RF design particularly at radio frequency [32][33]. The performance of RF designs is normally measured by S-parameters, noise figure (NF), and nonlinearity, mainly in terms of the 3rd order intercept point (IIP3). At lower frequencies, performance tends to be less sensitive with respect to parasitic inductances and wire-coupling capacitances, compared to the parasitic resistance counterparts. However, at higher frequencies, inductive and wire-coupling capacitive parasitics may cause significant signal degradation (e.g., signal delay, crosstalk, ringing, reflections and distortions) [33]. Due to the increasing operating frequency, the parasitic inductive and wire-coupling capacitive impacts of interconnects become more significant in affecting RF circuit performance. Thus, inductive parasitics (i.e., self and mutual inductances) and wire-coupling capacitances must be controlled to avoid malfunction of RF designs, if only considering parasitic resistances and substrate-capacitances otherwise.

2.3 Important Layout Issues

Analog/RF circuit performance is mostly dictated by layout geometric topology and device sizing [4]. These layout geometries are in the form of interconnect parasitics,
device/parasitic matching, device/parasitic symmetry, current density in interconnects, thermal effects, substrate effects [34] [35], etc. The focus of this dissertation is layout parasitics, symmetry, and matching.

2.3.1 Layout Parasitics

Interconnect parasitics can severely affect the performance of analog/RF layouts. For analog layouts, parasitic resistance and capacitance must be restricted within certain upper bounds to control their impact on circuit performance. Ignoring parasitic issues in analog layout design usually results in malfunction of analog IC products.

With advanced process technologies, the delay of transistors is decreased due to smaller transistor-feature-sizes. However, due to the growing density and increasingly complex multi-layer wiring structures, the interconnect delay does not follow this trend [36]. For instance, in 0.18 μm process technology, interconnect delay can occupy almost 70% of the path delay, and the physical capacitance due to interconnect capacitance can become dominant in power estimations. Moreover, mainstream submicron and nanometer processes (e.g., 180nm and 90nm) advocate complex multilayer metallization wiring structures with advanced dielectric materials [37]. The congested thin-and-long interconnects usually come with low voltage and fast-clocking edges. For mixed-signal designs, the wire-coupling capacitances between these long wires can bring severe noise and crosstalk. Thus, circuit simulation with variable parasitics is a must before a physical design phase to accurately analyze these effects. Moreover, early estimation of sensitive parasitic components is very significant to avoid relayout due to a parasitic-induced
performance loss. To achieve a global analog physical design, parasitic impacts represented by related layout geometries must be incorporated into the physical design formulation.

Moreover, the demand of high-speed IC products accelerates the growth of RF layouts. For designs at high frequency, parasitic inductive impact becomes a critical issue especially when interconnects have large currents [38]. Wire-coupling capacitances are increased dramatically due to the advocated dense wiring schemes in the modern silicon technology. At radio frequency, parasitic inductances or wire-coupling capacitances can be as sensitive as their resistance counterpart or even more sensitive [39]. For example, the sensitive self and mutual inductances cause severe signal ringing and inductive crosstalk between the signal paths. Since most of the interconnecting wires are much smaller in current nanometer processes, the interconnect delay becomes more significant compared to gate delay. Thus, traditional RC parasitic extraction is insufficient to model interconnects in RF layouts. Complete RLC interconnects must be considered for achieving desired layout functionality at RF.

2.3.2 Layout Symmetry and Matching

Device matching and layout symmetry are of the utmost importance to high performance analog and RF circuits [41]. The threshold voltage, mobility and current-factors of MOS transistors are affected by process variation, dopant concentration and gradients in temperature, stress and oxide thickness [23]. These factors may cause a finite mismatch due to asymmetry in layout structures or locations of transistors which are
designed to behave identically. Such mismatch drastically affects analog circuit performance, such as causing DC offsets, finite even-order distortion and lower common-mode rejection. These mismatch effects become worse in modern technologies with smaller device sizes and reduced voltage swing.

In order to minimize the performance sensitivities with respect to layout geometries, some layout structures are required to be matched. Structures of differential devices and symmetric interconnect wires should be placed identically to avoid a mismatch (e.g., $wire_{length1} = wire_{length2}$). Matching a pair of devices or wires by a ratio is also required at times (e.g., $structure1 = 0.5 \times structure2$) as discussed in [28] [40]. Moreover, large analog layouts with multiple functional cells may require not only matched transistors, but also matched layout cells [42]. Concretely, both member layout cells for a cell-matching constraint are required to be placed symmetrically to ensure their similar effects regarding processes and temperature gradients. Meanwhile, the matching of passive devices (e.g., on-chip resistors and capacitors) in large analog layouts significantly affects circuit performance as well. These passive devices need to be placed identically to minimize the parasitic effects in analog layout design.

Besides the matching of device and layout cells, interconnect wiring structures are often required to be placed symmetrically with respect to one or several common axes [43]. Matching these layout-induced parasitics is very important to minimize the performance sensitivity to such parasitics. Failure to do so may bring higher offset voltages, larger performance sensitivities and degraded power-supply rejection ratio. For example, certain large performance sensitivity due to two individual parasitics within a differential pair can be reduced to almost zero if both member parasitics are matched.
Given a constraint of matched parasitics, the parasitic-related geometric structures, which are supposed to be identical by design, are always forced to vary similarly in the layout optimization process. Thus, to achieve an effective parasitic-aware layout algorithm, we advocate symmetric-layout designs with enforced matching constraints.

2.4 Summary

In this chapter, a literature review of prior analog design methodologies was presented. Previous attempts for analog/RF layout automation were surveyed. Moreover, the impacts of layout parasitics, symmetry and matching were discussed.
3. Fundamentals of Template-Based Layout Retargeting

Performance of analog/RF integrated circuits is significantly affected by layout parasitics, including both device and interconnects parasitics. The focus of this dissertation is the parasitics of interconnects. The preliminary work of this dissertation is the template-based parasitic-aware layout retargeting/optimization method as reported in [9] (i.e., called PB-RC hereafter). PB-RC is a systematic method of layout generation for technology migration and performance retargeting, which is an effective solution to the parasitic-aware layout retargeting problem. To ensure the desired circuit performance, parasitic bounds are determined from simulations first. These bounds are used to constrain the related layout geometries while retargeting existing high-quality layouts across new technology and new specification sets. The problem is solved using a graph-based algorithm combined with nonlinear programming. Before illustrating the proposed performance-constrained analog/RF retargeting algorithms, the fundamentals of the preliminary work are overviewed in this chapter.

3.1 Template-Based Layout Retargeting

The template-based layout design method was first introduced in [44]. Template-based layout retargeting, which is an optimization process, refers to the generation of a target layout from an existing one [9] by solving a layout template. This process is especially useful when performing layout design for process migration and performance retargeting. Within the retargeting process, a set of constraints corresponding to
technology design rules, layout symmetry, geometry proximity, etc. is first extracted from an existing fine-tuned layout. These constraints are maintained during the optimization process to force the target layout to retain floorplan, symmetry and other properties owned by the original layout while still meeting other updated constraints. The parasitic-exclusive retargeting problem can be formulated as a general layout compaction problem [45] that can be solved separately in the horizontal and vertical directions. The goal of the retargeting is to generate a target layout with the minimum area, while meeting a complete set of constraints (i.e., the updated template). For instance, the layout template for the horizontal direction is illustrated in Figure 3-1 and the template constraints are mathematically represented as:

\[ \text{Minimize} \quad (x_R - x_L), \quad (3.1) \]

\[ \text{Subject to} \quad x_i - x_j \geq LB, \quad (3.2) \]

\[ x_i - x_j = EB, \quad (3.3) \]

\[ x_i - x_j = x_k - x_l, \quad (3.4) \]

where \(x_R\) and \(x_L\) represent the rightmost and leftmost edges of the target layout, and \(LB/EB\) represents related lower-bound/exact-bound. The geometric parameters (e.g., \(x_i, x_j\) and \(x_k\)) in (3.1)-(3.4) correspond to left/right edges of layout rectangles or a symmetry axis. In Figure 3-1, \(x_i\) to \(x_{13}\) are horizontal coordinates of rectangle edges, while \(x_{13}\) is the symmetry axis. Eqs. (3.1) - (3.4) are constraints related to design rules, fixed device sizes and layout symmetry. For instance, \(x_2 - x_1 \geq 2\) is a minimum-width constraint,
\(x_i - x_j = EB\) is a fixed-length constraint, and \(x_{13} - x_4 = x_9 - x_{13}\) is a symmetry constraint for a pair of transistors in reference to \(x_{13}\).

(a)

Min (\(x_R - x_L\)) subject to
\[
\begin{align*}
x_1 - x_L & \geq 0 & x_3 - x_L & \geq 0 & x_2 - x_1 & \geq 2 \\
x_R - x_{12} & \geq 0 & x_R - x_{10} & \geq 0 & x_{12} - x_{11} & \geq 2 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
x_3 - x_2 & = 0 & x_{11} - x_{10} & = 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
x_4 - x_3 & = x_{10} - x_9 & x_{13} - x_4 & = x_9 - x_{13} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{align*}
\]

(b)

Figure 3-1 A template formulation in horizontal direction: (a) a two-transistor layout, (b) the extracted template including objective function and linear constraints.
A whole set of extracted constraints forms a symbolic template. This template can be further updated with both automatically generated and user-imposed constraints, such as performance constraints in the proposed formulation of this dissertation, new technology process, new device size, new symmetry requirements, etc. The target layout can be generated by solving the updated template.

3.2 Parasitic-Aware Template-Based Layout Retargeting

Layout parasitics significantly influence circuit performances. Analog/RF circuit performance is actually a function of layout parasitics. To ensure desired circuit performance, parasitic resistances and capacitances must be optimized when retargeting analog circuits. Moreover, parasitic inductances and wire-coupling capacitances must be handled when retargeting RF circuits besides traditional parasitic resistances and capacitances. Thus, parasitic-aware template-based layout retargeting refers to the template-based layout retargeting problem considering parasitic issues.

The parasitic-aware layout retargeting flow for IPRAIL is illustrated in Figure 3-2. As shown in Figure 3-2, the retargeting system is composed of two modules: the template extractor and the layout generator. First of all, the layout template extractor identifies the active and passive devices, detects device matching and symmetry, and extracts device connectivity and net-topology from the original layout in Caltech Intermediate Format (CIF) [46]. Then users can add additional constraints such as target design rules, new device sizes, new symmetry requirements and parasitic constraints to update the template.
The layout generator solves the complete template and generates a set of geometry solutions. These solutions are mapped back to construct a target layout in CIF. Thus, this flow realizes analog IP reuse by effectively incorporating the embedded expertise in the original layout into the target-layout generation process.
Figure 3-2 A parasitic-aware analog retargeting flow.
3.2.1 Layout Template Extraction

Analog IP reuse is inevitable when retargeting existing analog/RF designs for new technologies or updated performance specification. Macrocell-based placement and routing methodologies have difficulties in incorporating the layout designers' expertise into target layout generation processes, and thus usually generate worse target layouts compared to handcrafted layouts. To overcome this disadvantage, template-based layout automation has been proposed in [4]. This methodology extracts a symbolic template including floorplan, symmetry, and device/wiring alignment information from the existing high-quality layout. Mathematically, the symbolic template is a set of constraints on the target layout geometry. User-imposed constraints can be incorporated into the extracted template to form a complete template which can be solved to generate a target layout.

3.2.2 Parasitic Constraints

Device parasitic models are simply extracted once the device identification is completed following the device identification method advocated in [47]. For the extraction of interconnect parasitics, the current flow direction must be determined for resistance calculation [9]. The algorithm in [48] is adopted in our approach for this purpose. Once parasitics are extracted, sensitive nets are identified and marked with their resistance and capacitance upper bounds as well as available matching requirements. For multi-finger transistors (either gate-connected or diffusion-connected), resistance and capacitance values are approximated and subtracted from their upper bounds.
To obtain successful analog circuit performance, parasitic resistances and capacitances must be restricted within their upper bounds. Thus, the formulation of parasitic-aware retargeting is a general layout compaction problem along with some geometric constraints due to parasitic bounds. It is worth mentioning that the parasitic expressions of resistance and capacitance are nonlinear functions of layout geometries involving both horizontal and vertical dimensions. The geometric constraints due to parasitics have the general form of:

\[ P(x, y) \leq \text{upperBound} \] \hspace{1cm} (3.5)

where \( \text{upperBound} \) is a constant, and \( x, y \) are layout coordinates in horizontal and vertical dimensions. These bounding constraints are represented with (3.6) and (3.7) for parasitic resistance and wire-substrate capacitance, respectively. Moreover, parasitic matching constraints must be enforced to avoid a performance loss as shown in (3.8) and (3.9).

\[ \sum \rho_{sh} \frac{\text{len}}{\text{wid}} + R_{MFT} + R_{\text{con}} \leq UB_{\text{RES}}, \] \hspace{1cm} (3.6)

\[ \sum c_a \times \text{len} \times \text{wid} + \sum c_{sw} \times 2 \times \text{len} + C_{MFT} \leq UB_{\text{CAP}}, \] \hspace{1cm} (3.7)

\[ \left[ \sum \rho_{sh} \frac{\text{len}}{\text{wid}} + R_{MFT} + R_{\text{con}} \right]_{\text{Structure 1}} = \left[ \sum \rho_{sh} \frac{\text{len}}{\text{wid}} + R_{MFT} + R_{\text{con}} \right]_{\text{Structure 2}}, \] \hspace{1cm} (3.8)

\[ \left[ \sum c_a \times \text{len} \times \text{wid} + \sum c_{sw} \times 2 \times \text{len} + C_{MFT} \right]_{\text{Structure 1}} = \left[ \sum c_a \times \text{len} \times \text{wid} + \sum c_{sw} \times 2 \times \text{len} + C_{MFT} \right]_{\text{Structure 2}}, \] \hspace{1cm} (3.9)
where $UB_{RES}$ and $UB_{CAP}$ are the upper bounds of parasitic resistance and wire-coupling capacitance for sensitive nets, respectively, \textit{len} and \textit{wid} represent the length and width of a layout tile, respectively, $\rho_{sh}$ is the sheet resistance per unit length, $c_\alpha$ is a substrate capacitance per unit area, $c_{cs}$ is wire-substrate capacitance per unit length, $R_{MRT}$ refers to the parasitic resistance for multi-finger transistors, $R_{cont}$ refers to contact resistance, and $C_{MRT}$ refers to parasitic capacitance for multi-finger transistors.

The nonlinear bounding constraints as shown in (3.6) – (3.9) are solved by nonlinear programming to generate a set of constants as the right-hand-side of related linear constraints. These linear constraints are shown as:

\begin{align}
  x_i - x_j &\geq \text{const}, \quad y_i - y_j \geq \text{const}, \\
  x_i - x_j &\leq \text{const}, \quad y_i - y_j \leq \text{const}, \\
  x_i - x_j = x_k - x_j, \quad y_i - y_j = y_k - y_j,
\end{align}

where $x_i$ and $x_j$ are layout geometric parameters in horizontal direction, $y_i$ and $y_j$ are layout geometric parameters in vertical direction, and $x_k$ and $y_k$ are geometric parameters representing symmetry axis in horizontal and vertical directions, respectively, and \text{const} refers to a bound. (3.10) and (3.11) refer to linear constraints due to lower and upper-bound constraints while (3.12) represents the linear constraints due to matching parasitics.

In PB-RC, the parasitic bounds used in right-hand-side of (3.6) and (3.7) are generated by manually or semiautomatic simulations which are not directly related to layout geometries. These predicted bounds are not accurate and may bring over-
constraints to the formulation. Moreover, the correlation among all parasitics is not considered in a global way.

3.2.3 Layout Compaction

The formulation of layout solving problem is nonlinear due to the nonlinearity and two-dimension features of parasitic bounding constraints as shown in (3.6)-(3.9). Figure 3-3 shows the two-dimensional layout generation flow. The integration of new design rules and device sizes, and the post-processing of the retargeted layout using the longest-path algorithm are conducted simply following the techniques shown in [4]. After the symbolic template is updated by nonlinear parasitic constraints as well as symmetry constraints, a nonlinear problem is formulated.

Figure 3-3 Two-dimensional layout generation flow.
To improve the computational speed, graph compaction techniques are adopted to convert linear equations or inequalities into a graph form. An original graph is formed by converting all linear constraints in the updated layout template (e.g., minimum width constraints).

However, since nonlinear expressions or 4-parameter equations are not allowed in graph techniques, these constraints like parasitic constraints as shown in (3.6) - (3.7) or symmetry constraints as shown in (3.12) are kept as equations/inequalities which are handled later in the reduced-graph solving phase. In Figure 3-3, the layout solving includes three steps: (1) generation of the reduced graph from symmetry and parasitic constraints; (2) solving the reduced graphs with nonlinear programming; (3) solving the complete constraint graph with longest-path algorithm. Here, a reduced graph is a simplified graph which is equivalent to the original constraint graph but with much fewer nodes and arcs. To ensure the equivalence between the original graph and the reduced one, weights of arcs between nodes are calculated by applying any longest-path algorithm (e.g., Bellman-Ford algorithm in this work) from each core node to the other core nodes in the reduced graph. A set of new arc weights is then obtained and the updated core graph is converted to a set of equations and/or inequalities. By combining both horizontal and vertical converted linear constraints with the nonlinear parasitic constraints and 4-parameter symmetry/matching constraints, the complete reduced graph is then constructed. This constraint graph can be solved by a nonlinear solver (e.g., IPOPT [49] in this dissertation).

The complete core graph may contain thousands of linear constraints and a very small number of nonlinear parasitic constraints for medium or large sized designs. It is
slow to handle all these constraints (e.g., 95% linear constraints mixed with 5% nonlinear constraints) simultaneously. To improve the searching efficiency of the nonlinear solver, a two-phase solving scheme is designed. In the first phase, a nonlinear-only compaction (i.e., considering only parasitic and symmetry/matching constraints) is solved using graph-based optimization, combined with nonlinear programming. In the second phase, a linear-only compaction is conducted with graph-based optimization and a longest-path algorithm. The solutions out of the first phase act as the start points of the second phase to separate the searching effort from a complete LP (i.e., linear programming) to a complete NLP (i.e., nonlinear programming). This scheme greatly improves the efficiency of the parasitic-aware layout solving.

A set of optimal solutions is found by the nonlinear solver as a set of new arc weights for symmetry/parasitic nodes. By incorporating these optimal arc weights into the original graph, a complete graph, which includes all required constraints in an LP form, is formed. This complete graph can be finally solved to generate a set of solution geometries that forms a target layout.

### 3.3 Experimental Environment

The coding work for the proposed algorithms (as presented in Chapters 4, 5, and 6) was conducted in C/C++ under UNIX system on a Sun Blade 100 server.

Circuit netlists and simulation scripts were obtained from Cadence [50] Analog Design Environment. The simulators involve HSPICE [10], SPECTRE [51] and SPICE3 [52] for analog circuits. For the double-ended LNA as shown in Figure 6-11, we took the
advantage of Cadence Ocean Script [53] to run multiple simulations across different sweep variables in a limited number of iterations. Moreover, HSPICERF [11] was used as the simulator for the NMOS LNA as shown in Figure 4-6.

The solvers of MOSEK [54] and LINDO [55] were involved as the linear programming solvers for the experiments in Chapter 4. Moreover, IPOPT [49] was used as the nonlinear and MINLP solver for the experiments in Chapter 5 and Chapter 6.

### 3.4 Summary

In this chapter, the preliminary template-based layout retargeting algorithm was presented. The fundamental flow of template extraction and layout compaction were illustrated. The parasitic bounding constraints were discussed. The implementation environment for the research in this dissertation was laid out. In the following chapters, the improved layout design algorithms for analog and RF layout retargeting will be presented.
4. Generation of Parasitic Solutions for Analog and RF Circuits

This chapter introduces an algorithm for generating parasitic solutions with the aid of performance sensitivities. The proposed flow is composed of three steps: parasitic bound generation, sensitivity computation, and parasitic solution generation [8]. A bisearch algorithm is developed to automatically generate parasitic upper bounds from simulations. Sensitivity computation techniques are analyzed. The parasitic-constraint generation within this chapter regards parasitic parameters as design variables, without considering layout geometries related to these parasitics. The proposed flow has been implemented in a C++ package that automatically calls circuit simulators and linear programming solvers. The experimental results exhibit its effectiveness and efficiency in generating parasitic solutions for several analog/RF circuits.

4.1 Introduction

The previous attempts to generate parasitic solutions using performance sensitivities were introduced in [56] [57] [58]. This chapter introduces an improved algorithm that automatically generates parasitic solutions for analog/RF circuits. The performance of analog and RF integrated circuits is very sensitive to physical issues such as device style and interconnect parasitics. The parasitics, which include resistances and capacitances, must be optimized by enforcing some bounding constraints or parasitic-induced performance-deviation thresholds. In the proposed formulation for this chapter, the
parasitic bounds are automatically generated by using a bisearch algorithm that calls a series of circuit simulations. With the aid of sensitivity techniques, performance sensitivity is calculated to represent the parasitic impacts on circuit performances. The performance deviation is then modeled as the product of parasitic parameters and their performance sensitivities. This deviation is restricted within certain thresholds, in the proposed performance constraints, to ensure a success of circuit performance.

The proposed parasitic-constraint generation algorithm has the following features:

(1) Upper bounds of unmatched and matched parasitics are automatically generated to offer linear-programming (LP) solvers maximum optimization flexibility;

(2) Since performance sensitivities may vary along with changing parasitics, central-difference performance sensitivities are applied;

(3) Moreover, a performance-constrained formulation, which can be readily solved by any standard LP solver, is constructed.

The rest of this chapter is organized as follows. Section 4.2 presents the problem definitions. Section 4.3 introduces a bisearch simulation-based parasitic bound generation algorithm. The formulation of the proposed parasitic problem and the design flow are shown in Section 4.4. Experimental results are reported in Section 4.5. Section 4.6 gives a brief chapter summary. In order to better illustrate the later sections, the notations used in this chapter are defined in Table 4-1.
Table 4-1 Notations list for Chapter 4.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_i$</td>
<td>A circuit performance parameter</td>
</tr>
<tr>
<td>$P_i$</td>
<td>A parasitic parameter</td>
</tr>
<tr>
<td>$S_{il}$</td>
<td>The sensitivity of $W_i$ with respect to $P_i$</td>
</tr>
<tr>
<td>$AW_i$</td>
<td>The performance deviation of $W_i$ due to parasitics</td>
</tr>
<tr>
<td>$W_i$-spec</td>
<td>The performance specification for $W_i$</td>
</tr>
<tr>
<td>$AW_i$-max</td>
<td>Maximum allowed deviation for $W_i$</td>
</tr>
<tr>
<td>$P_i$-solution</td>
<td>A parasitic solution of $P_i$</td>
</tr>
<tr>
<td>$P_i$-bound</td>
<td>An upper bound of $P_i$</td>
</tr>
<tr>
<td>$P_i$-min</td>
<td>A feasible lower limit of $P_i$</td>
</tr>
<tr>
<td>$P_i$-max</td>
<td>A feasible upper limit of $P_i$</td>
</tr>
</tbody>
</table>

4.2 Problem Definitions

4.2.1 Parasitic Solution Generation

Parasitic solution generation (i.e., generation of parasitic constraints) refers to the generation of a set of optimal parasitic solutions towards desired circuit performance. These solutions may involve parasitic resistances, capacitances and inductances. These solutions are in the form of (4.1) for solutions of non-matching parasitics, and (4.2) for the solutions of matching parasitics.

\[
P_k = P_{k\text{-solution}} ,
\]

\[
P_m = P_{m\text{-solution}}
\]

where $P_{m1}$ and $P_{m2}$ are two member parasitics for a matching pair, and $P_k$ is a non-matching individual parasitic.
For an individual parasitic as shown in (4.1), no matching requirements are enforced, thus only its parasitic value affects circuit performance. In such a case, this parasitic must be limited within a certain upper bound. It is worth mentioning that, some parasitics may improve certain circuit performances. However, a layout tile physically has three parasitics including its resistance, capacitance and inductance, and these three parasitics may have different impacts on same circuit performance (e.g., its resistance improves the AC gain but its capacitance counterpart degrades the AC gain). Thus, all individual parasitics must be optimized globally to minimize the induced performance degradation.

Parasitic matching is a significant issue in circuit optimization, especially if circuits have differential pairs. Parasitic mismatch can severely degrade circuit performance or even lead to a performance loss for analog/RF products. Since some devices or interconnects are required to function identically, matching parasitics within a matching pair share the same parasitic parameter as shown in (4.2). Moreover, the shared value of a matching pair must also be restricted within an upper bound. Thus, matching parasitics are handled by generating a set of shared solutions for matching pairs.

4.2.2 Performance Sensitivity

Performance sensitivity is used to quantify the dependence of circuit performance with respect to parasitics. The sensitivity of performance $W_i$ with respect to parasitic $P_j$ can be mathematically represented as

$$S_{ij} = \frac{\partial W_i}{\partial P_j}.$$  (4.3)
The sensitivity technique, which applies performance sensitivities on net parasitics for analog routing problems, was initially advocated in [56]. In that work, SPICE3 simulations are first conducted to generate performance gradients with respect to circuit parameters (e.g., voltage and current). Performance sensitivities with respect to parasitics are then modeled as functions of circuit-parameter gradients and certain independent variables (e.g., frequency and time). However, that sensitivity calculation method is strongly dependent on the expertise of using SPICE3 and has high computation complexity.

To obtain fast evaluation of performance sensitivities using any circuit simulators, we deploy direct calculation of sensitivity gradients in the proposed algorithm. This scheme takes advantage of readable simulated performances. The parasitics in the original layout are extracted and a circuit netlist including variable parasitics is set up for simulation. Multiple performances can be obtained by varying parasitics in a number of simulations. Let $W_{ij}(P)$ represent the simulated performance of $W_i$ when a parasitic of $P_j$ has a value $P$ ($P \in (LB, UB)$), the sensitivity of $W_i$ with respect to $P_j$ can be calculated using finite-difference approximation as:

$$S_{ij} = \frac{W_{ij}(LB) - W_{ij}(UB)}{(LB - UB)},$$  \hspace{1cm} (4.4)

where $LB/UB$ refer to the lower/upper bound of the parasitic $P_j$. The sensitivity calculated with (4.4) approximately reflects the dependence of $W_i$ on $P_j$ within the domain $(LB, UB)$. However, this approximation loses accuracy when the domain $(LB, UB)$ is large since performance sensitivities can vary with changing parasitics. To obtain accurate
performance sensitivities around a parasitic value, we advance the sensitivity computation to a central-difference approximation as:

\[ S_y = \frac{[W_y(P + \Delta) - W_y(P - \Delta)]}{2\Delta}, \tag{4.5} \]

where \( \Delta \) is a minimum increment (e.g., \( \Delta \leq 0.04 \times UB \) in the thesis research). This expression is accurate enough when calculating performance sensitivities around a parasitic value. Therefore, (4.5) is adopted in the proposed algorithm. Here, upper bounds are determined as the values where sensitivities are calculated because our objective is to optimize parasitic parameters towards feasible large values around their upper bounds.

4.2.3 Performance Constraints

Circuit performance degradation due to parasitics can be represented as a function of layout parasitic parameters and related performance sensitivities. This function must be restricted within the maximum allowed performance deviation. To simplify the implementation without too much compromising the accuracy, linear approximation is adopted to expand the total performance deviation into a linear summation of performance deviation due to each parasitic. These performance constraints without considering layout geometries have a general form of (4.6),

\[ \sum_j \Delta W_y \leq \Delta W_{\text{max}}, \tag{4.6} \]

where \( \Delta W_y \) represents the performance deviation due to a certain parasitic, and \( \Delta W_{\text{max}} \) refers to the maximum allowed performance deviation due to all parasitics. With
performance sensitivities, a certain performance deviation $\Delta W_j$ due to a parasitic $P_j$ can then be expanded into the product of a performance sensitivity and a parasitic parameter as:

$$\Delta W_j = S_j \times P_j.$$  \hfill (4.7)

Linear approximation is adopted to expand the total performance deviation into a linear summation of performance deviation due to each parasitic. The expanded performance constraints can be represented as:

$$\sum_{j=1}^{N_p} S_j \times P_j \leq \Delta W_{\text{max}},$$  \hfill (4.8)

where $N_p$ represents the number of parasitics affecting the performance covered in (4.8).

### 4.3 Parasitic-Bound Generation

A biseach algorithm is designed to automatically generate a set of parasitic upper bounds as shown in the pseudo-code of Figure 4-1. Two pointers called $left$ and $right$ (lines 2-3 of (a)) are defined. Simulations are always called to search a possible upper bound in the middle of the domain ($left$, $right$). Concretely, an iteration of simulation is conducted after assigning a parasitic with a pointer named $current$ which is the average of $left$ and $right$ (lines 2-3 of (b)). An initial iteration of simulation is first conducted (lines 2-3 in (a)) to generate a set of starting performances. Based on starting performances, decisions of more simulations are made (lines 4-24 of (a)) to further shrink the searching domain of ($left$, $right$). The upper bound is finally detected when performance approximately reaches its specification (i.e., simulated performance = its specification).
Figure 4-1 A bisearch algorithm for parasitic upper bound generation.
as a set of performance specifications. This flow is simulation-based, which takes advantage of the readable performances from circuit simulations using any simulator of the designer’s choice.

![Diagram]

**Figure 4-2** Design flow of parasitic-solution generation.

With the circuit netlist incorporating variable parasitics, a bound-search engine is activated to conduct a set of simulations using any standard circuit simulator. For different scenarios defined in the bisearch algorithm as shown in Figure 4-1, a set of simulated performances are setup. These simulated performances as well as the performance specifications are incorporated into a sensitivity engine for sensitivity
computation. Central-difference performance sensitivities with respect to parasitics are then generated by using the method as discussed in Section 4.2.2. These sensitivities are used to construct a set of performance constraints while the generated upper bounds are used to construct a set of bounding constraints in the formulation. The formulated problem is finally solved by an LP solver and a set of parasitic solutions are eventually obtained.

4.4.2 Parasitic-Problem Formulation

The formulation of the parasitic-solution problem is shown in (4.9) - (4.12). The objective of the optimization is to maximize parasitics as shown in (4.9) while meeting performance constraints. It is to be noted that, larger parasitics usually correspond to less complicated layout structures, which in turn provides layout solving with wider flexibility. It can be seen that the formulation above is a linear programming problem. Due to the linearity of its objective function and constraints, the formulated problem can be readily modeled and solved with a standard LP solver.

The objective function is modeled as linear summation of all parasitic parameters limited by their weights as shown in (4.9). The reciprocal of the upper bound ($P_{j\text{-ubound}}$) is used to quantify the contribution of $P_j$ to the overall objective function. These reciprocals are designed to ensure that a relatively large parasitic solution is generated if its upper bound is relatively large. For matching parasitics, a single parameter is used to represent the identical value for a pair of matched parasitics in the performance constraints of (4.10).
Maximize \[ \sum_{j=1}^{N_p} \frac{1}{P_{j \text{-bound}}} P_j \] (4.9)

Subject to:

\[ \sum_{j=1}^{N_p} S_j \times P_j \leq \Delta W_{\text{max}} \] (4.10)

\[ P_{j \text{-min}} \leq P_j \leq P_{j \text{-max}} \] (4.11)

\[ P_j \leq P_{j \text{-bound}} \] (4.12)

A set of parasitic bounds \([P_{j \text{-bound}}]\) can be generated to provide the LP-solver with maximum solving flexibility as shown in (4.12). However, our desired flexibility must simultaneously consider both solving feasibility and solution usability. To make solutions usable, minimum and maximum feasible parasitic values (\(P_{j \text{-min}} \) and \(P_{j \text{-max}} \) in (4.11)) for a layout are enforced in (4.11). Extremely large or small parasitic values are meaningless to a layout due to the following reasons: First, completely eliminating parasitic effect (i.e., \(\{P_j\} = \{0\}\)) is unreachable for a real layout; second, layout parasitics can only reach finite large values due to finite layout geometries (i.e., \(P_{j \text{-bound}} \leq P_{j \text{-max}} \) always holds).

4.5 Experiments

The proposed parasitic-solution generation flow (i.e., called P-LP hereafter) has been implemented in C++ language under UNIX system. The commercial solver MOSEK is used as our LP solving engine. In this section, we present the results of sensitivity-based parasitic-solution generation on several analog/RF circuits: a two-stage Miller-
compensated operational amplifier (called opamp hereafter) as shown in Figure 4-4, a single-ended folded-cascode opamp as shown in Figure 4-5 and an NMOS cascode LNA as shown in Figure 4-6. The three circuits are designed in TSMC18 technology.

To demonstrate the superior effectiveness of the proposed approach (i.e., P-LP), an alternative approach (called P-UC hereafter) is setup using UC-Berkeley sensitivity computation techniques in [56] following the flow introduced in [57]. P-UC approach calculates performance sensitivities using voltage/current sensitivities and parameters of frequency/time with the aid of a specified simulator SPICE3. In contrast, P-LP features direct sensitivity computation with reasonable accuracy by simulating variable parasitics using any simulators. An RC π-model [59] as shown in is used to represent interconnect parasitics in the circuit netlists for analog designs. The nets of sensitive parasitics are indicated in the schematics. HSPICE is used as the simulator for both opamps and HSPICERF for the LNA.

HSPICE/HSPICERF is one of the most powerful analog/RF simulators. These simulators feature effective and fast evaluation of readable Transient, DC and AC performances.

![Figure 4-3 An RC π-model for a parasitic interconnect.](image-url)
Figure 4-4 A two-stage Miller-compensated opamp.

Figure 4-5 A single-ended folded-cascode opamp.
First of all, parasitic solutions were generated by P-LP and P-UC on the operational amplifiers. With the same parasitic upper bounds, sensitivity computation was conducted using the aforementioned central-difference scheme (within P-LP) compared to the traditional sensitivity techniques within P-UC. The comparisons of some generated performance sensitivities and simulated circuit performances are reported in Table 4-2. To simplify the comparison, only the performance of AC gain is considered and sensitivities of the critical parasitics are reported. The observations are: (1) sensitivities generated by both methods are closely correlated (i.e., almost proportionally); (2) P-UC sensitivities are generally much smaller than P-LP ones, meaning a worse case of
sensitivity is generated using P-LP that tightly constraints the performance deviation; (3) AC gain achieved by P-LP solutions meets the specification (i.e., \( \text{gain} \geq 60 \)) for both circuits whereas P-UC produces a performance loss (\( \text{gain} = 57.5 \)) for the cascode opamp. This performance loss may result from the setting of a special threshold which was used in [58]. In that paper, there is no clue how to set a proper threshold for different applications. Therefore, the direct sensitivity scheme was adopted in P-LP.

Table 4-2 Sensitivities and simulated performances for P-LP/P-UC.

<table>
<thead>
<tr>
<th>Parasitic Res. (( \Omega ))</th>
<th>Sensitivities of Gain (dB/( \Omega ))</th>
<th>Solution Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P-LP</td>
<td>P-UC</td>
</tr>
<tr>
<td>Two stage opamp</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( R3a )</td>
<td>-0.0324</td>
<td>-0.0020</td>
</tr>
<tr>
<td>( R3c )</td>
<td>Match</td>
<td>Match</td>
</tr>
<tr>
<td>( R2c )</td>
<td>-0.1450</td>
<td>-0.0296</td>
</tr>
<tr>
<td>Folded-cascode opamp</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( R3a )</td>
<td>-0.0046</td>
<td>-0.0007</td>
</tr>
<tr>
<td>( R3b )</td>
<td>-0.0096</td>
<td>-0.0012</td>
</tr>
<tr>
<td>( R3c )</td>
<td>Match</td>
<td>Match</td>
</tr>
<tr>
<td>( R2 )</td>
<td>-0.0068</td>
<td>-0.0021</td>
</tr>
<tr>
<td>( R6 )</td>
<td>Match</td>
<td>Match</td>
</tr>
</tbody>
</table>

Then, the P-LP algorithm was used to conduct parasitic-solution generation on the aforementioned three circuits. Performances of AC gain, bandwidth and phase margin are considered for both opamps. RF performances of S-parameters and noise figure are considered for the LNA. Performance specifications, nominal performance values and maximum allowable performance deviations are listed in Table 4-3. For instance, the AC
gain specification of the two-stage opamp is 60 dB, its nominal gain (without parasitic impacts) is 64.5 dB, and its maximum allowed deviation is -4.5 dB.

Table 4-3 Performance Requirements.

<table>
<thead>
<tr>
<th></th>
<th>Gain (dB)</th>
<th>Bandwidth (MHz)</th>
<th>Phase Margin (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Two-stage Opamp</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$W_{i\text{-spec}}$</td>
<td>60.0</td>
<td>100.0</td>
<td>90.0</td>
</tr>
<tr>
<td>$AW_{i\text{-nom}}$</td>
<td>64.5103</td>
<td>107.3</td>
<td>90.5290</td>
</tr>
<tr>
<td>$AW_{i\text{-max}}$</td>
<td>-4.5103</td>
<td>-7.3</td>
<td>-0.5290</td>
</tr>
<tr>
<td><strong>Cascode Opamp</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$W_{i\text{-spec}}$</td>
<td>60.0</td>
<td>60.0</td>
<td>60.0</td>
</tr>
<tr>
<td>$AW_{i\text{-nom}}$</td>
<td>60.6473</td>
<td>63.44</td>
<td>61.1924</td>
</tr>
<tr>
<td>$AW_{i\text{-max}}$</td>
<td>-0.6473</td>
<td>-3.44</td>
<td>-1.1924</td>
</tr>
<tr>
<td><strong>Cascode LNA</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$W_{i\text{-spec}}$</td>
<td>-25</td>
<td>-30</td>
<td>30</td>
</tr>
<tr>
<td>$AW_{i\text{-nom}}$</td>
<td>-36.2053</td>
<td>-18.7896</td>
<td>26.7383</td>
</tr>
<tr>
<td>$AW_{i\text{-max}}$</td>
<td>11.2053</td>
<td>-11.2104</td>
<td>3.2617</td>
</tr>
</tbody>
</table>

The parasitic upper bounds, performance sensitivities and generated parasitic solutions for parasitic resistances and capacitances are reported in Table 4-4 for the two-stage opamp, Table 4-5 for the cascode opamp and Table 4-6 for the LNA. For instance, in Table 4-4, the matching parasitic of $R3a=R3c$ corresponds to the shared parasitic resistance in the differential pair, which has an upper bound of 16.2 Ω. The sensitivities of AC gain, bandwidth and phase margin with respect to this parasitic are -0.032 dB/Ω, -0.48 MHZ/Ω and -0.0086 °/Ω, respectively. The generated parasitic solution for this parasitic is 16.2. Moreover, in Table 4-6, the individual parasitic $R_f$ has an upper bound
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of 50 Ω. The sensitivities of $S12$, $S21$ and noise figure with respect to this parasitic are 0.0025 dB/Ω, -0.0013 dB/Ω, and 0.0002 dB/Ω, respectively. The generated solution of this parasitic is 50 Ω. It is worth observing that, some parasitics can improve certain circuit performance since their reported performance sensitivities are positive. For example, the bandwidth sensitivity for $R10$ is 0.4 MHZ/Ω as shown in Table 6. Performance sensitivities of wire-substrate capacitances are also included in the tables although they are far less sensitive than their resistance counterparts.

<table>
<thead>
<tr>
<th>Parasitic</th>
<th>Bounds (Ω, ff)</th>
<th>Sens. (Gain)</th>
<th>Sens. (Bandwidth)</th>
<th>Sens. (PhaseMargin)</th>
<th>Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R3a=R3c$</td>
<td>16.2</td>
<td>-0.032</td>
<td>-0.48</td>
<td>-0.0086</td>
<td>16.2</td>
</tr>
<tr>
<td>$R3b$</td>
<td>78.9</td>
<td>-0.057</td>
<td>-0.08</td>
<td>-0.0014</td>
<td>78.9</td>
</tr>
<tr>
<td>$R2a$</td>
<td>48.5</td>
<td>0.031</td>
<td>0.24</td>
<td>-0.0471</td>
<td>48.5</td>
</tr>
<tr>
<td>$R2b$</td>
<td>100</td>
<td>-0.001</td>
<td>-0.007</td>
<td>-0.0043</td>
<td>100</td>
</tr>
<tr>
<td>$R2c$</td>
<td>35.1</td>
<td>-0.145</td>
<td>-0.11</td>
<td>-0.0023</td>
<td>25.0</td>
</tr>
<tr>
<td>$R2d$</td>
<td>47.9</td>
<td>0.0001</td>
<td>0</td>
<td>-0.0113</td>
<td>45.9</td>
</tr>
<tr>
<td>$R2e$</td>
<td>100</td>
<td>0.0012</td>
<td>0.4</td>
<td>0.13</td>
<td>100</td>
</tr>
<tr>
<td>$R10$</td>
<td>100</td>
<td>0</td>
<td>0.4</td>
<td>0.1299</td>
<td>100</td>
</tr>
<tr>
<td>$C3a=C3c$</td>
<td>1e-12</td>
<td>0</td>
<td>-0.01</td>
<td>0.0034</td>
<td>1e-12</td>
</tr>
<tr>
<td>$C3b$</td>
<td>1e-12</td>
<td>0</td>
<td>0</td>
<td>0.0014</td>
<td>1e-12</td>
</tr>
<tr>
<td>$C2a$</td>
<td>9e-14</td>
<td>0</td>
<td>-0.023</td>
<td>-0.0592</td>
<td>8.8e-14</td>
</tr>
<tr>
<td>$C2b$</td>
<td>9e-14</td>
<td>0</td>
<td>-0.023</td>
<td>-0.0592</td>
<td>8.8e-14</td>
</tr>
<tr>
<td>$C2c$</td>
<td>9e-14</td>
<td>0</td>
<td>-0.023</td>
<td>-0.0592</td>
<td>8.8e-14</td>
</tr>
<tr>
<td>$C2d$</td>
<td>9e-14</td>
<td>0</td>
<td>-0.023</td>
<td>-0.0592</td>
<td>8.8e-14</td>
</tr>
<tr>
<td>$C2e$</td>
<td>9e-14</td>
<td>0</td>
<td>-0.023</td>
<td>-0.0592</td>
<td>8.8e-14</td>
</tr>
<tr>
<td>$C10$</td>
<td>1e-12</td>
<td>0</td>
<td>0</td>
<td>0.0121</td>
<td>5.6e-13</td>
</tr>
</tbody>
</table>
Table 4-5 Upper bounds, performance sensitivities and solutions of parasitic resistances and capacitances for the cascode opamp.

<table>
<thead>
<tr>
<th>Parasitic</th>
<th>Bounds (Ω, fF)</th>
<th>Sens. (Gain)</th>
<th>Sens. (Bandwidth)</th>
<th>Sens. (Phase Margin)</th>
<th>Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{lb}=R_{4b}$</td>
<td>200</td>
<td>-0.0029</td>
<td>0</td>
<td>0.0003</td>
<td>200</td>
</tr>
<tr>
<td>$R_{lc}=R_{4c}$</td>
<td>200</td>
<td>0.0013</td>
<td>0</td>
<td>-0.0015</td>
<td>200</td>
</tr>
<tr>
<td>$R_{3b}=R_{3c}$</td>
<td>146</td>
<td>-0.0096</td>
<td>-0.02</td>
<td>0.0056</td>
<td>3.6</td>
</tr>
<tr>
<td>$R_{2}=R_{6}$</td>
<td>117</td>
<td>-0.0136</td>
<td>0</td>
<td>-0.0007</td>
<td>3.9</td>
</tr>
<tr>
<td>$R_{1a}$</td>
<td>85.9</td>
<td>-0.0036</td>
<td>0</td>
<td>-0.0002</td>
<td>85.9</td>
</tr>
<tr>
<td>$R_{4a}$</td>
<td>200</td>
<td>0.0031</td>
<td>0</td>
<td>-0.0005</td>
<td>200</td>
</tr>
<tr>
<td>$R_{3a}$</td>
<td>200</td>
<td>-0.0046</td>
<td>0</td>
<td>0</td>
<td>200</td>
</tr>
<tr>
<td>$R_{5a}$</td>
<td>200</td>
<td>0.002</td>
<td>0</td>
<td>-0.0002</td>
<td>200</td>
</tr>
<tr>
<td>$R_{5b}$</td>
<td>200</td>
<td>-0.0114</td>
<td>0</td>
<td>0.0017</td>
<td>5.1</td>
</tr>
<tr>
<td>$R_{5c}$</td>
<td>200</td>
<td>-0.0085</td>
<td>0</td>
<td>-0.0008</td>
<td>81</td>
</tr>
<tr>
<td>$R_{5d}$</td>
<td>200</td>
<td>-0.0278</td>
<td>0</td>
<td>0.001</td>
<td>5.7</td>
</tr>
<tr>
<td>$R_{5e}$</td>
<td>200</td>
<td>-0.0175</td>
<td>0</td>
<td>0.0008</td>
<td>6</td>
</tr>
<tr>
<td>$R_{8a}$</td>
<td>200</td>
<td>-0.0023</td>
<td>0</td>
<td>-0.0001</td>
<td>200</td>
</tr>
<tr>
<td>$R_{8b}$</td>
<td>200</td>
<td>0.0072</td>
<td>0</td>
<td>-0.0004</td>
<td>200</td>
</tr>
<tr>
<td>$C_{1b}=C_{4b}$</td>
<td>27.6</td>
<td>0</td>
<td>-0.01</td>
<td>-0.0426</td>
<td>27.6</td>
</tr>
<tr>
<td>$C_{1c}=C_{4c}$</td>
<td>27.6</td>
<td>0</td>
<td>-0.01</td>
<td>-0.0426</td>
<td>27.6</td>
</tr>
<tr>
<td>$C_{3b}=C_{3c}$</td>
<td>17.1</td>
<td>0</td>
<td>0.01</td>
<td>-0.0076</td>
<td>17.1</td>
</tr>
<tr>
<td>$C_{2}=C_{6}$</td>
<td>200</td>
<td>0</td>
<td>-0.02</td>
<td>0.0014</td>
<td>118.9</td>
</tr>
<tr>
<td>$C_{1a}$</td>
<td>56.7</td>
<td>0</td>
<td>-0.01</td>
<td>-0.0202</td>
<td>56.7</td>
</tr>
<tr>
<td>$C_{4a}$</td>
<td>56.7</td>
<td>0</td>
<td>0</td>
<td>-0.0207</td>
<td>56.7</td>
</tr>
<tr>
<td>$C_{3a}$</td>
<td>34.2</td>
<td>0</td>
<td>0</td>
<td>-0.0038</td>
<td>34.2</td>
</tr>
<tr>
<td>$C_{5a}$</td>
<td>38.3</td>
<td>0</td>
<td>-0.02</td>
<td>-0.0298</td>
<td>38.3</td>
</tr>
<tr>
<td>$C_{5b}$</td>
<td>38.3</td>
<td>0</td>
<td>-0.02</td>
<td>-0.0298</td>
<td>38.3</td>
</tr>
<tr>
<td>$C_{5c}$</td>
<td>38.3</td>
<td>0</td>
<td>-0.02</td>
<td>-0.0298</td>
<td>38.3</td>
</tr>
<tr>
<td>$C_{5d}$</td>
<td>38.3</td>
<td>0</td>
<td>-0.02</td>
<td>-0.0298</td>
<td>38.3</td>
</tr>
<tr>
<td>$C_{5e}$</td>
<td>38.3</td>
<td>0</td>
<td>-0.02</td>
<td>-0.0298</td>
<td>38.3</td>
</tr>
<tr>
<td>$C_{8a}$</td>
<td>41.6</td>
<td>0</td>
<td>-0.08</td>
<td>0.0356</td>
<td>41.6</td>
</tr>
<tr>
<td>$C_{8b}$</td>
<td>41.6</td>
<td>0</td>
<td>-0.08</td>
<td>0.0356</td>
<td>41.6</td>
</tr>
<tr>
<td>Parasitic</td>
<td>Bounds (Ω, fF)</td>
<td>Sens. (S12)</td>
<td>Sens. (S21)</td>
<td>Sens. (Noise Figure)</td>
<td>Solutions</td>
</tr>
<tr>
<td>-----------</td>
<td>----------------</td>
<td>-------------</td>
<td>-------------</td>
<td>---------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>R1</td>
<td>50</td>
<td>0.0025</td>
<td>-0.0013</td>
<td>0.0002</td>
<td>50</td>
</tr>
<tr>
<td>R2</td>
<td>50</td>
<td>-0.0126</td>
<td>0.0070</td>
<td>-0.0024</td>
<td>50</td>
</tr>
<tr>
<td>R3</td>
<td>50</td>
<td>-0.0189</td>
<td>0.0026</td>
<td>-0.0021</td>
<td>50</td>
</tr>
<tr>
<td>R4</td>
<td>50</td>
<td>0.0570</td>
<td>-0.0201</td>
<td>0.0041</td>
<td>50</td>
</tr>
<tr>
<td>R5</td>
<td>17.3</td>
<td>-0.1591</td>
<td>-0.1869</td>
<td>0.0540</td>
<td>13.7</td>
</tr>
<tr>
<td>R6</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td>R7</td>
<td>38.5</td>
<td>0.0366</td>
<td>-0.1272</td>
<td>0.0203</td>
<td>21.2</td>
</tr>
<tr>
<td>C1</td>
<td>50</td>
<td>-0.0023</td>
<td>-0.0023</td>
<td>0.0006</td>
<td>50</td>
</tr>
<tr>
<td>C2</td>
<td>50</td>
<td>-0.0023</td>
<td>-0.0023</td>
<td>0.0006</td>
<td>50</td>
</tr>
<tr>
<td>C3</td>
<td>50</td>
<td>-0.0023</td>
<td>-0.0023</td>
<td>0.0006</td>
<td>50</td>
</tr>
<tr>
<td>C4</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td>C5</td>
<td>50</td>
<td>0.0141</td>
<td>0.0123</td>
<td>-0.0047</td>
<td>50</td>
</tr>
<tr>
<td>C6</td>
<td>50</td>
<td>-0.0060</td>
<td>-0.0060</td>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td>C7</td>
<td>50</td>
<td>-0.0060</td>
<td>-0.0060</td>
<td>0</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 4-7 Time efficiency statistics for P-LP.

<table>
<thead>
<tr>
<th>Circuits</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two Stage OPAMP</td>
<td>397</td>
</tr>
<tr>
<td>Cascode OPAMP</td>
<td>553</td>
</tr>
<tr>
<td>NMOS cascode LNA</td>
<td>116</td>
</tr>
</tbody>
</table>
4.6 Summary

In this chapter, an algorithm of automatic parasitic-solution generation was presented for analog/RF circuits. An automatic parasitic-bound generator was designed. Sensitivity computation techniques and performance constraint models were demonstrated. The proposed flow was implemented in C++ language and experiments of three analog and RF circuits were conducted. The efficiency and effectiveness of our proposed approach were reported.

Although the parasitic upper bounds and performance sensitivities generated by this algorithm can be further used in the layout generation problems, the algorithm proposed in this chapter was limited to a simulation-based parasitic control. The algorithm does not physically relate parasitic parameters to their layout geometries. To achieve a geometry-involved layout optimization flow, parasitic parameters will be expanded into geometric structures in Chapters 5 and 6 to directly link the performance constraints with layout geometries for analog/RF designs.
5. Performance-Constrained Parasitic-Aware Retargeting of Analog Layouts

This chapter presents a template-based algorithm that conducts automatic performance-constrained parasitic-aware retargeting of analog layouts. As a further extension of Chapter 4, which only considers variable-based parasitics (i.e., no geometries involved), layout geometries are incorporated into the formulation of analog layout retargeting. The algorithm applies a piecewise-sensitivity model to limit parasitic-related layout geometries by directly constructing performance constraints subject to maximum allowed performance deviation [6]. The formulated problem is finally solved using graph-based techniques combined with mixed-integer nonlinear programming. The algorithm has been incorporated into IPRAIL [7]. It is demonstrated to be effective and efficient when retargeting analog layouts to new technologies and/or updated specifications.

5.1 Introduction

The preliminary work in [9] presents a parasitic-aware optimization flow as an effective solution to analog layout retargeting. In that work, a set of parasitic bounds are manually estimated through simulations before layout generation. These bounds are used to constrain corresponding geometric parasitic expressions. However, the parasitic bounds are obtained from circuit simulations without considering layout geometries.
Moreover, each parasitic bound is enforced in certain separate parasitic constraints. This scheme fails to consider the correlation and/or cancellation among all the parasitics that can affect the same performance. Thus, the control of parasitics is not handled in a global manner. More important, the bounding limits may over-constrain the problem or even render it infeasible.

To achieve a global performance optimization with accurate parasitic control, this chapter presents a performance-constrained sensitivity-based retargeting algorithm. This approach features direct performance constraints in a geometry-based global optimization. Accurate performance sensitivities due to parasitics are applied by adopting a piecewise-sensitivity model. The parasitic-aware performance-constrained retargeting is formulated as a mixed-integer nonlinear programming problem. Compared to the bound-based retargeting method [9] (PB hereafter within this chapter), better solvability is achieved by removing the over-constraints due to the imposed parasitic bounds.

The rest of the chapter is organized as follows. Section 5.2 introduces the proposed design flow. Section 5.3 discusses the mathematical modeling scheme in our approach. We introduce the piecewise sensitivities in Section 5.4. The parasitic-problem formulation is provided in Section 5.5. Section 5.6 reports the experimental results followed by a chapter summary made in Section 5.7.

5.2 Design Flow

Figure 5-1 shows the proposed performance-constrained layout retargeting flow. This flow has three major steps including the sensitivity computation, the layout template
extraction and the layout generation. This flow handles process migration as well as performance retargeting for analog layouts with the capability of incorporating user-imposed constraints (e.g., new symmetry requirements) into optimization.

![Diagram](image)

Figure 5-1 A performance-constrained analog layout retargeting flow.

After a netlist is extracted from an original layout, target technology and performance requirements are incorporated to form an updated netlist. A sensitivity engine then automatically conducts a series of simulations to generate piecewise performance sensitivities with respect to variable parasitics in the updated netlist. The generated piecewise sensitivities are used to construct MINLP performance constraints. Given the original technology design rules, a layout template extractor automatically extracts all the expertise embedded in an existing layout to construct a symbolic template, which is composed of a set of linear constraints. This template is further updated by incorporating MINLP performance constraints, new device sizes, and new symmetry/matching constraints. A layout generator can then solve the updated layout.
template to achieve a minimum layout area while meeting floorplan, symmetry/matching, proximity and performance constraints. The formulated layout-generation problem is solved by using graph-based techniques [60] combined with mixed-integer nonlinear programming.

5.3 Mathematical Modeling

5.3.1 Interconnect Parasitics

Layout parasitics considered in this chapter involve parasitic resistances and wire-substrate capacitances. A layout tile is a rectangle on a layer within a layout. Each circuit net includes a set of tiles (i.e., rectangles) and the total net-parasitic is the sum of its tile-parasitics. Assume the length and width of a tile are represented as \((x_r-x_i)\) and \((y_r-y_i)\), respectively, where \((x_i, y_i)\) and \((x_r, y_r)\) are left-bottom and right-top corner coordinates of the tile. The parasitic resistance and wire-substrate capacitance for a tile can be mathematically represented with its geometries as

\[
R = \rho_{sh} \times \frac{x_r-x_i}{(y_r-y_i)} \tag{5.1}
\]

\[
C_{sub} = c_a \times (x_r-x_i) \times (y_r-y_i) + c_{sw} \times 2 \times (x_r-x_i) \tag{5.2}
\]

where \(\rho_{sh}\) is the sheet resistance per unit length, \(c_a\) is a substrate capacitance per unit area, and \(c_{sw}\) is wire-substrate capacitance per unit length.

The analytical formulae above are applicable for lumped interconnect models. Very accurate interconnect RC estimations typically require the use of expensive *EM field solvers*. Even though these estimations are accurate, it might take days for *EM solvers* to
complete interconnect solving even for a medium-sized circuit. This method is obviously unacceptable for our layout problem since the maximum execution time of a layout process is within minutes as reported in this dissertation.

For analog design such as wire sizing and global routing, lumped interconnect models [59][61][62] are advocated due to their analytical closed-form expressions, fast computation speed, and good fidelity with respect to simulation. Lumped interconnect models typically underestimate the interconnect delay by a worst-case of 16% [61] for sub-micron layouts. This accuracy (i.e., $\geq 84\%$) is acceptable in our applications considering the significant reduction of interconnect solving time (i.e., from days to seconds). Thus, a simple lumped resistance-capacitance (RC) $\pi$-model as shown in Figure 4-3 is adopted in our approach to represent parasitic interconnects.

### 5.3.2 Performance Constraints

Performance sensitivities are calculated to represent the dependence of circuit performances with respect to interconnect parasitics. The product of a performance sensitivity and its corresponding parasitic (either resistance or capacitance) is used to model the performance deviation due to that parasitic. In addition, linear approximation is used to calculate the total performance deviation due to a set of parasitics that affects the same performance. In order to ensure certain desired circuit performance, the total performance deviation must be restricted within a maximum allowed tolerance. Therefore, the sensitivity-based performance constraints can be represented as:

$$
\sum S_{r_{\text{res}}} \times R(x, y) + \sum S_{\text{memp}} \times C_{\text{mt}}(x, y) \leq \Delta W_{\text{max}}.
$$

(5.3)
where \( R(x, y) \) and \( C_{\text{sub}}(x, y) \) refer to geometric expressions for parasitic resistance and wire-substrate capacitance; \( S_{\text{res}} \) and \( S_{\text{subcap}} \) represent performance sensitivities for \( R(x, y) \) and \( C_{\text{sub}}(x, y) \); \( x \) and \( y \) represent related horizontal and vertical layout geometries.

### 5.3.3 Parasitic Matching Constraints

Matching parasitic constraints are indispensable for the parasitic-aware layout generation problem. Mismatch of parasitic structures can dramatically degrade the circuit performance. Thus, two parasitic geometric structures for a matching pair must be placed identically as shown in (5.4),

\[
P_{n1}(x, y) = P_{n2}(x, y),
\]

where \( P_{n1}(x, y) \) and \( P_{n2}(x, y) \) are two geometric parasitic expressions to be enforced as identical.

### 5.4 Sensitivity Computation

#### 5.4.1 Central-Difference Sensitivity Approximation

As discussed in Section 4.3.2, central difference sensitivities can approximate the performance dependence on a parasitic around certain parasitic value as:

\[
S_y = [W_y(P_{\text{UB}} + \Delta) - W_y(P_{\text{UB}} - \Delta)] / 2\Delta,
\]

where \( P_{\text{UB}} \) is the upper bound of a parasitic \( P_j \) and \( \Delta \) is a small interval. Here, the worst-case sensitivity is calculated around a parasitic upper bound due to: (1) a small parasitic
increase over its upper bound may result in a performance loss; (2) around an upper bound, the absolute value of performance sensitivity normally reaches the largest and therefore this is the worst case.

Less-sensitive and insensitive parasitics have smaller performance sensitivities which contribute merely a small portion of the total performance deviation. Thus, the central-difference approach can be used to generate plain worst-case sensitivities to approximate these parasitic impacts. However, for sensitive nets, the sensitivities are large and may significantly vary along with changing parasitics. Moreover, parasitic solutions of sensitive nets are usually small, far from their upper bounds around which the worst-case sensitivities are calculated. Thus, the worst-case sensitivities are insufficient to represent the impact of sensitive parasitics.

5.4.2 Piecewise Sensitivity Approximation

Piecewise sensitivities are modeled to better approximate the dependence of performance on sensitive parasitics. Firstly sensitivity analysis is conducted to identify a set of sensitive parasitics through simulations. Then, the feasible range for each sensitive parasitic is divided into a number of small segments. A feasible range is defined as the maximum scope that the value of a parasitic can cover. Worst-case performance sensitivity (called segmental sensitivity hereafter) is calculated to represent a parasitic impact for each segment, and piecewise sensitivity can be built up as a linear function of binary-integer variables and segmental sensitivities to represent the total performance dependence on a sensitive parasitic.
To avoid high computation cost due to applying abundant binary-integer variables, a proper number of segments needed for a sensitive parasitic should be determined considering solvability and efficiency. The number of segments for a sensitive parasitic is modeled as a function of two sensitivity-related factors (i.e., \( S_{j_{\text{max}}} \) and \( \alpha \)) as show in (5.6) and (5.7). Here, the ratio (i.e., \( \alpha \)) in (5.6) is calculated using the largest and smallest segmental sensitivities (i.e., \( S_{j_{\text{min}}} \) and \( S_{j_{\text{max}}} \) derived from simulations) for certain parasitic, to represent the fluctuation of its segmental sensitivities.

\[
\alpha = \frac{S_{j_{\text{min}}}}{S_{j_{\text{max}}}},
\]

\[
N_{\text{seg}} = N(\alpha, S_{j_{\text{max}}}),
\]

where \( N_{\text{seg}} \) is the determined number of segments for a parasitic.

In this way, a reasonable accuracy can be achieved by moderately increasing the number of segments, whereas the unnecessary number of binary-integer variables for redundant segmental sensitivities is reduced to a minimum. It is to be noted that, piecewise sensitivities are only generated for sensitive parasitics, which is especially important when applying the piecewise scheme in handling a huge number of parasitics for larger designs. Moreover, it is not worthwhile to segment insensitive parasitics at all since these parasitics have tiny sensitivities and huge upper bounds that the related layout geometries can hardly achieve even without an optimization.

With a set of segmental sensitivities, we have adopted a binary-integer (0-1) method [63] to incorporate them into the formulation. In our formulation, 0-1 variables are applied to construct the piecewise sensitivity model as shown in (5.8), which is a linear function of a set of binary-integer variables limited by corresponding segmental
sensitivities. Binary-integer variables function as enable/disable switches for the selection of effective segmental sensitivity. Let \( \{B_1, B_2, \ldots, B_N\} \) be a set of binary integers (i.e., \( B_n \in \{0, 1\}, 1 \leq n \leq N \)), and \( \{S_1, S_2, \ldots, S_N\} \) as the corresponding segmental sensitivities for a sensitive parasitic, the piecewise scheme can be applied by incorporating the constraints as shown in (5.8)-(5.10), say, for a performance \( W_i \) with respect to a parasitic \( P_j \).

\[
S_{ij} = \sum_{n=1}^{N_{seg}} B_n S_n,
\]

\[
\sum_{n=1}^{N_{seg}} B_n = \sum_{n=1}^{N_{seg}} B_n = 1, B_n \in \{0, 1\},
\]

\[
B_n (P - P_{n1}) \geq 0 \quad \text{and} \quad B_n (P - P_{n2}) \leq 0,
\]

where \( N_{seg} \) refers to the determined number of segments for a parasitic, \( N_{res} / N_{cap} \) refers to the number of segments for a parasitic resistance/capacitance, and the domain \( (P_{n1}, P_{n2}) \) represents the segment where \( B_n = 1 \) can hold.

For any iteration of optimization, only one binary variable in the set \( \{B_1, B_2, \ldots, B_{N_{seg}}\} \) can be ‘1’ whereas others are all 0’s, as shown in (5.9). The set of \( \{B_1, B_2, \ldots, B_{N_{seg}}\} \) corresponds to the set of parasitic segments where \( \{S_1, S_2, \ldots, S_{N_{seg}}\} \) is calculated. Thus, only one effective segmental sensitivity in \( \{S_1, S_2, \ldots, S_{N_{seg}}\} \) is enabled in the optimization. Besides, we must ensure that an effective segmental sensitivity is enabled only when a parasitic is accordingly bounded within that segment. This bounding is applied using (5.10), where \( B_n \) should be a ‘1’ if and only if both \( (1 \times (P - P_{n1}) \geq 0) \) and \( (1 \times (P - P_{n2}) \leq 0) \) hold (i.e., \( P_{n1} \leq P \leq P_{n2} \)). At the same time, (5.10) is an invariant ‘TRUE’ when \( B_n \) is ‘0’. By incorporating the piecewise sensitivities as shown in (5.8), the piecewise-based performance constraints are represented as shown in (5.11).
\[
\sum_{j=1}^{N} \left[ \left( \sum_{n=1}^{N_{\text{seg}}} B_{n} S_{n} \right) \times P_{j}(x, y) \right] \leq \Delta W_{\text{max}} ,
\]

where \( N \) refers to the number of parasitics affecting a considered performance, and \( N_{\text{seg}} \) refers to the determined number of segments for a considered parasitic.

### 5.5 Problem Formulation and Layout Solving

#### 5.5.1 Problem Formulation

The performance-constrained piecewise-based parasitic problem is formulated as shown in (5.12)-(5.16), besides basic constraints for design rules and symmetry.

**Minimize** \((x_{rr} - x_{ll}) \times (y_{rr} - y_{ll})\),

**Subject To**

\[
\sum_{j=1}^{N} \left[ \left( \sum_{n=1}^{N_{\text{seg}}} B_{n} S_{n} \right) \times R_{j}(x, y) + \left( \sum_{n=1}^{N_{\text{seg}}} B_{n} S_{n} \right) \times C_{j}(x, y) \right] \leq \Delta W_{\text{r}_{\text{max}}},
\]

\( P_{n1}(x, y) = P_{n2}(x, y) \),

\[
\sum_{n=1}^{N_{\text{seg}}} B_{n} = \sum_{n=1}^{N_{\text{seg}}} B_{n} = 1, \quad B_{n} \in \{0, 1\},
\]

\( B_{n} (P - P_{n1}) \geq 0 \&\& B_{n} (P - P_{n2}) \leq 0 \),

where \((x_{rr}, x_{ll}, y_{rr}, y_{ll})\) represents the boundaries of a layout, \( \sum_{n=1}^{N_{\text{seg}}} B_{n} S_{n} \) and \( \sum_{n=1}^{N_{\text{seg}}} B_{n} S_{n} \) refer to the piecewise performance sensitivities with respect to parasitic resistances and wire-substrate capacitances, respectively.
Rather than generating a set of geometric constraints with parasitic bounds, the intrinsic relationship between performance and parasitics is modeled as a mixed-integer nonlinear function of layout geometries restricted within the maximum allowed performance deviation. Besides the performance constraints due to individual parasitics, matching parasitic constraints as shown in (5.14) are also included in the constraint set to avoid undesirable circuit performance loss.

Due to the nonlinearity of parasitic expressions as shown in (5.1)-(5.2) and binary-integer features of performance constraints as shown in (5.13), the formulated problem is a mixed-integer nonlinear programming problem [64]. IPOPT [49] is selected as our MINLP solver due to the following facts. IPOPT can solve nonlinear problems with non-convex constraints involving binary-integer (0-1) design variables. Moreover, it not only features promising local convergence for nonlinear search, but also guarantees global convergence by using a filter-based line search strategy.

5.5.2 Layout Generation

The layout generation flow is shown in Figure 5-2. The layout generation includes three steps: (1) generation of a reduced graph from symmetry/matching and performance constraints for a layout; (2) solving the reduced graph with MINLP; (3) solving the complete LP constraint graph with longest-path algorithm. It is to be noted that, horizontal and vertical constraint graphs are generated and solved separately within the flow. To improve the searching efficiency of the MINLP solver, a two-phase solving scheme is utilized here. In the first phase, a MINLP-only problem of a reduced graph (i.e.,
considering only performance and symmetry/matching constraints) is solved using mixed-integer nonlinear programming. In the second phase, a linear-only compaction of an LP complete constraint graph is conducted using graph-based optimization combined with linear programming. The solutions out of the first phase provide the start points of the second phase to separate the searching effort from a complete MINLP to a complete LP.

Figure 5-2 A performance-driven layout generation flow.

With the entire set of constraints, layout generation is conducted to solve the layout problem. The layout generator is a template-solving engine that enforces the constraints related to extracted expertise from original layouts, symmetry/matching, performance
requirements, new device sizes and new technology design rules. To enhance the computation speed, graph compaction techniques are adopted to convert linear equations or inequalities into a graph form. A reduced graph is a simplified graph which is equivalent (for the core nodes) to the original constraint graph but with many fewer nodes and arcs. A small parasitic-included layout is shown in Figure 5-3 as an example, and its graph-based layout-generation steps are shown in Figure 5-4.

An original graph as shown in Figure 5-4(a) can be derived by converting all linear constraints (e.g., minimum-width constraints) in Figure 5-3 into a graph form. However, since MINLP performance constraints (e.g., the constraint in Figure 5-4(b-1) or Figure 5-4(d-1)) or symmetry/matching constraints (e.g., the constraint in Figure 5-4(b-2) or Figure 5-4(d-2)) are not allowed in graph techniques, these constraints are kept as equations/inequalities which are solved together with the reduced graph.

Figure 5-3 An example layout with parasitic tiles.

Figure 5-4(a) shows an original constraint graph consisting of 17 nodes and 22 arcs. In the reduced graph of Figure 5-4(c), only 11 nodes (called core nodes that are marked
gray in the figures) and 12 arcs related to boundary, symmetry/matching and performance are involved. To ensure the equivalence between the original graph and the reduced one, weights of arcs between nodes are calculated by applying any longest-path algorithm (e.g., Bellman-Ford algorithm in this work) from each core node to the other core nodes in the reduced graph. For example, the arc weight from $P7$ to $P8$ has a longest path of 6 that is derived from the original graph. The core graph with longest-path arc weights is then converted to a set of equations and/or inequalities. By combining the converted linear constraints with performance and symmetry constraints, the complete reduced-graph constraint set is then constructed as shown in Figure 5-4(c) and Figure 5-4(d).

To form a complete LP graph that includes all needed constraints, we must incorporate Figure 5-4(d) to the original graph. Thus, these 4-parameter and MINLP constraints must be converted into combinations of two-variable constrained equations. To facilitate this conversion, the optimum distances for symmetry/matching constraints and the solutions of performance constraints must be obtained by solving the reduced-graph constraint set which includes the constraints of both Figure 5-4(c) and Figure 5-4(d).

After a set of optimal solutions is exported by the MINLP solver, the solutions related to symmetry/matching and performance constraints construct the optimal arc weights for the 2-variable converted performance/symmetry/matching constraints as shown in Figure 5-4(e). By incorporating these optimal arc weights into the original graph, a complete graph is formed as shown in Figure 5-4(f) in a complete LP form. This complete constraint graph can be solved using any longest-path algorithm. The solutions derived from this constraint graph are mapped back to specify a target layout.
Figure 5-4 An example of graph-based layout solving, (a) an original graph, (c) a reduced-sized equivalent core graph, (f) a complete graph.
5.6 Experimental Results

The proposed algorithm has been integrated into IPRAIL. In this section, we report results of layout retargeting on two analog circuits: a two-stage Miller-compensated operational amplifier as shown in Figure 4-4 and a single-ended folded cascode opamp as shown in Figure 4-5. The retargeting was conducted from a 0.25μm CMOS process to a 0.18μm CMOS process with updated performance specifications.

Through a number of simulations, sensitivity analysis was first conducted to identify sensitive individual and matching parasitics. For clarity, the critical parasitics are indicated in the circuit schematics. The RC π-model presented in Figure 4-3 is used in the circuit simulations. For the two-stage opamp, individual parasitics of n3b, n2a, and n2c were found sensitive and a sensitive matching parasitic of n3a & n3c was detected, as depicted in Figure 4-4. For the cascode opamp in Figure 4-5, sensitive matching parasitics of n3b & n3c, n1c & n4c, n1b & n4b and n2 & n6 were detected.

After the setup of piecewise performance sensitivities, parasitic-aware layout retargeting was performed using our proposed performance-constrained mixed-integer method (called PMI). To demonstrate the superior effectiveness and efficiency of our method, bound-based parasitic-aware retargeting [9] (called PB) was also conducted. In addition, to show that piecewise sensitivities obtain higher accuracy over simple central-difference worst-case sensitivities, we set up a similar flow (called PS) of using single worst-case sensitivities (non-piecewise) supported by nonlinear programming. All these methods were used for retargeting the same layouts and the results are compared.
Performances of AC gain, bandwidth, phase margin, and gain margin were considered in retargeting. Here, to determine the number of segments for sensitive parasitics with a good trade-off, criteria tables were designed as shown in Table 5-1 for parasitic resistances and Table 5-2 for parasitic capacitances. In Table 5-1 and Table 5-2, the first two columns report the criterion for the maximum segmental sensitivities (i.e., $|S_{i,\text{max}}|$) and the fluctuation ratios (i.e., $|\alpha|$) with respect to parasitic resistances and wire-substrate capacitances, respectively. The last column lists the determined number of segments for a considered parasitic. For instance, in the fourth row of Table 5-1, $[0.6, 0.8)$ is a domain from 0.6 to 0.8 including the value 0.6 but excluding the value 0.8. When the worst-case segmental sensitivity for a parasitic resistance is within $(0.025, 0.05)$ and its fluctuation is within $[0.6, 0.8)$, the number of segments for this parasitic is determined as 2. An observation is that, the criterion for wire-substrate capacitances are much easier than those of parasitic resistances. This is because, the performance sensitivities with respect to wire-substrate capacitances are generally very small for analog retargeting at lower frequency, compared to those for parasitic resistances.

Parasitic bounds for PB and performance sensitivities for PS/PMI are listed in Table 5-3 for the two-stage opamp and Table 5-4 for the cascode opamp. For example, for the $R3b$ in Table 5-3, we have $|S_{i,\text{max}}| = 0.068 \in [0.05, 0.1)$ and $|\alpha| = 0.63 \in [0.6, 0.7)$. The number of segments for the parasitic of $n3b$ is then determined as 3 according to the criteria in the eighth row of Table 5-1. Due to space limitation, information of only sensitive parasitic resistances regarding AC gain for the two-stage opamp and information
of only sensitive wire-substrate capacitances regarding phase margin for the cascode opamp are reported.

**Table 5-1 Criterion of determining the number of segments for parasitic resistances.**

<table>
<thead>
<tr>
<th>( S_{L, \text{max}} )</th>
<th>( \alpha )</th>
<th>( N_{\text{seg}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \leq 0.025 )</td>
<td>Any</td>
<td>1</td>
</tr>
<tr>
<td>Any</td>
<td>([0.8, 1])</td>
<td>1</td>
</tr>
<tr>
<td>([0.025, 0.05])</td>
<td>([0.6, 0.8])</td>
<td>2</td>
</tr>
<tr>
<td>([0.025, 0.4])</td>
<td>([0.4, 0.6])</td>
<td>3</td>
</tr>
<tr>
<td>([0.05, 0.1])</td>
<td>([0.7, 0.8])</td>
<td>2</td>
</tr>
<tr>
<td>([0.05, 0.6])</td>
<td>([0.6, 0.7])</td>
<td>3</td>
</tr>
<tr>
<td>( \geq 0.1 )</td>
<td>Any</td>
<td>4</td>
</tr>
<tr>
<td>Any</td>
<td>(&lt;0.2)</td>
<td>4</td>
</tr>
</tbody>
</table>

**Table 5-2 Criterion of determining the number of segments for parasitic capacitances.**

<table>
<thead>
<tr>
<th>( S_{L, \text{max}} )</th>
<th>( \alpha )</th>
<th>( N_{\text{seg}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \leq 0.001 )</td>
<td>Any</td>
<td>1</td>
</tr>
<tr>
<td>Any</td>
<td>( \leq 0.5 )</td>
<td>4</td>
</tr>
<tr>
<td>( \geq 0.001 )</td>
<td>([0.9, 1])</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>([0.7, 0.9])</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>([0.5, 0.7])</td>
<td>3</td>
</tr>
</tbody>
</table>

In Table 5-3 and Table 5-4, the PB bound and PS worst-case sensitivities are listed in the second and third columns. The last column reports the PMI piecewise sensitivities, where distinct 0-1 variables (i.e., \( B_i \)) are assigned to enforce effective segmental sensitivities. For instance, sensitive parasitic resistance \( R_{2c} \) has a PB bound of 19 \( \Omega \), a PS worst-case sensitivity (regarding AC gain) of -0.14 dB/\( \Omega \), and a PMI piecewise sensitivities of \([-0.115, -0.128, -0.132, -0.145]\) dB/\( \Omega \) corresponding to the set of parasitic
segments \((0, 4.75 \, \Omega), (4.75 \, \Omega, 9.5 \, \Omega), (9.5 \, \Omega, 14.25 \, \Omega), (14.25 \, \Omega, 19.0 \, \Omega)\) respectively. Moreover, parasitics within a matching pair (as one optimization object in our formulation) are forced to share the same set of 0-1 variables and segmental sensitivities to ensure the same selection of an effective segmental sensitivity during optimization (e.g., \(R3a \& R3c\) share \(\{B_1, B_2\}\)).

Table 5-3 Selected PB parasitic bounds and PS/PMI sensitivities of AC gain with respect to parasitic resistances for the two-stage opamp.

<table>
<thead>
<tr>
<th>Res. ((\Omega))</th>
<th>PB-Bound ((\Omega))</th>
<th>PS Sensitivity (dB/(\Omega))</th>
<th>PMI-Piecewise Sensitivities (dB/(\Omega)) (B; 0-1 variable)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R3a)</td>
<td>4.1</td>
<td>-0.032</td>
<td>-0.009B_0-0.022B_1-0.032B_2</td>
</tr>
<tr>
<td>(R3c)</td>
<td>4.1</td>
<td>-0.032</td>
<td>-0.022B_1-0.032B_2</td>
</tr>
<tr>
<td>(R3b)</td>
<td>29.4</td>
<td>-0.068</td>
<td>-0.043B_3-0.052B_4-0.068B_5</td>
</tr>
<tr>
<td>(R2a)</td>
<td>24.0</td>
<td>0.031</td>
<td>0.031B_6</td>
</tr>
<tr>
<td>(R2b)</td>
<td>50.2</td>
<td>-0.001</td>
<td>-0.001B_7</td>
</tr>
<tr>
<td>(R2c)</td>
<td>19</td>
<td>-0.14</td>
<td>-0.115B_9-0.128B_10-0.132B_10-0.145B_11</td>
</tr>
<tr>
<td>(R2e)</td>
<td>112.9</td>
<td>0.001</td>
<td>0.001B_12</td>
</tr>
</tbody>
</table>

Table 5-4 Selected PB parasitic bounds and PS/PMI sensitivities of phase margin with respect to parasitic capacitances for the cascode opamp.

<table>
<thead>
<tr>
<th>Cap.</th>
<th>PB Bound ((\text{fF}))</th>
<th>PS Sensitivity (degree/(\text{fF}))</th>
<th>PMI-Piecewise Sensitivities (degree/(\text{fF})) (B; 0-1 variable)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C1b)</td>
<td>2.7</td>
<td>-0.043</td>
<td>-0.035B_1-0.043B_2</td>
</tr>
<tr>
<td>(C4b)</td>
<td>2.7</td>
<td>-0.043</td>
<td>-0.035B_1-0.043B_2</td>
</tr>
<tr>
<td>(C1c)</td>
<td>2.7</td>
<td>-0.043</td>
<td>-0.038B_3-0.043B_4</td>
</tr>
<tr>
<td>(C4c)</td>
<td>2.7</td>
<td>-0.043</td>
<td>-0.038B_3-0.043B_4</td>
</tr>
<tr>
<td>(C3b)</td>
<td>17.1</td>
<td>-0.008</td>
<td>-0.005B_5-0.007B_6-0.008B_7</td>
</tr>
<tr>
<td>(C3c)</td>
<td>17.1</td>
<td>-0.008</td>
<td>-0.005B_5-0.007B_6-0.008B_7</td>
</tr>
<tr>
<td>(C2)</td>
<td>8.0</td>
<td>0.0014</td>
<td>0.003B_6+0.021B_7+0.005B_8</td>
</tr>
<tr>
<td>(C6)</td>
<td>8.0</td>
<td>0.0014</td>
<td>0.003B_6+0.021B_7+0.005B_8</td>
</tr>
</tbody>
</table>
After each retargeting, parasitics of the target layout were extracted and these values are reported in Table 5-5 and Table 5-6. From these tables, we observe that, most of the extracted parasitics by PS are not around their upper bounds where their worst-case sensitivities are calculated whereas all the extracted parasitics by PMI fall into their expected segments. For instance, in Table 5-5, PS sensitivity of AC gain to \( R2c \) is calculated within a tiny domain of \((18.9 \ \Omega, 19.0 \ \Omega)\) around its upper bound, but its extracted parasitic is only \(3.43 \ \Omega\), which is far away from its supposed segment where its sensitivity is calculated. On the other hand, its PMI extracted parasitic of \(2.07 \ \Omega\) falls into the expected segment of \((0 \ \Omega, 4.75 \ \Omega)\). Similarly, in Table 5-6, the extracted parasitic of a matching pair \( C2 \ & C6 \) reaches \(1.1 \ \text{fF} \) for PS, which is far outside its sensitivity-calculation domain of \((7.9 \ \text{fF}, 8.0 \ \text{fF})\), but the extracted parasitic from PMI is \(2.7 \ \text{fF} \) that fits the right segment of \((2.0 \ \text{fF}, 4.0 \ \text{fF})\). It is worth mentioning that, the parasitic bounds generated by using PB method (from handcrafted simulations) may not be equal to their counterpart bounds generated using PMI (using the proposed bisearch algorithm as shown in Figure 4-1). Thus, the extracted parasitics for PMI retargeting are not required to be restricted by the PB bounds. For example, the matching parasitic of \( R3a \ & R3c \) in Table 5-5 achieves an extracted resistance of \(6.09 \ \Omega \ & 6.02 \ \Omega \). These two values are both larger than the PB bound of \(3.98 \), but they are less than the PMI bound of \(10.8 \ \Omega \).

Post-layout simulations were conducted and the simulated performances for distinct methods are summarized in Table 5-7. The target layouts by PMI have smaller area than those of PB or PS (by 8.5% and 3.6% for the two-stage opamp, as well as 5.6% and 3.1% for the cascode opamp, respectively). By applying piecewise sensitivities in the PMI formulation, performance constraints are correctly enforced in the optimization.
Therefore, better circuit performances were achieved for PMI compared to PB or PS as reported in Table 5-7. For example, PMI obtained a better AC gain of 64.3dB compared to 64.0dB by PS for the two-stage opamp. This improvement is strongly related to the smaller degradation (i.e., product of parasitic value and sensitivity) caused by a smaller extracted parasitic (i.e., 2.07 Ω) of R2c and its smaller effective segmental sensitivity in absolute value (i.e., -0.115 dB/Ω) by PMI, compared to the extracted parasitics obtained by PS (i.e., 3.43 Ω and -0.145 dB/Ω). Similarly, phase margin is improved in the cascode opamp due to the accurate extracted parasitic and effective segmental sensitivity of a matching parasitic C2 & C6. As reported in Table 5-7, PMI layouts achieved the best circuit performances with the least layout areas over PB or PS although all three methods can manage the performances above the baseline of specifications. The original and target layouts generated by PMI are depicted in Figure 5-5 for the two-stage opamp and Figure 5-6 for the cascode opamp. In the target layout of Figure 5-5(b), the interconnect wires, especially for the differential pair of nets n3a & n3c, are obviously thinned compared to those in the original layout of Figure 5-5(a). This observation is due to the larger extracted R3a & R3c by PMI (i.e., thinner wires of fixed length have larger resistances) as shown in Table 5-5, as compared to the extracted R3a & R3c by PB. These larger extracted parasitics (while still meeting performance goals) provides loosened parasitic requirements for the retargeting problem, which in turn widens the solving flexibility of the layout generator.

The execution times (running on a Sun Blade 100 workstation) of PB/PS/PMI are summarized in Table 5-8 for both layouts. The layout generation times spent by PS and PMI were less than those of PB on both opamps. In particular, the parasitic solving time
by PMI is 22% less than that of PB for the cascode opamp, and 6% less for the two-stage opamp. For both circuits, PMI performs layout retargeting within 3 minutes of CPU time. With identical number of nodes and parasitic tiles on the same layouts, the PMI method is able to significantly reduce the execution time compared to PB method but effectively manage analog retargeting. Moreover, modest time increase is needed by PMI compared to PS as a trade-off due to its improvement on performance and layout area.

Table 5-5 Extracted parasitics from the target two-stage opamp layouts by PB, PS, and PMI, and related PS/PMI parasitic segments.

<table>
<thead>
<tr>
<th>Res (Ω)</th>
<th>PB</th>
<th>PS</th>
<th>Sensitivity-Range (PS)</th>
<th>PMI</th>
<th>Sensitivity-Segments (PMI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R3a</td>
<td>3.98</td>
<td>3.91</td>
<td>(4.0, 4.1)</td>
<td>6.09</td>
<td>(5.4, 10.8)</td>
</tr>
<tr>
<td>R3c</td>
<td>3.98</td>
<td>3.91</td>
<td>(4.0, 4.1)</td>
<td>6.02</td>
<td>(5.4, 10.8)</td>
</tr>
<tr>
<td>R3b</td>
<td>6.10</td>
<td>3.98</td>
<td>(29.3, 29.4)</td>
<td>6.61</td>
<td>(0.1, 9.8)</td>
</tr>
<tr>
<td>R2a</td>
<td>2.78</td>
<td>2.79</td>
<td>(23.9, 24.0)</td>
<td>2.73</td>
<td>(0, 24)</td>
</tr>
<tr>
<td>R2b</td>
<td>2.52</td>
<td>2.46</td>
<td>(50.1, 50.2)</td>
<td>2.35</td>
<td>(0, 50.2)</td>
</tr>
<tr>
<td>R2c</td>
<td>3.94</td>
<td>3.43</td>
<td>(18.9, 19.0)</td>
<td>2.07</td>
<td>(0, 4.75)</td>
</tr>
<tr>
<td>R2e</td>
<td>3.75</td>
<td>3.90</td>
<td>(112.8, 112.9)</td>
<td>3.90</td>
<td>(0, 112.9)</td>
</tr>
</tbody>
</table>

Table 5-6 Extracted parasitics from the target cascode opamp layouts by PB, PS, and PMI, and related PS/PMI parasitic segments.

<table>
<thead>
<tr>
<th>Cap</th>
<th>PB</th>
<th>PS</th>
<th>Sensitivity-Range (PS)</th>
<th>PMI</th>
<th>Sensitivity-Segments (PMI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1b</td>
<td>0.35</td>
<td>0.33</td>
<td>(2.6, 2.7)</td>
<td>0.33</td>
<td>(0, 1.35)</td>
</tr>
<tr>
<td>C4b</td>
<td>0.35</td>
<td>0.33</td>
<td>(2.6, 2.7)</td>
<td>0.33</td>
<td>(0, 1.35)</td>
</tr>
<tr>
<td>C1c</td>
<td>0.42</td>
<td>0.42</td>
<td>(2.6, 2.7)</td>
<td>0.42</td>
<td>(0, 1.35)</td>
</tr>
<tr>
<td>C4c</td>
<td>0.42</td>
<td>0.42</td>
<td>(2.6, 2.7)</td>
<td>0.42</td>
<td>(0, 1.35)</td>
</tr>
<tr>
<td>C3b</td>
<td>2.3</td>
<td>2.0</td>
<td>(17.0, 17.1)</td>
<td>2.1</td>
<td>(0, 5.7)</td>
</tr>
<tr>
<td>C3c</td>
<td>2.3</td>
<td>2.0</td>
<td>(17.0, 17.1)</td>
<td>2.1</td>
<td>(0, 5.7)</td>
</tr>
<tr>
<td>C2</td>
<td>1.9</td>
<td>1.1</td>
<td>(7.9, 8.0)</td>
<td>2.7</td>
<td>(2.0, 4.0)</td>
</tr>
<tr>
<td>C6</td>
<td>1.9</td>
<td>1.1</td>
<td>(7.9, 8.0)</td>
<td>2.7</td>
<td>(2.0, 4.0)</td>
</tr>
</tbody>
</table>
For a regular analog design, the circuit size is normally not very big (i.e., dozens of transistors or devices). However, the layout time may be more than tens of hours if designers manually manage the layout retargeting to fit a small-feature technology process. Moreover, it is normally difficult to ensure the satisfaction of performance for the retargeted layout. Therefore, the proposed algorithm, which is to automate the layout retargeting with the full consideration of parasitics, is worthwhile for the analog layout design. Furthermore, a large-size complicated analog design normally deploys a hierarchical design paradigm, which divides the entire circuit to several medium-size blocks and focuses on the layout of each block before integration. Due to the iterative calls of design automation for small or medium-size analog blocks, the time efficiency improvement gained from this thesis would be influential to the large-size complicated analog design.

<table>
<thead>
<tr>
<th>Table 5-7 Results of post-layout simulations for the target layouts.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Two-stage opamp</strong></td>
</tr>
<tr>
<td>Specification</td>
</tr>
<tr>
<td>Ideal (no parasitics)</td>
</tr>
<tr>
<td>PB</td>
</tr>
<tr>
<td>PS</td>
</tr>
<tr>
<td>PMI</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Folded-cascode opamp</th>
<th>Specification</th>
<th>Gain (dB)</th>
<th>BW (MHz)</th>
<th>PM (°)</th>
<th>GM (dB)</th>
<th>Area (μm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal (no parasitics)</td>
<td>60.7</td>
<td>63.7</td>
<td>61.2</td>
<td>10.4</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>PB</td>
<td>60.6</td>
<td>63.7</td>
<td>60.3</td>
<td>10.2</td>
<td>2320</td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>60.6</td>
<td>63.4</td>
<td>60.6</td>
<td>10.4</td>
<td>2262</td>
<td></td>
</tr>
<tr>
<td>PMI</td>
<td>60.6</td>
<td>63.7</td>
<td>61.1</td>
<td>10.4</td>
<td>2190</td>
<td></td>
</tr>
</tbody>
</table>
Table 5-8 Summary of time efficiency for PB/PS/PMI.

<table>
<thead>
<tr>
<th></th>
<th>Two-Stage Opamp</th>
<th>Cascode Opamp</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PB</td>
<td>PS</td>
</tr>
<tr>
<td>#Nodes</td>
<td>1050</td>
<td></td>
</tr>
<tr>
<td>#Parasitic Tiles</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>Template Extraction</td>
<td>16.5s</td>
<td>16.5s</td>
</tr>
<tr>
<td>Parasitic Solving</td>
<td>42.7s</td>
<td>36.1s</td>
</tr>
<tr>
<td>Layout Generation</td>
<td>69.9s</td>
<td>63.3s</td>
</tr>
</tbody>
</table>

Figure 5-5 (a) Original and (b) target layouts of the two-stage opamp by PML.
Figure 5-6 (a) Original and (b) target layouts of the cascode opamp by PMI.
5.7 Summary

In this chapter, a performance-constrained parasitic-aware layout retargeting algorithm was presented. Different from the conventional sensitivity analysis, we deployed central-difference approximation that uses any simulators for segmental sensitivity computation. A piecewise sensitivity model was designed to quantify the performance dependence with respect to a sensitive parasitic with improved accuracy. Moreover, mixed-integer performance constraints due to parasitics were included in the formulated MINLP problem rather than through indirect parasitic-bound constraints. Graph techniques and mixed-integer nonlinear programming are effectively combined to solve the formulated parasitic-aware problem. Our experimental results show that the proposed algorithm achieves effective retargeting of analog circuits with smaller layout area and significant reduction of execution time, as compared to the alternative methods.

However, inductive impacts and wire-coupling capacitances were not involved in the formulation, which inevitably degrades its effectiveness for layout retargeting at higher/RF frequency. Due to the growing operation frequency, the parasitic inductive and wire-coupling capacitive impacts become more significant in affecting RF circuit performance. Thus, inductive and wire-coupling capacitive parasitics must be controlled to avoid malfunction of RF designs if only considering parasitic resistances and wire-substrate capacitances otherwise. For this concern, an RF retargeting problem is handled in Chapter 6 considering complete RLC parasitics.

Resistive, inductive, and capacitive (i.e., RLC) parasitics are all significant for high-performance RF designs. At lower frequency, the resistive parasitic is the major contributing factor to the parasitic-induced performance degradation, compared to its capacitive and inductive counterparts. However, at radio frequency, RF performance becomes very sensitive to inductive and wire-coupling parasitics. These parasitics must be considered in parasitic-aware RF layout optimization/retargeting [5], besides the parasitic resistances and the wire-substrate capacitances that are typically considered in analog optimization. The proposed performance-constrained RF retargeting algorithm has been demonstrated to be effective and efficient for retargeting RF layouts with updated performance specifications.

6.1 Introduction

With higher clock frequencies and faster transistor rise/fall time in modern VLSI circuits, long-signal wires exhibit transmission line effects [65]. Currently, inductances have become more significant for high-speed VLSI circuits because of the following VLSI trends [66]: First, development of lower permeability dielectrics increases the relative importance of parasitic inductions compared to that of parasitic resistances. Second, longer interconnects are advocated in the modern complex RF layouts and hence wire-coupling capacitances and interconnect inductances become considerably larger. For
instance, the wire-coupling capacitance at radio frequency can be much larger than its wire-substrate counterpart due to the increasingly dense wiring structures. Moreover, the mutual inductance for a pair of wires can be comparable to its self inductance, due to the advocated longer-and-thinner wire style and the shrunk spacing. The parasitic inductance for an interconnect wire, is the sum of its self and induced mutual inductances. Therefore, interconnect parasitics of self inductances, mutual inductances and wire-coupling capacitances must be optimized in RF retargeting in addition to the resistive and wire-substrate parasitics, to ensure desired RF circuit performance.

The rest of the chapter is organized as follows. Section 6.2 introduces the proposed RLC interconnect model as well as the applicable RLC formulae. Section 6.3 discusses the extraction and calculation of mutual inductances. The extraction of wire-coupling capacitances is detailed in Section 6.4. The RF retargeting algorithm is introduced in Section 6.5. The experimental results are reported in Section 6.6 followed by a brief summary drawn in Section 6.7.

6.2 An RLC Interconnect Model

Inductive components can be excluded from the interconnect representation when circuits operate at lower frequency because the inductive impact on performance is far smaller than its resistive counterpart. However, in the high-frequency domain, parasitic inductances may have comparable or even larger impact on circuit performance.

In deep-submicron high-frequency IC designs [39], simple RC interconnect modeling ignoring inductive components can bring errors of up to 30% in the total
propagation delay compared to complete RLC interconnect modeling. Due to the advocated lower-resistance interconnect lines, the reactive component of wire impedance becomes comparable to its resistive counterpart. Moreover, the mutual inductive impacts become larger due to complex wire-coupling structures with longer return current paths.

In order to obtain quick evaluation of RLC parasitics without compromising accuracy, a lumped RLC interconnect \( \pi \)-model as shown in Figure 6-1 is adopted to incorporate an inductive component into the traditional RC \( \pi \)-model. Within this model, self inductance is computed by layout geometries besides net-based parasitic resistance and capacitances [65] [67]. Each circuit net includes a set of tiles (i.e., rectangles) and the total net parasitic is the sum of its tile parasitics. The parasitic resistances, wire-substrate and wire-coupling capacitances are calculated using layout geometries of a tile as shown in (6.1) - (6.3) [9], while long-wire self-inductance is calculated with (6.4) [65]. The mutual inductance formulae are introduced in Section 6.3.1 since mutual inductances have very complex formulae for different scenarios.

\[
R = \rho_{sh} \times \frac{(x_r - x_i)}{(y_r - y_i)}, \quad (6.1)
\]
\[
C_{sub} = c_a \times (x_r - x_i) \times (y_r - y_i) + c_{sw} \times 2 \times (x_r - x_i), \quad (6.2)
\]
\[
C_{coup} = c_c \times (x_r - x_i) / \text{distance}, \quad (6.3)
\]
\[
L_{eff} = \frac{\mu}{2\pi} \left[ l \times \ln\left(\frac{2l}{w}\right) + 0.5 + \frac{0.23w}{l} \right], \quad (6.4)
\]

where \( \mu \) is the technology-specific inter-layer material permeability, \( c_c \) is coupling capacitance per unit length, and \( l \) and \( w \) are the length and width of a tile on a layer.
The thickness of a layout tile (e.g. 0.53 μm for TSMC18) is ignored as it is far smaller than the length of a tile that causes an appreciable inductance. The typical width of a small-sized RF layout is mostly over 100 μm, and a noticeable inductance can arise when the length of a wire is over 10 μm. The thickness of 0.53 μm is only around 1/20 of 10μm. Thus, the thickness is not worth handling in our RF retargeting considering its added 3D solving effort.

![RLC Interconnect π-model](image)

**Figure 6-1 An RLC Interconnect π-model.**

### 6.3 Mutual Inductances

#### 6.3.1 Mutual Inductance Calculation

Due to the growing operating frequency, interconnects in high-speed ICs exhibit transmission-line effects, which make the analytical inductance calculation harder. There are three available calculation techniques for on-chip inductances [32]: *EM solvers*, segmented interconnect solving, and lumped interconnect solving.

The *EM solvers* [68] apply the numerical solutions of Maxwell’s equations. This is the most accurate approach to evaluate 3D inductances in multilayer RF layouts. However, these simulations may take days or even weeks to complete, which is unpractical for our RF retargeting, even though they are accurate. Moreover, these
Another approach is to model a mutual inductance as a transmission line network and use a distributed parasitic model [69][70]. Mutual inductance can be calculated by assembling a set of segmental inductances. However, due to the complexity of wiring-coupling structures, even each segmental inductance has a very complex inductance expression. Thus, these segmented calculation schemes of mutual inductances still significantly upgrades the size and complexity of interconnect evaluation, which leads to unacceptable solving time of the RF layout retargeting problem.

The third approach is to approximate mutual inductances in a lumped RLC model with applicable analytical formulae for distinct parallel-wire scenarios [65][67]. In [67], formulae are developed for 29 parallel-wire scenarios (i.e., different relative positions for a pair of wires). However, the classification criterion is so dense that, unacceptable execution time may be caused for a nonlinear-programming solver to simultaneously handle 29 complex nonlinear functions. In [65], mutual inductances are approximated for 7 cases of wiring structure as shown in Figure 6-2. Distinct formulae are developed for fast evaluation of appreciable mutual inductances without compromising accuracy. Thus, these formulae are generally adopted for evaluating mutual inductances with a good trade-off between efficiency and accuracy. For instance, (6.5) is used to estimate mutual inductance for two parallel interconnect wires with equal length,

\[ M = \frac{\mu}{2\pi} [l \times \ln\left(\frac{2l}{d}\right) - l + d] \]  

(6.5)

where \( d \) is the separation between two wires and \( l \) is the wire length.
However, RF layouts may have considerable parallel wires with unequal length. Moreover, a net interconnect can have several cascaded segments (tiles) in sequence. The mutual inductance for such a net must be calculated considering all its segments. In cases 2-7 of Figure 6-2, the mutual inductance for an unequal-length pair is calculated as an algebraic sum of the mutual inductances for its segments. Each segment is treated as an equal-length pair and its segmental mutual inductance is estimated using (6.5). Thus, a mutual-inductance formula for two parallel wires with unequal length can be constructed by calculating all its segmental mutual inductances with (6.5). For instance, the mutual inductance formula for case 2 is constructed as shown in (6.6).
\[ M = \frac{1}{2} \left[ (M_{m+p} + M_{m+q}) - (M_p + M_q) \right], \quad (6.6) \]

where \( M_{m+p} \) refers to the mutual inductance for an equal-length segment \((m+p)\), and \( M_{m+q} \) refers to the mutual inductance for an equal-length segment \((m+q)\). By expanding \( M_{m+p} \), \( M_{m+q} \), \( M_p \), and \( M_q \) using (6.5), the mutual inductance of (6.6) can be represented with tile geometries as shown in (6.7),

\[ M_2 = \frac{\mu}{4\pi} \left[ (m \times \ln\left(\frac{2(m+q)(m+p)}{d^2}\right) + p \times \ln\left(\frac{m+p}{p}\right) + q \times \ln\left(\frac{m+q}{q}\right) - 2m \right], \quad (6.7) \]

where \( l, m, d, p \) and \( q \) are related symmetry parameters as indicated in Figure 6-2. Similarly, the formulae for cases 3-7 can be derived as shown in (6.8) - (6.11).

\[ M_3 = \frac{\mu}{4\pi} \left[ l \times \ln\left(\frac{l}{l-m}\right) + m \times \ln\left(\frac{4m(l-m)}{d^2}\right) - 2m + d \right] \quad (6.8) \]

\[ M_4 = \frac{\mu}{4\pi} \left[ (l-s) \times \ln\left(\frac{l+m-s}{l-s}\right) + m \times \ln\left(\frac{l+m-s}{m-s}\right) + s \times \ln\left(\frac{4s(m-s)}{d^2}\right) - 2s \right] \quad (6.9) \]

\[ M_5 = M_7 = \frac{\mu}{4\pi} \left[ (l+s) \times \ln\left(\frac{l+m+s}{l+s}\right) + m \times \ln\left(\frac{l+m+s}{m+s}\right) + s \times \ln\left(\frac{s}{m+s}\right) \right] \quad (6.10) \]

\[ M_6 = \frac{\mu}{4\pi} \left[ l \times \ln\left(\frac{l+m}{l}\right) + m \times \ln\left(\frac{l+m}{m}\right) - d \right] \quad (6.11) \]

As reported in [65], the worst-case error of the formulae as shown in (6.7)-(6.11) is 3.4% as compared to EM solver solutions. To get a better trade-off between accuracy and efficiency, Matlab calculations were conducted to check whether any multiple cases can be further approximated with a single formula. For different sets of symmetry parameters
In Table 6-1, \( L_{self} \) refers to the self inductance and M1-M7 refers to the mutual inductances of cases 1-7. The self inductances for all the scenarios are 102.7, since this inductance is calculated for a base wire with fixed length (i.e., \( l = 30 \)) and width (i.e., \( w = 1 \)). The geometric parameters of \( l, m, \) and \( d, \) in the first three columns, refer to the length of a base wire, the length of the inducing wire and the separation in between these two wires. The N/As in Table 6-1 indicate that, some inductance formulae become invalid for certain scenarios. In the last four columns, we defined four fluctuation ratios called E1, E2, E3 and E4 that are calculated as shown in (6.12) - (6.15), respectively,

\[
E1 = \frac{\max(M2, M3, M4) - \min(M2, M3, M4)}{L_{self}},
\]

\[
E2 = \frac{\max(M5, M6, M7) - \min(M5, M6, M7)}{L_{self}},
\]

\[
E3 = \max(|M3 - M2|, |M3 - M4|)/L_{self},
\]

\[
E4 = \max(|M6 - M5|, |M6 - M7|)/L_{self},
\]

where \( \max(M2, M3, M4) \) and \( \min(M2, M3, M4) \) refer to the maximum and minimum among \( M2, M3 \) and \( M4, \) and \( \max(M5, M6, M7) \) and \( \min(M5, M6, M7) \) refer to the maximum and minimum among \( M5, M6 \) and \( M7. \) Thus, E1 reflects the fluctuation among \( M2, M3 \) and \( M4, \) and E2 reflects the fluctuation among \( M5, M6 \) and \( M7, \) with respect to self inductance \( L_{self}. \) Moreover, E3 reflects the worst-case ratio of the fluctuations between \( M3 \) & \( M2 \) and \( M3 \) & \( M4, \) and E4 reflects the worst-case ratio of the fluctuations between \( M6 \) & \( M5 \) and \( M6 \) & \( M7, \) with respect to self inductance \( L_{self}. \)
Table 6-1 Matlab statistics of mutual inductance calculations.

<table>
<thead>
<tr>
<th>Geometries</th>
<th>Mutual Inductances ($L_{self} = 102.7$)</th>
<th>E1</th>
<th>E2</th>
<th>E3</th>
<th>E4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I</td>
<td>M2</td>
<td>M3</td>
<td>M4</td>
<td>M5</td>
</tr>
<tr>
<td>l</td>
<td>d</td>
<td>m</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>5</td>
<td>5</td>
<td>8.9</td>
<td>7.7</td>
<td>9.4</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>17.7</td>
<td>15.9</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>15</td>
<td>26.2</td>
<td>24.8</td>
<td>19.6</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20</td>
<td>34.1</td>
<td>33.6</td>
<td>29.5</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>25</td>
<td>40.9</td>
<td>41.8</td>
<td>35.1</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>5</td>
<td>5.5</td>
<td>6.8</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>10.8</td>
<td>11.5</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>15</td>
<td>15.8</td>
<td>16.9</td>
<td>13.1</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20</td>
<td>20.2</td>
<td>22.3</td>
<td>17.5</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>25</td>
<td>23.6</td>
<td>27.0</td>
<td>20.6</td>
</tr>
<tr>
<td>30</td>
<td>15</td>
<td>5</td>
<td>5.4</td>
<td>5.5</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>6.7</td>
<td>9.9</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>15</td>
<td>9.7</td>
<td>13.3</td>
<td>7.7</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20</td>
<td>12.1</td>
<td>16.7</td>
<td>9.6</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>25</td>
<td>13.5</td>
<td>19.3</td>
<td>11.7</td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>5</td>
<td>3.0</td>
<td>8.3</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>3.8</td>
<td>9.5</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>15</td>
<td>5.4</td>
<td>11.5</td>
<td>8.2</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20</td>
<td>6.4</td>
<td>13.4</td>
<td>12.6</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>25</td>
<td>6.3</td>
<td>14.7</td>
<td>16.3</td>
</tr>
</tbody>
</table>

In Table 6-1, the dimensions of $m$ and $d$ (i.e., $m \in (l/6, 5l/6)$ and $d \in (l/6, 2l/3)$) are used because these conditions reflect the geometries of mutual inductances for our retargeting applications. For example, mutual inductances are calculated for parallel wires within a reasonable distance (i.e., $l \geq 2d$) in between. This is due to the following reasons: (1) mutual inductances for long-distance and short-length wires are negligible compared to their self-inductance counterparts because the magnetic flux linking the wires in such cases is very small; (2) when the distance becomes comparable to wire length, we have to
resort to expensive field-solver calculations because no analytical formulae thus far can give reasonable estimation of mutual inductances for such cases; (3) since interconnect wires in analog layouts are mostly long compared to the distance between wires, the considered cases (i.e., with the threshold of $l \geq 2d$) already cover all appreciable mutual inductances in our applications.

For all scenarios as shown in Table 6-1, E1 and E2 are both within 8% when $l \geq 2d$ (e.g., $d = \{5, 10, 15\}$) and within 10% when $l \leq 2d$ (e.g., $d = 20$). More important, E3 and E4 are both within 7% for all the scenarios. These observations shows that the difference among M2, M3 and M4 (with same geometries) is very small compared to self inductance, and so is the difference among M5, M6 and M7. These cases are not worth handling using distinct formulae considering the added solving complexity, especially for large-sized layouts that have huge number of interconnect wires. Thus, we approximate M2 and M4 by M3 (i.e., the simplest among these three), and approximate M5 and M7 by M6. As shown in Figure 6-2, cases 2 to 4 are approximated by case 3 (as enframed in the figure), and cases 5 to 7 are approximated by case 6. Therefore, mutual inductances for all wiring structures can be estimated by using three analytical formulae of M1, M3 and M6. Thus, geometric parameter of $p$, $q$ and $s$ in (6.7), (6.9) and (6.10) can be excluded from mutual inductance expressions, which greatly improves the solving efficiency.

6.3.2 Mutual Inductance Extraction

An appreciable mutual inductance arises when two parallel long wires with current flow are placed within limited horizontal and vertical distance, even if they do not overlap
with each other. Different from coupling capacitances that only consider overlapping parts of two wires as discussed in Section 6.4, in theory all geometries of parallel wires are required in the mutual-inductance formulae as shown in (6.7)-(6.11). Moreover, the type of a parallel-wire structure must be determined first to apply a correct formula.

The type of a parallel-wire structure is determined by the relative positions of its two member wires. As shown in Figure 6-3, a tile (either horizontal or vertical) deploys geometric coordinates for its bottom-left and top-right corners within a layout. For example, the coordinate of \((x_{la}, y_{la})\) represents the bottom-left corner of \(Tile_{a}\) in Figure 6-3. These parameters have fixed values in an extracted layout template to represent the layout geometries for tiles. These fixed values can be used to construct a set of scenarios of relative positions for parallel wires. As discussed in Section 6.3.1, the type of a wiring structure must be classified into one of the 7 cases. In order to detect the relative positions of a pair of wires, a set of logic conditions are designed as shown in Figure 6-4. It is to be noted that, the relative positions of layout tiles are preserved in retargeting as much as possible since the original layout is expertise-embedded. Thus, the mutual-inductance formulae for all scenarios (i.e., the relative-position assumptions) can always hold before, within and after a retargeting.

![Figure 6-3 The geometric parameters of horizontal and vertical tiles.](image-url)
In Figure 6-4, each pair of interconnect tiles, which is considered in mutual inductance calculation, is classified into a wiring type that corresponds to a unique mutual inductance formula. These logic conditions are shown in the lines of 2, 4, 6, 8, 10, 12 and 14 followed by their determined wiring types as well as mutual inductance formulae as shown in the lines of 3, 5, 7, 9, 11, 13 and 15, respectively. For example, in line 4, the logic condition is \((x_{ra} > x_{lb} \& x_{rb} > x_{la} \& (x_{rb} - x_{ra})(x_{lb} - x_{la}) > 0)\), and any pair of tiles that meets this condition should obviously be classified into case 4 and its mutual inductance will be approximated using M3. As a whole, any parallel wiring structure can be classified into one of the 7 cases, and its mutual inductance can be calculated using formula M1, M3 or M6.

Moreover, once the type of a wiring structure is determined, the parameters of \(l, m\) and \(d\) used by (6.5)-(6.11) must be represented with related tile geometries. Figure 6-5 shows an example of representing these parameters. After verifying the logic conditions as shown in Figure 6-4, this pair of wires is classified to case 4 and the applied formula is M3 as shown in (6.8). Here, the lengths of both wires and the vertical distance in between are represented with tile-geometry parameters (e.g., \(d = (y_{la} - y_{rb})\)). By applying these symbolic expressions in (6.8), the mutual inductance for this pair can be constructed in a layout-geometry form. Other cases of parallel wires rather than case 4 can be derived similarly. Thus, all the mutual inductances can be extracted and represented as geometric expressions. These expressions are then incorporated into the parasitic-aware RF formulation.
Figure 6-4 An algorithm for the mutual inductance extraction.

Figure 6-5 An example of geometric extraction for mutual inductance calculation.
6.4 Extraction of Wire-Coupling Capacitances

The wire-coupling capacitance $C_{\text{coup}}$ arises when two parallel wires (e.g., interconnect tiles) overlap with each other. As shown in (5.3), coupling capacitance between two parallel tiles is calculated with the overlapping length and the perpendicular distance. It is to be noted that, an effective wire-coupling capacitor is only the overlapping part for a pair of wires. A pair of coupling wires can reside on the same layer as shown in Figure 6-6(a) or distinct layers as shown in Figure 6-6(b). The distance in Figure 6-6(b) can be calculated as:

$$\text{dist} = \sqrt{d_{\text{ver}}^2 + d_{\text{hor}}^2}, \quad (6.14)$$

where $d_{\text{ver}}$ is the vertical distance between layer 1 and layer 2, $d_{\text{hor}}$ is the horizontal distance between tile 1 and tile 2, and $\text{dist}$ is the effective distance for the coupling capacitance.

![Figure 6-6](image)

**Figure 6-6** (a) Intra-layer and (b) inter-layer coupling capacitances.
One parasitic tile may overlap with another tile or other multiple tiles in complex wiring structures. For the extraction of these coupling capacitances, all tiles that overlap with a starting tile within certain distance can be detected using an algorithm called overlapSearch1 as shown in the pseudo-code of Figure 6-7. For a starting parasitic tile as shown in line 1, all the parasitic tiles that overlap with this starting tile are found for coupling capacitance calculation. This algorithm assumes that the impact of intermediate tiles is ignored in considering a pair of tiles that overlap with each other. For example, in Figure 6-8, the existence of tile_2 is ignored (i.e., regarding this tile as an empty one) when searching tile_4 from tile_1. In this example, more than 4 tiles are found to overlap with tile_1 using overlapSearch1.

This algorithm has a complexity of $O(n^2)$ where $n$ is the total number of parasitic tiles for a layout. However, it is not correct to ignore the impact of intermediate tiles when searching a coupling wire. Moreover, considerable calculation effort is needed due to the excessive number of extracted coupling capacitances by overlapSearch1. As a matter of fact, the coupling capacitance for a pair is very small when other metal tiles are placed in between. These coupling cases are not worth handling in the RLC interconnect evaluation when considering both the correctness and the solving efficiency. Thus, the overlapSearch1 is an inferior algorithm for the coupling search.

To obtain correct and fast coupling search, the extraction of coupling capacitances is modified to an algorithm of overlapSearch2 as illustrated in Figure 6-9. The impact of intermediate tiles is taken into account in this algorithm. For any parasitic tile, once an overlap is detected between the base tile and a found tile, the overlapping part is disabled in the next iteration of coupling search. As shown in the lines of 3-6, after the first
overlap is detected (i.e., between tile_1 and tile_2), a new fake tile called dummy_1 is defined as the remainder of tile_1. This dummy tile represents the part of the base tile that does not overlap with the found tile_2. The next iteration of searching is then conducted only for the tiles that overlap with dummy_1. The process ends when a base tile is completely covered.

```
overlapSearch1
Begin
1 For any starting tile (called tile_1) ∈ {parasitic tiles} Do
2  Search the nearest tile (called tile_2) to tile_1;
3  Extract the overlap between tile_1 & tile_2;
4  Search the second nearest tile to tile_1, say tile_3;
5  Extract the overlap between tile_1 & tile_3;
6  Repeat searching for all the parasitic tiles that overlap with tile_1;
7 End for
End
```

Figure 6-7 Pseudo-code of overlapSearch1.

Figure 6-8 An example for overlapSearch1
**overlapSearch2**

*Begin*

1. For any starting tile (called tile_1) \( \in \{ \text{parasitic tiles} \} \) Do
2. Search the nearest tile (called tile_2) to tile_1;
3. Extract the overlap between tile_1 & tile_2;
4. Define a dummy tile called dummy_1 as the remainder of tile_1.
5. Search the second nearest tile to tile_1, say tile_3;
6. Extract the overlap between dummy_1 & tile_3;
7. Define a dummy tile called dummy_2 as the remainder of tile_1.
8. Repeat searching until tile_1 is completely overlapped;
*End for*

*End*

**Figure 6-9 Pseudo-code of overlapSearch2**

Figure 6-10 shows an example of the coupling searching using overlapSearch2. In this example, tile_1 is the base tile and tile_2 - tile_4 are the tiles that overlap with tile_1. First of all, tile_2 is detected as the nearest tile that overlaps with tile_1 (i.e., overlap1 in Figure 6-10). However, overlap1 does not completely cover tile_1. Then the remainder of tile_1 is defined as a virtual tile called dummy_1, which is defined as the current base tile to detect tile_3 and overlap2. Similarly, tile_4 and overlap3 are detected as the last tile to be found because tile_1 is now completely covered. With the same wiring structures as Figure 6-8, overlapSearch2 found 3 tiles for coupling capacitances compared to over 4 tiles found by overlapSearch1.
The overlapSearch2 has a worst-case complexity of $O(n^3)$ where $n$ is the total number of parasitic tiles of a layout. The complexity is reduced to $O(n \times v)$ if the worst case number of overlapping parasitic tiles for a base tile is $v$, since $(v < n)$ always holds for a layout. As a whole, the overlapSearch2 achieves efficient coupling search by only taking into account correct coupling capacitances between the tiles with no intermediate impacts.

6.5 Retargeting Algorithm Design

In order to ensure the desired RF circuit performance, the performance deviation due to interconnect RLCs must be restricted within a maximum allowed tolerance. Therefore, the RF performance constraints can be represented as:

$$\sum S_{res} \times R(x,y) + \sum S_{sub} \times C_{sub}(x,y) + \sum S_{coup} \times C_{coup}(x,y) + \sum S_{ncl} \times L(x,y) \leq \Delta W_{max}, \quad (6.15)$$
where $R(x, y)$, $C_{sub}(x, y)$, $C_{coupl}(x, y)$ and $L(x, y)$ refer to geometric expressions of parasitic resistance, wire-substrate capacitance, wire-coupling capacitance and parasitic inductance, respectively. $S_{res}$, $S_{sub}$, $S_{coupl}$, and $S_{ind}$ represent the performance sensitivities with respect to parasitic resistances, wire-substrate capacitances, wire-coupling capacitance and parasitic inductances, respectively.

With the RF performance constraints as shown in (6.15), the parasitic-aware RF layout retargeting can be formulated as a two-dimensional MINLP problem as specified in (6.16)-(6.20), besides basic constraints for design rules and symmetry. In this formulation, geometric expressions of parasitic inductances and wire-coupling capacitances are integrated as shown in (6.17) to enable the capability of RF layout retargeting. This formulation is solved following the schemes specified in Section 5.5.2.

\[
\text{Minimize } \quad (x_{rr} - x_{il}) \times (y_{rr} - y_{il}), \quad (6.16)
\]

Subject to

\[
\sum S_{res} \times R(x, y) + \sum S_{sub} \times C_{sub}(x, y) + \sum S_{coupl} \times C_{coupl}(x, y) + \sum S_{ind} \times L(x, y) \leq \Delta W_{\text{max}}, \quad (6.17)
\]

\[
P_{m1}(x, y) = P_{m2}(x, y), \quad (6.18)
\]

\[
\sum_{n=1}^{N_{m}} B_n = \sum_{n=1}^{N_{il}} B_n = 1, \quad B_n \in \{0, 1\}, \quad (6.19)
\]

\[
B_n(P - P_{m1}) \geq 0 \text{ and } B_n(P - P_{m2}) \leq 0, \quad (6.20)
\]

where $x_{rr}$, $x_{il}$, $y_{rr}$ and $y_{il}$ represent the boundaries of the entire RF layout.
6.6 Experimental Results

The proposed RF retargeting algorithm is integrated into IPRAIL. In this section, we report retargeting results on three analog and RF circuits: a two-stage Miller-compensated operational amplifier as shown in Figure 4-4, a single-ended folded cascode opamp as shown in Figure 4-5 and a double-ended low-noise amplifier (LNA) as depicted in Figure 6-11. The LNA (operating at 5.6 GHz) was retargeted to meet new specifications in a 0.18μm MITLL SOI technology process.

![Figure 6-11 A double-ended LNA.](image-url)
First, parasitic-aware retargeting was conducted on three analog/RF designs to verify the superior effectiveness and efficiency of overlapSearch2 compared to overlapSearch1 for wire-coupling extraction. Table 6-2 reports the number of extracted wire-coupling pairs and parasitic solving times for both algorithms, and Table 6-3 reports the results of post-layout simulations. For example, in Table 6-2, the number of extracted coupling pairs for the LNA is 16 by using overlapSearch1 compared to 8 by using overlapSearch2. Moreover, the parasitic solving time for the two-stage opamp by using overlapSearch1 is 64.0s compared to 40.3s by using overlapSearch2. In Table 6-3, retargeting by using both algorithms meets the performance specification for the opamps, but overlapSearch1 renders the RF retargeting for the LNA infeasible while overlapSearch2 works. From the above observations, overlapSearch2 produced much fewer extracted wire-coupling pairs (e.g., 50% fewer for the LNA) and significant reduction of parasitic solving time compared to overlapSearch1. In particular, overlapSearch2 realized a 33% reduction of parasitic solving time for the two-stage and cascode opamps, whereas overlapSearch1 even rendered the problem unsolvable for the LNA due to adding wrongly extracted wire-coupling capacitances. Therefore, overlapSearch2 is adopted in the RF retargeting flow.

<table>
<thead>
<tr>
<th></th>
<th>Number of Extracted Pairs</th>
<th>IPOPT Solving Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>overlapSearch1</td>
<td>overlapSearch2</td>
</tr>
<tr>
<td>Two-Stage</td>
<td>34</td>
<td>24</td>
</tr>
<tr>
<td>Cascode</td>
<td>37</td>
<td>31</td>
</tr>
<tr>
<td>LNA</td>
<td>16</td>
<td>8</td>
</tr>
</tbody>
</table>
Table 6-3 Post-layout simulations for overlapSearch1 and overlapSearch2.

<table>
<thead>
<tr>
<th></th>
<th>Gain (dB)</th>
<th>BW (MHz)</th>
<th>PM (°)</th>
<th>GM (dB)</th>
<th>Area (μm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-stage opamp</td>
<td>Specification</td>
<td>60.0</td>
<td>100</td>
<td>90.0</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>overlapSearch1</td>
<td>64.3</td>
<td>103.4</td>
<td>90.5</td>
<td>16.6</td>
</tr>
<tr>
<td></td>
<td>overlapSearch2</td>
<td>64.3</td>
<td>106.4</td>
<td>90.5</td>
<td>16.7</td>
</tr>
<tr>
<td>Folded-cascode opamp</td>
<td>Specification</td>
<td>60.0</td>
<td>60.0</td>
<td>60.0</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>overlapSearch1</td>
<td>60.6</td>
<td>61.7</td>
<td>60.5</td>
<td>10.4</td>
</tr>
<tr>
<td></td>
<td>overlapSearch2</td>
<td>60.6</td>
<td>63.7</td>
<td>61.1</td>
<td>10.4</td>
</tr>
<tr>
<td>LNA</td>
<td>Specification</td>
<td>&lt;15.0</td>
<td>&lt;2.0</td>
<td>&gt;10.0</td>
<td>&gt;-9.0</td>
</tr>
<tr>
<td></td>
<td>overlapSearch1</td>
<td>Completely failed</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>overlapSearch2</td>
<td>-20.20</td>
<td>1.08</td>
<td>15.61</td>
<td>-8.76</td>
</tr>
</tbody>
</table>

The performance sensitivities with respect to wire-coupling capacitances are reported in Table 6-4 for the opamps. For example, in the second row, the C2d_2e refers to the coupling capacitances between the nets of n2d and n2e, and the sensitivity of bandwidth with respect to C2d_2e is -0.105 MHz/μF. To demonstrate the superior effectiveness of the proposed layout retargeting with wire-coupling capacitances considered, a retargeting flow called PM-RCC was setup. PM-RCC considers parasitic resistances, wire-substrate capacitances and wire-coupling capacitances in the retargeting. Layout retargeting was then conducted on the two opamps using PM-RCC as well as PM-RC (i.e., only considers parasitic resistances and wire-substrate capacitances).

The post-layout simulations for PM-RC and PM-RCC were conducted and the results are reported in Table 6-5. The observation is that, both methods achieve satisfactory circuit performance while PM-RCC obtains a moderate improvement of
bandwidth as well as layout area. In particular, the achieved bandwidth by PM-RCC is 107.0 MHz compared to 106.4 MHz by PM-RC, and achieved layout area is 2190 \( \mu m^2 \) by PM-RCC compared to 2201 \( \mu m^2 \) by PM-RC. Thus, the consideration of wire-coupling capacitances can improve the quality of target layouts even for lower-frequency analog designs.

Table 6-4 Performance sensitivities with respect to wire-coupling capacitances.

<table>
<thead>
<tr>
<th>Design</th>
<th>Ccoup</th>
<th>Performance Sensitivities of.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Gain</td>
</tr>
<tr>
<td>2STAGE</td>
<td>C2d_2e</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>C2c_3c</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>C3a_3b</td>
<td>-0.13</td>
</tr>
<tr>
<td>CASCODE</td>
<td>C1a_4a</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>C1b_4b</td>
<td>-0.001</td>
</tr>
<tr>
<td></td>
<td>C1c_4c</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6-5 Post-layout simulations for target layouts by PM-RC/PM-RCC.

<table>
<thead>
<tr>
<th>Two-stage opamp</th>
<th>Spec.</th>
<th>Gain (dB)</th>
<th>BW (MHz)</th>
<th>PM (°)</th>
<th>GM (dB)</th>
<th>Area (( \mu m^2 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM-RC</td>
<td>64.3</td>
<td>106.4</td>
<td>90.5</td>
<td>16.7</td>
<td>2815</td>
<td></td>
</tr>
<tr>
<td>PM-RCC</td>
<td>64.3</td>
<td>107.0</td>
<td>90.5</td>
<td>16.7</td>
<td>2815</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Folded-cascode opamp</th>
<th>Spec.</th>
<th>Gain (dB)</th>
<th>BW (MHz)</th>
<th>PM (°)</th>
<th>GM (dB)</th>
<th>Area (( \mu m^2 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM-RC</td>
<td>60.6</td>
<td>63.7</td>
<td>61.1</td>
<td>10.4</td>
<td>2201</td>
<td></td>
</tr>
<tr>
<td>PM-RCC</td>
<td>60.6</td>
<td>63.7</td>
<td>61.1</td>
<td>10.4</td>
<td>2190</td>
<td></td>
</tr>
</tbody>
</table>
Before the RF retargeting on the LNA, performance sensitivities and upper bounds for parasitic resistances, wire-coupling capacitances and inductances were generated through simulations. These simulations with variable parasitics were conducted using *Cadence Ocean Script* on the double-ended LNA operating at 5.6 GHz. The lumped RLC interconnect model as shown in Figure 6-1 is applied in modeling RF interconnects. RF performances of $S_{11}$, *Noise Figure*, *Power Gain* and *IIP3* were considered in retargeting.

Here, the number of segments for sensitive parasitic inductance is determined based on the criterion as shown in Table 6-6, besides the criterion for parasitic resistances and capacitances as discussed in chapter 5. Piecewise performance sensitivities with respect to parasitic resistances, inductances and wire-coupling capacitances are reported in Table 6-7. For example, the inductances of a matching parasitic $L_{25}$ & $L_{26}$ have an upper bound of 0.0069 nH and a piecewise sensitivity of $(2.5B_{1}+4.1B_{2})$ dB/nH with respect to *power gain* as shown in Table 6-7.

**Table 6-6 Criterion of determining the number of segments for parasitic inductances.**

| $|S_{i, max}|$ | $|\alpha|$ | $N_{seg}$ |
|----------------|-------------|---------|
| $\leq 1.0$    | Any         | 1       |
| Any           | $> 0.5$     | 1       |
| [1.0, 10.0]   | (0, 0.5]    | 2       |
| (10.0, 15.0]  | [0.3, 0.5]  | 3       |
|               | (0.1, 0.3]  | 4       |
| $> 15.0$      | Any         | 4       |
| Any           | (0, 0.1]    | 4       |
Table 6-7 Performance sensitivities with respect to parasitic inductances, resistances and wire-coupling capacitances for the LNA.

<table>
<thead>
<tr>
<th>RLC (Ω, nH, fF)</th>
<th>Sens-S11</th>
<th>Sens-NF</th>
<th>Sens-Gain</th>
<th>Sens.-IIP3</th>
</tr>
</thead>
<tbody>
<tr>
<td>L25=L26</td>
<td>-1.1B₁+2.14B₂</td>
<td>-1.5B₁-1.8B₂</td>
<td>2.5B₁+4.1B₂</td>
<td>0.17</td>
</tr>
<tr>
<td>L14=L18</td>
<td>-5.0B₃-8.1B₄</td>
<td>-0.021</td>
<td>0.69</td>
<td>-0.14</td>
</tr>
<tr>
<td>L15=L19</td>
<td>-0.2</td>
<td>0.009</td>
<td>0.4B₅+0.55B₆</td>
<td>0.12</td>
</tr>
<tr>
<td>L23=L24</td>
<td>2.1B₇+3.3B₈</td>
<td>-0.21B₇+0.31B₈</td>
<td>-1.5B₇-2.9B₈</td>
<td>-0.09</td>
</tr>
<tr>
<td>R25-R26</td>
<td>0.18</td>
<td>0.13</td>
<td>-0.76B₁-0.922B₂</td>
<td>0.07</td>
</tr>
<tr>
<td>R14=R18</td>
<td>0.067</td>
<td>0.031</td>
<td>-0.29</td>
<td>0.024</td>
</tr>
<tr>
<td>R15=R19</td>
<td>-0.18</td>
<td>0.11</td>
<td>-0.86B₅-1.05B₆</td>
<td>-0.047</td>
</tr>
<tr>
<td>R23=R24</td>
<td>0.31B₇+0.57B₈</td>
<td>0.25</td>
<td>-0.93B₇-2.1B₈</td>
<td>-0.011</td>
</tr>
<tr>
<td>C14 18</td>
<td>0.05B₃-0.08B₄</td>
<td>0</td>
<td>0</td>
<td>-0.007</td>
</tr>
<tr>
<td>C15 19</td>
<td>-0.02</td>
<td>0.001</td>
<td>0</td>
<td>0.022</td>
</tr>
<tr>
<td>C23 24</td>
<td>0.01</td>
<td>0.001</td>
<td>0</td>
<td>-0.005</td>
</tr>
</tbody>
</table>

Then we conducted RF retargeting on the LNA using the proposed RF retargeting method (called PM-RLC). To demonstrate the superior effectiveness of RLC retargeting compared to traditional retargeting (i.e., only considering resistive parasitics) for an RF layout, a similar flow called PM-R was setup. The PM-R follows the PM-RLC retargeting flow but excludes parasitic inductive and wire-coupling capacitive impacts. Both methods were used for retargeting the LNA and their results were compared. The post-layout simulations were conducted for the target layouts generated by PM-R and PM-RLC. The simulated performances are summarized in Table 6-8.

A key observation of Table 6-7 is that, noise-figure sensitivities with respect to all parasitic resistances are positive (i.e., degrading/increasing the noise figure due to increasing parasitic resistances), whereas some counterparts of inductance sensitivities are
negative (i.e., improving/reducing the noise figure due to increasing parasitic inductances). This actually accounts for the obvious noise figure improvement of PM-RLC over PM-R (i.e., 1.08 < 1.82) in Table 6-8. A similar performance improvement for the power gain is achieved by PM-RLC due to large positive sensitivities with respect to inductances whereas all the counterpart sensitivities with respect to resistances are negative. Thus, PM-RLC optimizes contributing parasitic inductances so that it achieves the best performances and the smallest layout area. The original and target layouts of the LNA by PM-RLC are depicted in Figure 6-12. Longer and obviously thinner interconnect wires can be observed in the target layout. The longer and thinner interconnects in the target layout result in larger parasitic inductances for L25 & L26 and L14 & L18, which improves noise figure and power gain, respectively.

Table 6-8 Post-layout simulations for target LNA layouts by PM-R/PM-RLC.

<table>
<thead>
<tr>
<th>Specification</th>
<th>S11 (dB)</th>
<th>NoiseFigure (dB)</th>
<th>Gain (dB)</th>
<th>IIP3 (dB)</th>
<th>Area (μm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM-R</td>
<td>-20.11</td>
<td>1.82</td>
<td>11.95</td>
<td>-8.76</td>
<td>0.630</td>
</tr>
<tr>
<td>PM-RLC</td>
<td>-20.20</td>
<td>1.08</td>
<td>15.61</td>
<td>-8.76</td>
<td>0.618</td>
</tr>
</tbody>
</table>

Execution time is reported in Table 6-9 for RF retargeting using PM-R and PM-RLC. PM-RLC effectively manages the RF retargeting within 6 minutes of CPU time. However, the execution time of PM-RLC is 45% more than that of PM-R due to the added complex inductance and wire-coupling capacitance formulae.
Table 6-9 Time efficiency of the RF retargeting using a very tight error tolerance for IPOPT.

<table>
<thead>
<tr>
<th></th>
<th>LNA (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PM-R</td>
</tr>
<tr>
<td>Template Extraction</td>
<td>146</td>
</tr>
<tr>
<td>Layout Generation</td>
<td>230</td>
</tr>
<tr>
<td>Parasitic Solving</td>
<td>36.5</td>
</tr>
</tbody>
</table>

To reduce the solving time for PM-RLC, an updated threshold of error tolerance for IPOPT must be applied to shrink the execution time of PM-RLC. This threshold defines the solving effort of IPOPT. Table 6-10 reports the realized objective functions and parasitic solving times for different thresholds of error tolerances. The first column lists the thresholds ranging from $1 \times 10^8$ to $5 \times 10^{-6}$, and the middle two columns record the achieved objective functions by PM-R/PM-RLC. The last two columns report the IPOPT solving times for both methods when applying different thresholds. In our RF retargeting, the layout area is designed as the objective function and this function should be minimized by IPOPT in an optimization process. It is worth mentioning that, optimal solutions can be found by IPOPT only when the error tolerance is reduced below its threshold. As shown in Table 6-10, the best objective function and longest execution time are caused by using a very tight threshold of $1 \times 10^8$, while worse objective functions and shorter execution times are caused by using loosened thresholds. To reduce the parasitic solving time of PM-RLC without compromising the quality of solutions, a trade-off threshold of $1 \times 10^{-6}$ was adopted for the RF retargeting. As shown in Table 6-10, very similar objective function is achieved using a threshold of $1 \times 10^{-6}$ compared to $1 \times 10^{-8}$, but
the execution time by using the trade-off threshold is two times less than that of the tight threshold. By using the tradeoff threshold, the execution time of PM-RLC retargeting as greatly reduced without sacrificing the quality of layout solutions.

The updated time efficiency is reported in Table 6-11, where no appreciable time increase can be found for PM-RLC compared to PM-R. With similar execution time, PM-RLC achieves improved RF performance and reduced layout area for the LNA.

Table 6-10 Time efficiency of the RF retargeting using different thresholds of error tolerance for IPOPT.

<table>
<thead>
<tr>
<th>IPOPT Tolerance</th>
<th>Objective Function</th>
<th>Solving Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PM-R</td>
<td>PM-RLC</td>
</tr>
<tr>
<td>1×10^-6</td>
<td>22984937</td>
<td>22984937</td>
</tr>
<tr>
<td>5×10^-8</td>
<td>22984937</td>
<td>22984938</td>
</tr>
<tr>
<td>1×10^-7</td>
<td>22984937</td>
<td>22984938</td>
</tr>
<tr>
<td>5×10^-7</td>
<td>22984937</td>
<td>22984938</td>
</tr>
<tr>
<td>1×10^-6</td>
<td>22984937</td>
<td>22984938</td>
</tr>
<tr>
<td>5×10^-6</td>
<td>22993174</td>
<td>23132806</td>
</tr>
</tbody>
</table>

Table 6-11 Time efficiency of the RF retargeting after applying a loosened error tolerance for IPOPT.

<table>
<thead>
<tr>
<th>IPOPT Tolerance = 1×10^-6</th>
<th>LNA (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PM-R</td>
</tr>
<tr>
<td>Template Extraction</td>
<td>146</td>
</tr>
<tr>
<td>Layout Generation</td>
<td>227</td>
</tr>
<tr>
<td>Parasitic Solving</td>
<td>31.5</td>
</tr>
</tbody>
</table>
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Figure 6-12 (a) Original and (b) target layouts of the LNA by PM-RLC.

6.7 Summary

In this chapter, a performance-constrained parasitic-aware RF layout retargeting algorithm was presented. Different from previous methods, parasitic inductances and wire-coupling capacitances were incorporated into the parasitic-aware retargeting formulation, which enables an RF capability of the proposed approach. The experimental results show the proposed algorithm achieves effective retargeting of RF layouts, which achieves updated performance specifications as well as smaller layout area compared to its alternatives.
7. Conclusions and Future Work

7.1 Conclusions

Recently, analog designers still have to spend disproportionate time and effort in conducting handcrafted analog layout design, due to insufficient support from available analog CAD tools. This manual design style leads to a tedious and error-prone layout process in order to ensure a good tradeoff among design aspects, such as layout area minimization, performance optimization, noise reduction, power minimization, etc. The layout-geometry (e.g., symmetry, matching and parasitics) induced performance degradation challenges the automation of analog/RF layout design. Several current attempts for analog/RF layout automation fall into two general patterns: macrocell-based physical synthesis and template-based layout compaction.

An improved template-based analog/RF layout automation algorithm was presented in this dissertation for parasitic-aware process migration and/or performance update [7] [8]. The proposed performance-constrained retargeting flow was integrated into an automated layout tool called IPRAIL [6]. The implemented IPRAIL efficiently conducts effective layout generation for process migration and/or performance retargeting on several analog/RF layouts (each layout contains thousands of rectangular geometries). The layout retargeting was successfully managed within 3 minutes for the analog designs (i.e., both operational amplifiers) and 6 minutes for the RF design (i.e., the double-ended LNA).
Various innovative techniques were proposed for analog/RF layout automation, including piecewise sensitivity computation, mutual inductance modeling and extraction, coupling capacitance extraction, and the parasitic-aware retargeting formulation using mixed-integer nonlinear programming. Moreover, to make the proposed methodology capable of handling RF retargeting, a lumped RLC interconnect model was applied in RF interconnect solving. Global and accurate parasitic control were achieved by directly constraining performance degradations restricted within maximum allowed deviation with the aid of piecewise sensitivities. Analytical equations of mutual inductances and wire-coupling capacitances were employed in RF retargeting with reasonable accuracy.

Piecewise sensitivities are more accurate compared to single numeric performance sensitivities. For sensitive nets, the sensitivities are large and may vary significantly along with changing parasitics. Using single sensitivities, the generated parasitic solutions are usually outside of the domain where these single sensitivities are calculated. In the piecewise formulation, different segments of a parasitic are always matched with their segmental performance sensitivities so that the optimized parasitic solutions always fall into their applicable segments. To ensure a good trade-off between accuracy and efficiency, the number of segments is determined according to the proposed criterion tables. These piecewise models are then used to construct direct performance constraints.

Performance constraints are modeled as the performance deviations due to all interconnect resistances, self and mutual inductances, wire-substrate capacitances, and wire-coupling capacitance. The parasitic expressions are limited by their piecewise sensitivities (i.e., their contributions to performances) in the performance constraints. By incorporating all RLC-interconnect impacts into the performance constraints, the
correlation and cancellation among all parasitics are achieved in a global optimization towards satisfactory performance of target layouts.

The capability of RF-layout retargeting is another important contribution of this dissertation [5]. A lumped RLC interconnect model is designed to incorporate inductive impacts into the performance optimization besides resistive/capacitive impacts. An equation of self inductance for that model is represented with its related geometric parameters. For better accuracy of representing inductive impacts, mutual inductances for complex wiring structures are analyzed and then simplified while still accurate equations are applied in the interconnect calculations. Moreover, wire-coupling capacitances are also included for RF formulation since they become very active in affecting circuit performance at radio frequency. By applying the RLC interconnect model as well as a set of RLC equations into the proposed analog formulation, an RF retargeting formulation was constructed and successfully solved.

Moreover, mixed-integer nonlinear programming was applied as an effective solving technique for enforcing logic conditions within the retargeting formulation. It is inefficient to solve the complete constraint set which usually contains a very small portion of MINLP performance constraints (i.e., the number of these constraints is actually just the number of performance goals). Thus, a two-phase solving scheme was applied in the layout generation process and its efficacy is demonstrated in our experiments. By using this scheme, the 4-parameter symmetry/matching constraints as well as performance constraints are solved in a separate MINLP-only optimization phase. And the complete constraint set can be solved in the second LP-only phase.
Traditional analog/RF layout design methods typically require tedious iterations of simulations and handcrafted re-designs to meet updated performance specifications and/or updated process technologies. As an improvement, the parasitic-aware performance-constrained retargeting method, proposed in this dissertation, considerably improves the efficiency and effectiveness of analog/RF layout automation. As a whole, the IPRAIL updated with the proposed template-based methodology enables analog/RF designers to generate high-performance minimum-area layouts within minutes of CPU time.

7.2 Future Work

IPRAIL, with the proposed algorithms incorporated, handles analog/RF retargeting for building-block layouts such as multi-stage operational amplifiers. As future work, further development to IPRAIL can be conducted towards retargeting larger layouts including hierarchically organized multiple building-blocks. For larger sized analog/RF layouts, the extraction of layout template would be more complicated and the layout solving with hundreds of thousands of constraints are more challenging. The proposed algorithms can be extended to handle multi-block layouts if hierarchical decomposition algorithms and specification transmission techniques are available.

Figure 7-1 shows an example multi-block layout with hierarchical structures. A multi-block layout is first analyzed and decomposed into building blocks (i.e., functional units). For example, the layout in Figure 7-1 is decomposed into 4 building blocks. The performance specification for the layout can then be translated into the performance
requirements for each building block. As shown in Figure 7-1, the building blocks of block1, block2, block3 and block4 have their own specifications of spec1, spec2, spec3 and spec4, respectively. For each building block, the implemented IPRAIL in this dissertation can conduct automatic retargeting to generate a target building block. With all the target building blocks, a template-base parasitic-aware rebuild can be conducted to connect all the target building blocks and form a target layout.

![Diagram of IPRAIL retargeting flow for multi-block layouts.](image)

**Figure 7-1** Prospect IPRAIL retargeting flow for multi-block layouts.
Moreover, customized solving schemes can be developed to solve larger-sized layout formulation, e.g., using the C++ interfaces of IPOPT or other standard nonlinear solvers. The configuration of thresholds is very important for the process of IPOPT solving. For example, coding can be conducted to interact with IPOPT through a C++ interface to achieve dynamic control of the solving process.
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Appendix I Tutorial of IPRAIL Layout Retargeting

This appendix is a layout retargeting tutorial using IPRAIL software package implemented with the proposed MINLP retargeting algorithm. The two-stage opamp as shown in Figure 4-4 is chosen as the example layout design. This layout originally designed in a TSMC 0.25um process is migrated into a TSMC 0.18um process to meet updated performance specifications.

Step 1: Login jaguar.cs.mun.ca.

Step 2: Launch IPRAIL GUI:  

>/edam &

The IPRAIL GUI appears as below:
Step 3: Load the technology, layer map, initial and target design rules. The snapshot of these menu options is shown as below:

These loaded input files can be found as:

TechFile: ~/iprail/bin/demo_input/MCNC.tech
LayerMap: ~/iprail/bin/demo_input/LayerMapTSMC
InitDesignRule: ~/iprail/bin/demo_input/UWtsmc25.tech
TargetDesignRule: ~/iprail/bin/demo_input/UWtsmc18_updated.tech

Note: Please make sure the files are loaded correctly by checking the command line messages.

Step 4: Load the original layout design.

Load->Layout (CIF): ~/iprail/bin/demo_input/2stage.cif.

Now, the original layout appears as shown below.
Step 5: Load piecewise performance sensitivities and maximum allowed performance deviations.

Extract->Parasitics->Read_Parasitic_Info:

~/iprail/bin/demo_input/2stage.minlp.info.

Note: This .info file is textual which specifies the performance sensitivities and maximum allowed performance deviations.

Extract->Parasitics->ExtAccToTxtFile

Here, the command line terminal displays the loaded performance deviations and performance sensitivities as:
Step 6: Load the updated symmetry requirements and new size requirements.

Symmetry->Load_Sym_Textual

~/iprайл/bin/demo_input/2stage.sym

Resize->Load_Size_Textual

~/iprайл/bin/demo_input/2stage.size

STEP 7: Conduct Retargeting.

Resize->Resize(par_twodim)->MINLP_SENS
The retargeting might take seconds up to minutes depending on the server speed and input complexity. The retargeting is finished when the command line terminal shows a success as shown below:

```
~ xterm
$wirelength: WLM is done successfully in 964 iterations.
$term: clear datastructure done -> return to caller
~~~ GRAPH: Piecewise-Sensitivity-based Solving Two dimension with MINLP both direction done at
   Mon Sep 6 19:17:31 NDT 2010

$Q: printout start
$Q: printout end
$Q: All $P done; return to caller function
$Q: completed resizing!
$Q: check the output file at sq_out.cif
$Q: check the report file at sq_out.report

> 
```

**Step 7:** Review properties of target layouts, retargeting time statistics as well as IPOPT solving information. The information includes extracted parasitics from target layouts, IPOPT solutions of target layout geometries, IPOPT input scripts and IPOPT solving process log.

The target CIF layout is generated in a CIF file:

```
~/iprail/bin/resize_report/sq_out.cif
```

Loading this file into IPRAIL, the target 2stage layout appears as below:
You can check the time statistics in:~/iprail/bin/resize_report/timestamp.txt as:

```
> more timeStamptxt
Resize start time: Mon Sep 6 19:16:43 NDT 2010
Scan-line end time: Mon Sep 6 19:16:53 NDT 2010
End of scan-line: Mon Sep 6 19:16:54 NDT 2010
Start of IPOPT: Mon Sep 6 19:17:03 NDT 2010
End of IPOPT: Mon Sep 6 19:17:26 NDT 2010
End of core problem: Mon Sep 6 19:17:31 NDT 2010
Resize end time: Mon Sep 6 19:17:32 NDT 2010
```

Check the extracted parasitic resistance/capacitance/inductance in:

```
~/iprail/bin/resize_report/parExtrRpt.txt as:
```
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These extracted net parasitics from the target layout can be further used to perform post-layout simulations. Moreover, you can also check the solver input script, the solution file, and the solving process log by access the following textual files:

`~/iprail/bin/COIN_optimization/ TD_par.SIF`

`~/iprail/bin/COIN_optimization/ TD_par.SIF.rpt`

`~/iprail/bin/COIN_optimization/ COIN.log`
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