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Abstract

Organic semiconducting materials such as conjugated polymers have many important

industrial applications. Understanding the process of charge transport is crucial in

order to improve their overall efficiency. The transport of charges in devices made of

organic conjugated polymers is a complex process. For example, in organic photo­

voltaic cells (commonly called solar cells), many steps are involved between the points

of absorbing light energy and of ultimately generating a photocurrent; they include

the exciton formations followed by their dissociations leading to charge-separated

states where the holes and electrons are free to move along the polymer chains (form­

ing polarons or bipolarons) and/or between molecular constituents of the device and

finally the collection of charges at the electrodes. The part of the process where the

hole and electrons are free to move independently of each other is typically referred

to as charge mobility. In this thesis we focus primarily on two aspects of charge mo­

bility. Namely, in the first part of the thesis we study the motion of a bipolaron as a

function of the electric field strength since this subject is still relatively controversial

and unresolved. In the second part of the thesis we propose a multi-step approach

that allows for a calculation of charge mobility (that is primarily due to polarons

hopping from site to site) as a function of molecular and morphological structure of

the organic materials.

The motion of a bipolaron is investigated in heterocyclic conjugated polymers



such as polythiophene (PT) (Part I of the thesis). In their intrinsic state, hetero­

cyclic conjugated polymers form organic semiconducting materials. When doped,

they can become conductors. One of the main goals of studies involving doped conju­

gated polymers is to describe the transport mechanisms of their charge species when

an electric field is applied. We employ the extended Su-Schrieffer-Heeger (SSH) theo­

retical model to study the transport properties of bipolarons in conjugated polymers

in the presence of an electric field. This model involves the solution of coupled equa­

tions which include the time-dependent Schrodinger equation and the classical motion

equation for the lattice displacement which are solved numerically in a self-consistent

way. Our theoretical investigation finds that the bipolaron (when formed in polymers

such as PT) moves with little change of its shape along the chain backbone in a

weak electric field. However, in the presence of a strong electric field, the bipolaron

dissolves and free charges become the main charge carriers. The energy trends of the

doped polymer with increasing strength of the electric field provide further support

for this conclusion. In addition, we apply the SSH model with electron-electron (e-e)

interactions to PT. The parameters employed in the computations are determined

by requiring a good agreement between the theoretical and experimental values for

PT band gap and bond lengths. We find that, within the extended SSH model, e-e

interactions in comparison to electron-phonon coupling do not significantly affect the

nature of bipolaron transport in polymers such as PT.

Recently, organic solar cells, because of their light weight, low cost and processing

flexibility, have attracted considerable attention in the field of photovoltaic cells. In

Part II of the thesis, the charge mobility of conjugated organic polymers (mostly fluo­

rene and carbazole based) primarily used in the construction of the organic solar cells

is investigated using a multi-step computational approach. The proposed approach

employs the use of the density functional theory (DFT), semiempirical (ZI DO) and

vi



Monte Carlo (Me) theoretical methods to determine transfer integrals, reorganization

energies, transfer rates and mobilities of conjugated organic polymers. We find that,

in organic polymers, the transfer integrals and the reorganization energies are equally

important factors in determining charge transport rates and that the one dimensional

(lD) approach to estimating trends in mobilities gives reasonable results, i.e. is in

good agreement with experimental trends, provided their relative intermolecular dis­

tances can be obtained with some accuracy. However, a greater understanding of the

mobilities must take into account the three dimensional (3D) structure and/or the

inherent disorder that is present in the organic thin films. We illustrate this require­

ment with some calculations, for example, the computation of an electron mobility in

poly(9,9-di-n-octylfluorene-alt-benzothiadiazole)'s (F8BT's) where their 3D structure

is known from x-ray diffraction experiments. The proposed approach illustrates that

theoretical computations/simulations based on chemical structure and known mor­

phology of organic semiconductors is an important and reliable approach to studying

charge mobility in organic materials used in devices such as solar cells.
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Chapter 1

Introduction

1.1 Organic Semiconducting Polymers

In the past decades, organic conjugated polymers (also called conducting polymers)

aroused great interests among physicists and chemists alike because of their special

conductivity, optical and magnetic properties. Conjugated (organic) polymers are

semiconductors or insulators with band gaps ranging between less than 1 eV to a

few electron volts. We briefly trace the development of organic material conductivity

studies. In the late 1950s, polyacetylene (PA) was first synthesized and viewed as a

wide band gap semiconductor with a low intrinsic conductivity. [1, 2J In 1977, a team

led by A. J. Heeger, A. G. MacDiarmid and H. Shirakawa found that doped PA can

form a new class of conducting polymers in which the electrical conductivity can be

systematically and continuously varied over a range of eleven orders of magnitude. [3J

This discovery opened the new field of conducting polymers. In 1987, H. Naarmann

and coworkers [4] performed a milestone contribution to conducting polymers. They

made the conductivity of PA as high as that of copper metal. In 2000, A. Heeger,

A. MacDiarmid and H. Shirakawa were awarded Nobel Prize in chemistry "for the
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discovery and development of conductive polymers," which further confirmed the

importance of conducting polymers. Another milestone step was the discovery (in

1990) of electroluminescence in phenylene-based polymers. [5]

Many applications have been proposed for conducting polymers and some have

already been commercially implemented. [6] The most important applications involve

the devices such as the organic light emitting diodes (OLEDs), [5,6,7] organic field­

effect transistors (OFETs) [6,7,8,9] and organic photovoltaic cells (OPVCs) [7,10].

For example, in future, it is possible that the patterns and colors of wallpapers can be

altered by clicking a switch, the contents of newspapers and books can be updated or

changed on demand etc. [8,11,12] Currently, in all cases, better performance of these

devices is continually being sought. This effort typically requires better knowledge

of their optoelectronic properties such as band gaps and band widths, excitation

energies, energy levels, binding energies, density-of-states, and others. At the same

time there is a great effort to understand their dynamic properties, such as charge and

energy transport, which is essential information for the improvement of the efficiency

of these devices. While great progress has been made, there are still many questions

left to investigate and a lot of room for improvement.

There are many excellent recent reviews that summarize the latest theories, syn­

thesis methods and characterization results of organic semiconductors. [6,7,9, 13] It

remains true however, that understanding the process of charge transport is a crucial

and challenging step in the effort of improving the overall efficiency of organic devices.

In general, the transport of charge in devices made of organic conjugated polymers

is a complex process that involves a variety of time and length scales. That is, the

process involves many stages as described in many recent reviews that also summa­

rize the latest methodologies used in investigating charge transport. [14, 15, 16] As

an example, in OPVC (commonly called solar cell), charge takes the following steps
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between the points of light absorption and photocurrent generation: exciton forma­

tion and dissociation leading to intermolecular charge-transfer states (electron and

holes are on different molecules but are still bound to each other), eventually reach­

ing charge-separated states where the holes and electrons are free from one another

and can move along the polymer chains and/or hop between molecular constituents

of the device material until they reach their respective electrodes (this part of the

process is typically referred to as charge mobility) and finally charges are collected at

the electrodes. In this case the rate of intermolecular charge transfer occurs on the

ps-ns time scale while the charge transit across the device occurs on the ns-ms time

scale. The corresponding lengths range from intermolecular distances (10-10 m) to

device thickness (10-7 ~ 10-5 m). [16]

The inherent complexity of the charge transport in organic semiconductors means

that no single method can model all aspects of this process. Different theories and

methodologies must be used. In this thesis we focus primarily on two aspects of charge

mobility (that is, when holes on donors and electrons on acceptors are separated and

are essentially "free" to move along or between molecular systems). In organic semi­

conductors charges that move along the polymer chains typically form charged species

such as polarons or bipolarons due to relatively strong electron-phonon coupling. In

the first part of the thesis we study the motion of a bipolaron as a function of the elec­

tric field strength since this subject is still relatively unresolved. In the second part

of the thesis we propose a multi-step approach that allows for a calculation of charge

mobility (that is primarily due to polarons hoping from site to site) as a function of

molecular and morphological structure of the organic materials.

In order to test the computational approach (as proposed in Part II), reliable

experimental mobility data are required. A number of experimental methods are

available for mobility measurements. [17,15] They are: (a) the time-of-flight (TOF)
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method [18, 19]; (b) the xerographic discharge method [20J; (c) the equilibrium charge

carrier extraction method [21, 22, 23, 24]; (d) drift current methods under limited

range conditions [25, 26, 27]; (e) the space-charge-limited-current (SCLC) method

[28]; (f) the conductivity /concentration method [29, 30J; (g) the field effect transistor

(PET) method [31,32,33]; and(h) the surface acousto-electric traveling wave (SAW)

method. [19, 34] Here, we just briefly describe the typical features of the most widely

used TOP and PET methods. In the TOP method, an organic semiconductor material

is irradiated by a laser pulse to generate charges. An electric field typically of the

order of 104 ~ 106 V/cm is then applied 8Jld the photogenerated holes or electrons

are collected at the electrodes. The mobility, J.L, of the holes or electrons is calculated

v d d2

J.L=E=Ei=Vi

where d is the distance between the electrodes, E is the electric field, t is the averaged

tr8Jlsit time, and V is the applied voltage. It should be noted that the above equation

for mobility can be modified to include dielectric constant of the medium, E,

since E = D/E where D is an applied field. [35J TOP mobility measurements are

sensitive to the structure and the presence of defects in the materials. [15] In the PET

method, the I-V (current-voltage) expressions as shown, for eX8J11ple, in reference [33J

depend, 8J11ongst number of parameters, on charge mobility J.L and therefore can be

used to obtain carrier mobilities.

In summary, in light of the fact that there are potential numerous applications

of organic polymer material in devices, it is necessary to understand the underlying

mechanism to make these devices operate more efficiently. Charge transport is one of

the main factors to determine their efficiency, hence we study some important aspects
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of charge transport in conjugated polymers.

1.2 Charged Species in Organic Semiconducting

Polymers: Polarons and Bipolarons

Conducting polymers have an unusual inherent mechanism of electrical conductivity

and charge transport along the chains. Even though doped organic polymers display

electrical conductivity similar to the conventional doped inorganic semiconductors,

physics involved in the proces is very different. The charge transfer processes along

the chain result in significant local modification of the chain geometry in organic

materials and the local geometry modifications of the chain, in turn, markedly affect

their electronic structure by inducing localized electronic states in the gap. The for­

mation of inter band states complicates significantly the charge transport phenomena

in organic polymers. We can begin to understand this from the simplest of conducting

polymers, PA.

In PA the chemically relevant valance electrons can be classified as a and 1r bond­

ing electrons (the core electrons are not involved in most of the chemical processes

and their effect can be neglected). The a electrons form the strong covalent bond

between two bonded nuclei. In trans-PA polymer, the a bonds form Sp2 hybridized

bonds. The 1r electrons are less localized and form weaker bonds. The 1r bonds are

delocalized over the whole length of the polymer chain. They are responsible for the

bond alternation or conjugation (i.e. the formation of alternating shorter than single

and longer than double bond structure) in trans-PA. [36]

Highly mobile neutral magnetic defects have been observed in undoped trans-PAs

with the use of magnetic resonance experiments. [37,38] Su et al. [38] suggested that
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these defects are generated by kinks, often referred to as solitons and characterized

by unpaired spins, in the alternating bond structure of the neutral trans-PA. They

also suggested that doping may give rise to the creation of charged domain walls (i.e.

charged solitons). These studies of (neutral or charged) solitons formation and their

dynamic properties eventually led to the development of new class of materials such

as organic conducting polymers.

Su, Schrieffer and Heeger (SSH) [37, 38J developed a theoretical model for PA

that showed the existence of bond alternation along the polymer chain backbone (i.e.,

alternating "single" and "double" bonds). They assumed a relatively weak coupling

between chains. That is, PA was treated as a quasi one-dimensional system. a

electrons were treated in the adiabatic approximation. In this model, a is defined

as the equilibrium spacing between the x coordinates of successive CH groups in the

undimerized (all bonds are equal) structure. a is approximately 1.4 x ,,/3/2 A=1.22 A.

It is assumed that 7f electrons (pz) can be treated in the tight-biding or Huckel-type

approximation with a transfer integral. The Hamiltonian for the system was taken

H = - ~~[to-a(Un+l-Un)](C;+lsCns+h.c.)+(K/2) ~(Un+J -un?+(M/2) ~iJ.~

(1.1)

where Un is the displacement of the ion group on the n-th site from its equilibrium

position, c;s and Cns are the creation and annihilation operators of an electron with

spin s on the n-th site, they satisfy Fermi anticommutation relation, h.c. stands

for hermitian conjugate, to is the equilibrium value of the nearest-neighbor transfer

integral, a denotes the electron-lattice displacement (phonon) coupling constant, K

is the spring constant and M is the mass of an ionic group. Missing from H are the

explicit Coulomb interactions between 7f electrons.
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~

(a)
~

(b)

(c)

Figure 1.1: Two degenerate structures of trans-polyacetylene (a) A phase, (b) B phase

and (c) soliton.

~ (a) -0- (b)
N
H

-0- (c) -0- (d)
s

Figure 1.2: Configurations for (a) cis - PA, (b) polypyrrole, (c) polythiophene, and

(d) polyparaphenylene.
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The original SSH Hamiltonian was developed to describe trans-PA that has a

doubly degenerate ground state and hence can form solitons (see Fig. 1.1). Most

conducting polymers such as (a) cis - PA (b) polypyrrole (c) polythiophene (d) poly­

parapheneylene (see Fig. 1.2) have non-degenerate ground states and can not form

neutral solitons. [36] When doped, their charge carriers are polarons or bipolarons.

Polarons or bipolarons can be formed through electrons or holes coupling with the

lattice (often referred as phonon-electron (ph-e) coupling). The charge of a polaron

is ±e and the spin is ±~. A bound pair of polarons is called a bipolaron, its charge

is twice that of an electron or a hole and it has no spin. [39]

An extended SSH model was developed to study the properties of nondegenerate

conducting polymers. The extended SSH model (with and without electron-electron

(e-e) interactions) is described in Part I (Chapter 3). The model is then applied to

studying the motion of a bipolaron in heterocyclic polymers such as polythiophenes

(PTs). Amongst the conjugated polymers, PTs because of their environmental and

thermal stability [40], are widely used in many applications. Experimental and theo­

retical evidence [41,42,43,44,45,46,47,48] indicates that the main charge carriers

in PT are bipolarons at an intermediate level of doping. At very low doping concen-

trations, polarons are believed to be more stable. [39,41,43] Their relative stability

is affected by many factors such as the strength of e-e interactions versus lattice con­

finement, the strength of an electric field and level of dopant concentration. [39, 49]

In particular, the motion of polarons and bipolarons under the influence of an elec­

tric field has been investigated [50,51,52] for poly(p-phenylene). We examine more

closely how the electric field affects the bipolaron motion in PT using the tight-binding

approximation (that is, the extended SSH model). The results of the investigation of

a bipolaron motion in PT are presented in Part I (Chapter 4) of this thesis.
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1.3 Modelling Charge Mobilities in Organic Semi-

conductors

The SSH model can be applied to an isolated single polymer chain, or to highly ordered

and stretch-oriented polymer systems, but it is well known that common conjugated

polymer systems have a disordered nature and that disorder plays a very important

role in the charge transport. Also, because of their relatively weak intermolecular

interactions, bulk transport of charge involves hopping mechanism and not band

transport that is observed in covalently bonded inorganic crystals. [7J

The hopping transport in disordered molecular films has commonly been analyzed

within the context of the Gaussian Disorder Model (GDM) [53] and its improvement

such as Correlated Disorder Model (CDM). [54] The GDM made the assumption

that a Gaussian density of states with a width (J can describe the energy disorder in

conjugated polymers. Also Miller-Abrahams (MA) intersite hopping rate, defined as

the jump rate among sites i and j is the product of a prefactor vo, an electronic wave

function overlap factor, and a Boltzmann factor for jumps upward in energy,

.. _ { voexp(-o:t.~j - f3(Cj - ci)) Cj > Ci }
v'.:J -

voexp(-o:t.~j) Cj < Ci

where 0: is the inverse localization length, t.~j is the distance between the localized

states, f3 = l/kT, and Ci is the energy at state i, is used in the GDM. Then per­

forming Monte Carlo (MC) simulations of a biased random walk (RW) on disordered

cubic lattices, some results (such as the ...JE dependence of the mobility, also called

Poole-Frenkel dependence, and photocurrent transition from non-dispersive to disper-

sive regimes) compared well with experimental data. However, GDM can't predict

charge-transport properties from the physical and chemical structure of real molec­

ular materials because the MA rate parameters cannot be calculated directly from
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A first attempt to use quantum chemical methods to calculate the effect of chem­

ical structure on the hopping rate distributions is given in the reference [55]. They

proposed a model to describe electrical transport in dense films of conjugated poly­

mers in which thermal fluctuations changed the molecular geometries of the polymers

which led to modifications in the energy levels of the localized (polaronic) electronic

states. The main restoring force for these geometry fluctuations is due to intermolec­

ular interactions (intramolecular contributions are neglected), which results in spatial

correlation in the molecular distortions which, in turn, leads to a spatial correlation in

the energies of the localized states. The model explains the experimentally observed

field and carrier density dependence of the mobility.

More recently, Athanasopoulos and co-workers [56] use the actual chemical struc­

ture of organic polymers to simulate their mobility. They also employ Me simulations

of a biased RW to model charge transport but they overcome the limitations of the

GDM by first employing an arrangement of charge transporting units that is based

on the observed structure of organic material and, second, using small-polaron hop-

ping rates calculated directly from the electronic structure of the units. That is, the

intermolecular hole transfer rate, f, is obtained using the Marcus-Hush theory,

f ij depends on the electronic transfer integral (t ij ), the molecular reorganization

energy (>.), and the temperature (T) (kB , ti, and 6.Gij are Boltzmann's constant,

Planck's constant divided by 21r and the free energy difference between initial and

final sites, respectively). Thus, through calculation of electronic properties from first

principles using an empirical morphology, their method includes the influences of
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morphology and chemical structure on mobility.

Athanasopoulos and co-workers [56J model a film of aligned poly-(9,9'-dioctylfluorene)

(PF) chains as a hexagonal lattice of lattice constant a where the chains are parellel

both to each other and to the substrate. A fluorene trimer is the charge transporting

unit in all cases. The relaxed geometry of the trimer is calculated in Gaussian 03

using density functional theory (DFT) with the B3LYP hybrid function and Pople's

double-( split basis set with added polarization functions 6-31 C*. All the trimers are

in the neutral state. The trimers are arranged coaxially in columns, aligned with the

z direction, as a model of a continuous chain. The trimer position is determined by

the midpoint of the trimer relative to the (x,y) axes and the torsion angle, ¢, by the

angle between the plane of the central fluorene unit and the x-z plane. The simulation

cell consists of 20 x 20 chains, where each chain consists of 10 trimers and periodic

boundary conditions are applied in the y and z directions. The hopping transport

parameters are calculated as follows: A is calculated from the method in reference

[57J and the transfer integral tij is calculated with Molecular Orbital Overlap (MOO)

method. [58J Then a MC simulation is executed on the chosen morphology. The

waiting time from site i to j is Tij and is related to the transfer rate f ij , that is

Tij = -In(X)/fij , where X is a random number uniformly distributed between 0 and

1. The hop with the smallest waiting time is chosen. They follow the trajectory of

a hole randomly placed on a trimer in the film and calculated the time for the hole

travel a fixed distance d. A transit time averaged over several hundred trajectories,

(T), is obtained. The field-dependent mobility f-L is computed from f-L = d/((T)E).

They obtain mobilities in the range of 2 - 9 X 10-4 cm2/Vs for ordered PF (with

hexagonal symmetry) systems and a value of 8 x 10-3 cm2/Vs for a torsionally dis­

ordered system which compares well with the experimental result of 8.5 ± 1 x 10-3

cm2/Vs. Another result that they obtain is that for a certain ordered configuration
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of the system the mobility (2 x 10-2 cm2/Vs) can be made higher than the mobility

for a torsionally disordered system. [56]

Recently, Nelson et.al. [16] extended the above approach to include Molecular

Dynamics (MD) method to simulate the molecular packing better which makes this

approach more powerful. However, it increases the computational complexity of calcu­

lating the mobility. Moreover, the accurate simulation of molecular packing structures

with MD requires reliable structural information, both for validation of results and

for the definition of suitable starting configurations, which is still difficult to obtain

from experiments. A number of case studies [59, 60, 61, 62] that involved materials

that have high symmetry or well-defined structures have been recently investigated

with the above method that uses the MD calculations as its initial step. In this thesis

the aim is to propose an approach that is expedient and reliable enough to reproduce

experimental trends in charge mobility in organic conjugated polymers. The MD

simulations have not been employed in the proposed method. The future work may

include the MD computations to obtain more information about the three-dimensional

(3D) structure of the polymer systems.



Part I

Bipolaron Motion in Heterocyclic

Polymers

13



Chapter 2

Introduction

Beginning in the late 1970's, conjugated organic polymers emerged and continue to

emerge as new materials that could be used in electronic and optical devices such as

conductors, polymer light emitting diodes, field effect transistors, solar cells, sen ors

and many others. Their main advantages are the low cost, ease of processability

and relatively high efficiency. [40, 63] Amongst the conjugated polymers, heterocyclic

polymers such as PTs, because of their environmental and thermal stability [40], are

the most widely used in many applications. When doped, many conjugated organic

polymers can become good conductors. PTs and other conjugated polymers have

the flexibility, broad spectral range, and can be easily patterned which make them

competitive with their inorganic counterparts. [63J

To improve the efficiency of the above devices, it is necessary to understand

their underlying transport mechanisms. Many early theories and experiments demon­

strated that, in organic conjugated molecular systems, the main charge carriers are

solitons, polarons and/or bipolarons. [38, 41, 64, 65, 66J These species are different

from the conventional charge carriers such as electrons or holes which are present

in inorganic semiconductors and conductors. Solitons, which form as a result of

14
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the lattice distortion, can only exist in materials such as trans-polyacetylene which

has a two-fold degenerate ground state. [67, 68J In most conjugated polymers with

non-degenerate ground states, the prevalent charge carriers are polarons and/or bipo­

larons. There are many intrinsic and extrinsic factors that determine the formation

and the stability of polarons and bipolarons. These factors include the strengths of

lattice confinement e-ph coupling, e-e interactions and an electric field, and the level

of dopant concentration. [39, 49, 69J

Earlier (prior to approximately mid 1990s) experimental and theoretical stud­

ies [39, 41, 42, 43, 44, 45, 46, 47, 48] predominantly indicated that the main charge

carriers in polymers such as PTs [70, 71] are bipolarons at some (possibly interme­

diate) level of doping. At other doping concentrations (possibly very low), polarons

were believed to be more stable. [39, 41, 43J The main evidence for these assign­

ments came from the empirical theoretical approaches (such as those involving model

Hamiltonian of SSH and its extensions or of Pariser-Parr-Pople (PPP)) or low level

ab initio theories (at a restricted Hartree-Fock, RHF/STO-3G level) that were used

to interpret the ultraviolet-visible (UV-vis) and near infrared (IR) absorption spectra

and the electron spin resonance (ESR) signals.

More recently, other interpretations were proposed to explain the experimental

results [72, 73, 74, 75, 76, 77, 78, 79, 80, 81] of doped (mostly thiophene) oligomer

studies. It was suggested that two strong subgap (also referred to as intra-gap)

transitions in the photoinduced absorption spectra are indicative of the formation of

a polaron (radical cation) or two separate polarons (biradicals) on a single oligomer

not bipolarons (dications) as was previously believed. Bipolarons, if formed, would

give rise only to one strong subgap transition. Theoretically, the main support for

these interpretations comes from predominantly DFT including the time-dependent

DFT (TDDFT) investigations [82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92] as applied
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to oligomers. Some of these studies also proposed that the disappearance of ESR

signal in some case was indicative of the formation of w-dimers instead of bipolarons.

The results of these alternative interpretations have been summarized in Chapters 16

and 17 of reference [93] and extensive references are given in the most recent DFT

study. [92]

The above mentioned oligomer investigations seem to suggest that bipolaron for­

mation is possible on shorter chains (say less than ten rings) or in a very heavily

doped materials. There continues to be a controversy surrounding the polaron versus

bipolaron issue. For example, relatively recent experimental [94, 95J and theoreti­

cal [96, 97, 98] works suggest that under certain conditions bipolarons are formed

and are stable in thiophene based systems. It would seem reasonable to suggest that

bipolarons could be formed (either due to confinement or to intrinsic binding) in a

highly disordered (amorphous) PT or at a high level of doping. This is because the

effective conjugation length of PT is known to be less than ten rings and effectively

the amorphous PT could be thought of as consisting of short oligomers verses linear

ordered chains. Other effects such as intermolecular interactions of the polymers with

the solvent molecules or counterions could also have a stabilizing effect on the bipo­

laron. In this work, we are assuming that under certain conditions, bipolarons are

formed. We study the motion of bipolarons with the extended SSH model. The SSH

model is relatively simple compared to the higher level theoretical approaches such as

say, TDDFT, however, it allows us to investigate the effect of an external field such

as an electric field on the motion of the bipolaron in a straightforward way. Also, the

effects due to e-ph and e-e interactions can be both included in the model and their

relative importance can be studied.

In most materials, charge transport or conductivity normally occurs under the

influence of an electric field. It should be noted that electric field will also act on
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or induce charge distributions such as dipoles which are often present in neutral or

doped conjugated polymers such PT [99] and which are key to the understanding

of their optical properties (i.e. their optical spectra). In this work we are primarily

interested in the effects of an electric field on the transport of a bipolaron once it has

been formed. The properties and dynamics of solitons and polarons in conjugated

polymers in the presence of an electric field have been extensively studied. [50, 51,

52, 100, 101, 102, 103, 104, 105, 106] It has been found that a soliton in doped

PA moves like a Brownian particle in the presence of an electric field and at some

point, its velocity reaches a maximum value that is independent of the strength of

an applied electric field. [100] The evolution of a polaron in an electric field depends

on the magnitude of the field. For example, in PA, [102, 103] if the electric field is

~ 106 Vjcm, the polaron dissociates into a moving free charge carrier and phonon­

like lattice deformation (provided the polaron was formed before the field is switched

on). The motion of polarons and bipolarons under the influence of an electric field

has also been investigated in poly(p-phenylene). [50,51,52]

As stated above, in this work we examine more closely how the electric field

affects the bipolaron motion in heterocyclic conjugated polymers using the tight­

binding approximation. The magnitude of the applied electric fields varies from weak

2.6 x 105 Vjcm to very strong 7 x 106 Vjcm. In a typical organic semiconducting

device the charges are injected under fields up to 106 Vjcm. [102] Application of

higher electric fields is possible with high-voltage pulses with pulsewidths between

250 ns and 5 p,s. [107] Chayet et al. [107] showed that an application of fields higher

than 7 x 107 V j cm leads to material degradation. It is expected that with high electric

field, just as in the case of the polaron, the bipolaron will dissolve into free charge

carriers and independent lattice distortion (again provided that the bipolaron was

formed before the field is applied). The material degradation at fields higher than
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7 X 107 Vjcm also indicates that anharmonic phonons and by extension anharmonic

electron-phonon interactions (not included in this study) may play an increasingly

important role at fields of the order of 107 Vjcm. Hence at very high fields, a path

integral approach to the SSH model as proposed by M. Zol [108, 109, 110] (instead

of the SSH model as used in this work) should probably be employed to study the

charge transport.

The simulations in this thesis use the extended theoretical model SSH. [38,51,52]

It should be pointed out that this model contains no dissipation (damping) mechanism

and hence in the presence of an electric field the energy of the system will increase

continuously with time. We also point out that we follow the dynamics of the order

of 100 fs which is a very short time. During this time the dissipative effects may

not be significant. [105] We evaluate the effect of viscous damping by introducing an

additional term in the SSH Hamiltonian and show that its effect is indeed negligible

when using the damping constant as suggested in reference [105]. In Part A of

Chapter 4, we use the extended SSH model (with the symmetry breaking term) and

analyze how the strength of an electric field affects bipolaron transport in heterocyclic

conjugated polymers. In Part B of Chapter 4, we include e-e interactions in the SSH

Hamiltonian and modify the model parameters to better reproduce the structure and

band gap of PT. That is, we investigate the effect of a strength of an electric field

on bipolaron transport in PT in the presence of e-ph and e-e interactions. First, in

Chapter 3, we describe in details the theory employed in simulations. Conclusions

are given in Chapter 4. The results presented in Chapter 4 have been published. [111]



Chapter 3

Theoretical Model

3.1 Original SSH Model

The original Su-Schrieffer-Heeger's model Hamiltonian [37, 38] as given in Chap­

ter 1 (Eq. (1.1)) was used to study solitons and polarons in degenerate conjugated

polymers such as PA. In the first part of this section, a short outline is given that

describes the procedure that uses the solution to the stationary Schrodinger equation

and Hellmann-Feynman theorem to obtain the ionic displacements and charge dis­

tribution that are created when solitons or polarons are formed in the polymer. In

the second part of this section, the electric field is introduced into the original SSH

Hamiltonian to study the dynamics of the solitons and polarons in degenerate poly­

mers. This necessitates the solution of two coupled equations: the time-dependent

Schrodinger equation and the classical motion equation for the lattice displacement

in order to obtain ionic displacements and charg distribution as functions of time.

The details are given below.

For the stationary case, first, the Hellmann-Feynman theorem is applied to the

19
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SSH Hamiltonian (see Eq. (1.1)) and the following is obtained [37, 38],

20

(~) = -a(c~+!c" + h.c.) + a(c~c,,-l + h.c.) - K(Un+l - un) + K(un - un-l).(3.1)

Minimizing the energy of the system requires that the above equation equals to zero,

that is,

Un = (Un+l + un-l)/2 + a/(2K)[(C~+1c" + h.c.) - (C~c,,-l + h.c.)]. (3.2)

Then, using the field operator [112]

where ¢v(n) is the n-th component of the eigenvector ¢v, and Fermi anticommutation

relation

we obtain

Un = (Un+! + un-l)/2 - (a/K)L'¢v(n) [¢v(n -1) - ¢v(n + 1)] (3.3)
v,s

where the prime indicates that the summations are restricted to the occupied elec-

tronic states. Next, we define

y(n) = Un+l - Un

with the constraint that

Ly(n)=O

which results in y(n) given as
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where ¢II'S diagonalize the first term on the r.h.s. of Eq. (1.1), that is,

21

CII¢v(n) = -[to - ay(n - l)]¢II(n - 1) - [to - ay(n)]¢II(n + 1). (3.5)

Eqs. (3.4) and (3.5) are coupled equations. They are solved using the iterative method.

One can obtain a soliton or a polaron in the excited state.

In order to study the dynamics of a single soliton, A. Terai and Y. Ono [100]

introduced an external electric field in the model, then the SSH Hamiltonian becomes

H = - 'L 'L[to- a(un+l - un)](e-i-yAc~+lsc"s + h.c.)

+(K/2) 'L(Un+l - Un)2 + (M/2) 'Lu~ (3.6)
n n

where I = ea/hc, e is the absolute value of the electronic charge, a is the lattice

constant, c is the light velocity and A is a vector potential. The electric field is

given by E = -(l/c)A. Using Hamiltonian given in Eq. (3.6), the time-dependent

Schrodinger equation becomes

The solution to Eq. (3.7) can be written as

'l/J1I(tj+l) = 'LC"lIe-iE~t>t/Ii¢,,(tj)

"
(3.8)

where ¢" is a single particle eigenfunction and C"II =< ¢,,(tj)I'l/JII(tj ) >, which means

the (j + l)th instant wave function can be obtained from yth one. In order to obtain

the force, the electronic potential energy is calculated first

Eel <'l/JII!Hell'I/JlI>

'L[-(to - aYn)e-i,,/A 'L 'I/J~(n, t)'l/JII(n + 1, t)
n II

-(to - aYn_l)ei,,/A 'L 'I/J~(n, t)'l/JII(n - 1, t)] (3.9)
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and using

the electronic force is given by

22

Fel = O''L'e-i'YA['l/J~(n, t)'l/Jv(n + 1, t) - 'l/J~(n - 1, t)'l/Jv(n, t)]

+O''L'ehA['l/J~(n + 1, t)'l/Jv(n, t) - 'l/J~(n, t)'l/Jv(n -1, t)J. (3.10)

Adding the elastic force, the total force is given by

F,,(t) = -K(2un(t) - Un+l(t) - Un-l(t))

+O''L'e-hA['l/J~(n, t)'l/Jv(n + 1, t) - 'l/J~(n - 1, t)'l/Jv(n, t)J

+O''L'ehA['l/J~(n + 1, t)'l/Jv(n, t) - 'l/J~(n, t)'l/Jv(n - 1, t)J (3.11)

where the last two terms correspond to the force exerted by all electrons on the atom

on the nth site. Then, the equation of motion for the lattice,

(3.12)

can be solved, that is,

The electron density is defined as,

Un(tj) +itn(tj)t.t

un(tj ) + Ftj)t.t. (3.13)

(3.14)

where the Iv is the time-independent distribution function determined by initial oc­

cupation (being 0, 1 or 2). For completeness, we include expressions for the bond

variable fin and its time derivative Yn

(3.15)
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1In = (-1)"(1/4)( -Yn-l + 2y" - Yn+l)

23

(3.16)

since they are often used in other works (see for example [100]). By numerically

solving the coupled equations Eq. (3.8) for the electric wave function and Eq. (3.13)

for the motion of the lattice displacement, one can simulate the movement of the

soliton in the presence of an electric field

3.2 Extended SSH Model

Because PA is not a stable material, scientist were more interested in heterocyclic con-

jugated polymers. The structure of heterocyclic conjugated polymers can be viewed

as consisting of a backbone of Sp2 hybridized carbon atoms analogous to that of cis-

PA, and is stabilized by a heteroatom covalently bonded to carbon atoms. [71] The

Hamiltonian [38, 51, 52] used to describe this system has the following form:

H - ~[to - a(un+l - un) - t 1 cos~]

x(e-i'YAc~+I,sC".S + ei'YAc~,sC,'+I,s)

+~K~(Un+l - un)2 +~ ~u~ (3.17)

where the symmetry-breaking term t 1 cos T simulates the effects of the heteroatom

(such as S) since it generates four bond lengths (three of which are unequal): 1.307 A,

1.468 A, 1.307 A and 1.554 A. The inequality of "single" bonds suggests the presence

of heteroatom in polymer backbone. This pattern can be compared, for example, to

the experimental bond lengths for PT: 1.357 A, 1.433 A, 1.357 A and 1.480 A. [70] t 1

is typically smaller than to and is often referred to as the polymerization parameter.

The following parameters were selected for heterocyclic polymers [52]: a = 1.22 A,

to = 2.5 eV, t 1 = 0.27to, K = 21 eV/A2 and a = 4.5 eV/A. Each electronic state
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is described by the wave function, 7/Jv(n, t), where the index II labels the electronic

energy level. The time evolution of the electron state is found by integrating the

following time-dependent Schrodinger equation:

ifi(J'Ij;v;;,t) -[to - a(Un+l - Un) - t1 cos ~Je-i'YA7/Jv(n + 1, t)

-[to - a(u., - tLn-l) - t1cos (n ~ 1)1r Jei'YA7/Jv (n - 1, t). (3.18)

The solution of the time-dependent Schrodinger equation can then be expressed in

the form [104]:

2([~ ¢iT(m, tj )7/Jv(m, tj)J

xe-if,C>.t/"¢iI(n,tj ) (3.19)

where {¢ill and {ell are the eigenfunctions and the eigenvalues of the electronic part

of the Hamiltonian H(t) at a given time tj and Dot = tj+1 - tj .

The motion of the the lattice displacement is given classically by the equation:

(3.20)

where

F.,(t) -K(2un(t) - Un+l(t) - Un-l(t))

+aL:'e-i'YA[7/J~(n,t)7/Jv(n + I, t) -7/J~(n - 1, t)7/Jv(n, t)]

+aL:'ei'YA[7/J~(n+ l,t)7/Jv(n,t) -7/J~(n,t)7/Jv(n-l,t)J. (3.21)

The first term on the right hand side of Eq. (3.21) represents the elastic force that

neighboring CH units exert on each other. The second and third terms correspond to
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the average force with which the whole electron system acts on the atoms on nth ite.

The prime indicates that the summations are restricted to the occupied electronic

states.

The solution to the lattice equations can be written as,

Un(tj)+Un(tj)t:.t

Un(tj ) + Fr.:;)t:.t. (3.22)

Hence, the electronic wave functions and the displacement coordinates at the (j + l)th

time step are obtained from the jth time step. Periodic boundary conditions are

assumed for the electronic wave functions, 'I/J'I> and the lattice displacements, Un'

This process of getting U (and u), as shown in Eq. 3.22, is known as Euler method

for solving ordinary differential equations. For the Euler method, the global trun-

cation error is proportional to t:.t. To test the accuracy of this method, we have

performed a couple calculations (one for E = 2.6 X 105 V/cm and the other for

E = 5.0 X 106 V/cm) using second-order Runge-Kutta method which has a global

truncation error proportional to t:.t2. The same results for charge densities and ener-

gies have been obtained in both cases.

The total number of lattice points on the chain in all simulations is N = 100 and

the total number of electrons on the chain Ne is 98 resulting in a positive bipolaron.

The motion of the bipolaron is studied with the help of smoothed charge density [104]:

where Pn is calculated from the electronic wave functions as follows,

Pn = 1- L''I/J~(n, t)'l/JII(n, t).

(3.23)

(3.24)
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A time step of f).t = 0.036 femtosecond (fs) is used. For most systems, we follow

their dynamics up to 54 fs, that is, 1500 time steps. It is recognized that 54 fs is a

relatively short time. A simple calculation shows that the period (T) of a stretching

mode of the double bond can be approximately estimated as 20 fs (that is obtained

by assuming that if the energy of mode is roughly 0.2 eV, then T = 1/f = h/E ~ 20

fs). [35] However, we have found that charge density and energy trends do not change

when the time is increased (we have performed calculations up to 72 fs or more to

verify this in a few cases). This is also illustrated in Fig. 4.7 where the energies

are plotted and the dynamic is followed up to 288 fs. Other cases, where we follow

the dynamics for longer times, are: in Fig. 4.3 up to 288 fs in order to estimate the

velocity of a bipolaron (for a moderate E) and in Fig. 4.4 up to 180 fs to illustrate

the net charge polarization and oscillations in the presence of a very strong E .

It should be noted that the above model Hamiltonian does not include the electron-

electron repulsive Coulomb interactions. This will be addressed in the next part of

this work.

3.3 Extended SSH Model with e-e Interactions

We apply extended SSH model with e-e interactions to PT. The structure of PT also

can be viewed as consisting of a backbone of Sp2 hybridized carbon atoms that is

stabilized by S covalently bonded to carbon atoms. [71] The Hamiltonian [38, 49, 51,

52] used to describe the PT has the following form:

H = - ~[to - a(un+! - un) - t! cos~]

x(e-i'YAc~+l,sCn,s+ ei'YAc~,sCn+!,s)
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+U~?nnT - ~)(nn! -~)

+V2Jnn -l)(nn+l -1)

+~K~JUn+l-Un)2 +~ ~u~
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(3.25)

where U and V are the on-site and the nearest-neighbour Coulomb repulsion strengths,

respectively. For PT the following parameters were selected: a = 1.22 A, to = 2.5

eV, t 1 = 0.39to, K = 26 eVA-2, a = 3.5 eVA-I, U = 0.9to and V = 0.8U. These

parameters give good agreement between theoretical and experimental values for the

bond lengths and the band gap in PT's ground state and for its static bipolaron

energy levels. For example, the experimentally determined bond lengths of PT are:

rc=c = 1.357 A, r c- c = 1.433 A and r c- c = 1.48 A (between rings). [70] Our corre­

sponding values are 1.356 A, 1.430 A and 1.486 A. The experimental value for the

band gap is 2.0 eV [70] and our value is 2.01 eV. In the presence of a bipolaron,

our energies above the top of the valance band edge are 0.68 eV and 1.39 eV, which

compare well with the experimental values of 0.65 eV and 1.45 eV. [41]

The time-dependent unrestricted Hartree-Fock equations for one-particle wave

functions are given in reference [49]:

i1i~II,s(n, t) = -[tn,n+l + VTs(n, t)]'l/>II,s(n + 1, t)

-[t~-l,n + VT;(n -1, t)]'l/>II,s(n - 1, t)

1
+{U[p_s(n, t) - '2] + V ~[Ps' (n + 1, t)

+ps'(n-1,t) -l]}'l/>II,s(n,t) (3.26)

where

tn,"+l e-i-rA[to - a(un+l - un) - t 1 cos qf-]
ps(n, t) L''l/>~,s(n, t)'l/>II,s(n, t)
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The time-dependent Hartree-Fock equation is integrated by introducing single-electron

eigenstates at a given time t j . The solution can then be expressed in the form [104]:

2([~ r/>i,s(m, tj)'l/Jv,s(m, tj )]

xe-i<,tlt/\pl,s(n,tj ) (3.27)

where{r/>l} and {cl} are the eigenfunctions and the eigenvalues of the electronic part

of the Hamiltonian H(t) at a given time tj .

The motion of the the lattice displacement is given classically by the equation:

where

Fn(t) -K(2un(t) - Un+l(t) - Un-l(t))

+Q:~'e-i")'A['l/J~,.(n,t)'l/Jv,s(n + 1, t)

-'l/J~,s(n - 1, t)'l/Jv,s(n, t)]

+Q:~'ei")'A['l/J~,s(n + 1, t)'l/Jv,s(n, t)

-'l/J~,.(n, t)'l/Jv,s(n - 1, t)].

The lattice equations also can be written as,

Un(tj)+Un(tj)l:.t

Un(tj)+F,~j)l:.t.

(3.28)

(3.29)

(3.30)
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Hence, the electronic wave functions and the displacement coordinates at the U+l)th

time step are obtained from the ph time step. Periodic boundary conditions are

assumed for the electronic wave functions, 'f/;v,s, and the lattice displacements, Un'

The total number of lattice points on the chain in all simulations is N = 104 and

the total number of electrons on the chain Ne is 102 resulting in a positive bipolaron.

The motion of the bipolaron is studied with the help of smoothed charge density [104J:

Pn = ~(Pn-l + 2pn + Pn+d

where Pn is calculated from the electronic wave functions as follows,

Pn = 1- L''f/;~,s(n,t)'f/;v,s(n,t).
v,s

(3.31)

(3.32)

A time step of 6lt = 0.036 femtosecond (fs) is used. We follow the dynamics of the

system up to 54 fs, that is, 1500 time steps for most of our calculations.



Chapter 4

Results and Conclusions

4.1 Part A: Extended SSH Model (no e-e Interac­

tions)

4.1.1 Bipolaron and Polarons (no Electric Field Present)

First, we consider the charge densities and energetics of a bipolaron and two polarons

in the heterocyclic polymer. In their lowest state, both excitations (bipolaron and

two polarons) introduce localized energy levels: O. 3 eV and 1.54 eV above the top

of the valence band in the case of bipolaron and 0.34 eV and 2.03 eV in the case

of two polarons. It should be noted that with increasing numbers of polarons and

bipolarons on a single chain, the corresponding polaron and bipolaron bands begin

to form. For example for two polarons, there are two nearly degenerate bottom and

top energy levels in the intraband region. For two bipolarons the localized bipolaron

energy levels do not spread either. However, when three bipolarons are placed on 100

lattice points, the bipolaron bands begin to form; energy levels (in eVs) are -1.1839

(top of valence), -0.3580, -0.3559, -0.3513, 0.3513, 0.3559, 0.3580, 1.1839 (bottom

30
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Table 4.1: Total energies and their differences (!:lE) of systems containing a bipolaron

(Etn ) and two polarons (Epo) that are computed with a Hamiltonian that includes

electron-electron interactions (which in turned are described by the parameter U) for

a = 4.5 eV/A.

U(eV) Etn(eV) Epo(eV) !:lE(eV)

-323.5200 -323.0484 -0.47

1.25 -354.5571 -354.2243 -0.33

1.5 -360.8392 -360.5305 -0.30

2.5 -386.2056 -385.9868 -0.22

2.8 -393.8882 -393.7012 -0.18

3.0 -399.0283 -398.8669 -0.16

3.6 -414.5365 -414.4903 -0.05

3.8 -419.7532 -419.7436 0.01

4.0 -424.9487 -425.0191 0.07

4.6 -440.6791 -441.2557 0.58

5.5 -463.4211 -464.8232 1.4

of conduction). In Fig. 4.1 (a) and (b), the respective charge densities for a bipolaron

and two polarons are plotted (at t=O fs using Eqs. (3.23) and (3.31) for cases without

and with e-e interactions respectively). The width, at the base, of a bipolaron and a

polaron is very similar (approximately 24 sites or 6 rings). The charge of a bipolaron

is twice that of a polaron as can be seen from Fig. 4.1 (a) and (b).

For the parameters as given in the section 2 of Chapter 3, the comparison of the

total energies indicates that the bipolaron is more stable than the two polarons by
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Figure 4.1: Excess charge densities (defined as number of holes per site), p(n), of

bipolaron (a) and two polarons (b) without e-e interactions and of bipolaron (c) and

two polarons (d) with e-e interactions (U = 2.25 eV and V = 1.8 eV) plotted as a

function of site number, n. The site numbers correspond to the projected positions of

ions along the chain backbone. The integral of excess charge density over the whole

length of the chain is 2e.
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approximately 0.5 eV (see Table 4.1). Another way of estimating the binding energy

of the bipolaron versus two polarons involves the intra band energy levels. [113] If

we assume that the lattice distortion energy due to formation of one bipolaron is

roughly the same as that required to form two polarons [113], then once again the

bipolaron is more stable than two polarons by approximately 0.5 eV (=(0.83-0.34)

eV). Other studies estimate the binding energy of a bipolaron to be somewhere in

the range 0.2-0.5 eV. [94] In fact, the stability of the bipolaron versus two polarons

continues to be a controversial subject as discussed in Chapter 2. In this thesis, the

main focus is on the effect of an electric field once bipolaron is formed (and there

is some evidence that it is formed under certain circumstances). Two calculations

with E = 2.6 x 1Q5Vjcm and E = 2.0 x 104Vjcm were performed up to 180 fs to

illustrate what happens when electric field is applied to a positively charge polymer

without first forming a bipolaron. No bipolaron is formed when E = 2.6 X 1Q5Vjcm,

charge density is delocalized along the chain and oscillates from positive to negative

every two sites (the net charge remains 2e). When E = 2.0 X 104V jcm, charge

density is still delocalized over the whole chain but some charge polarization begin

to emerge and charge density oscillates with larger amplitude. These calculations

show that bipolaron does not form even in the presence of very weak electric field

such as E = 2.0 X 1Q4Vjcm, hence the bipolaron mu t be formed before the electric

field is applied.

The strengths of the e-ph coupling (a) and e-e interactions (U) play an important

role in the formation of stable bipolaron versus two polarons. As a precursor to Part

B, we briefly consider the effect of e-e interactions in the static case (i.e. t = 0 when

E = 0) and summarize our results in Table 4.1, where we vary U from 0 to 5.5 eV

while keeping a = 4.5 eVjA. Up to U = 3.6 eV the bipolaron remains more stable

than the two polarons, then the two polarons become more stable, eventually the
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bipolaron (around U = 5.5 eV) can not be formed and only polarons exist. Typically

U "-' 2 eV for physical systems such as PT.

4.1.2 Charge Density

In the presence of an electric field, the bipolaron will move along the chain which can

be considered as a quasi one-dimensional system. We study the effect of the electric

field on the bipolaron motion as the magnitude of the electric field varies from weak

(2.6 x 105 V/cm), moderate (2 x 106 V/cm), strong (5 x 106 V/cm), and to very

strong (7 x 106 V/cm). In Fig. 4.2 we plot charge densities as well as the lattice

displacements at a time of 54 fs (1500 time steps). First we consider the cases of

weak and moderate fields as shown in Fig. 4.2 (a) and (b). In both cases, the charge

carriers are tightly trapped by the lattice, forming a bipolaron which is localized to

24 sites. Relative to the initial bipolaron position (near 80th site), the bipolaron in a

weak electric field (see Fig. 4.2 (a)) moves to "-' 60th site after 54 fs. As the strength

of an electric field is increased to 2 x 106 V/cm, the bipolaron moves (faster) to 50th

site (see Fig. 4.2 (b)). After the initial acceleration, we estimate that the charges

(two holes) and the lattice displacement move with an approximate velocity of 3 x 106

cm/s when E = 2 X 106 V/cm. To show this more clearly we plot the movement of

the bipolaron (to the left) at various times (36 fs (1000th time step), 180 fs (5000th)

and 288 fs (8000th)) in Fig. 4.3 (which also illustrates the use of periodic boundary

condition that was implemented in all simulations). At all times the total charge of

the system remains 2e.

It can also be seen from Fig. 4.3 that the width of the bipolaron appears to change

as function of time. M. Kuwabara et al. [114J showed that the width of a moving

charged soliton in PA exhibits oscillations. In their work, the width is estimated from
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Figure 4.2: Displacements of ions from equilibrium positions, u (in A) and exces

charge densities, p(n) (number of holes per site) plotted as a function of site number,

n, and determined at t = 54 fs (1500th time step), in the presence of electric fields:

(a) 2.6 x 105 Vjcm, (b) 2 x 106 Vjcm, (c) 5 x 106 Vjcm, and (d) 7 x 106 Vjcm (the

shape of the bipolaron is smoothed out to avoid unnecessary details).
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the excess charge density profile and the distortion in the lattice displacements. Both

methods suggested that the width of the charged soliton decreases with increasing

velocity. In our work, we use primarily the excess charge densities to estimate the

width of the moving bipolaron (although it should be noted from Fig. 4.2 (a) and (b)

that the extent of the lattice distortion closely matches the width of the excess charge

density in the case of the weak and moderate electric fields). In order to discuss the

finer details regarding the width of the bipolaron we also include the original excess

charge densities in Fig. 4.3 (in addition to the fitted curves). We calculate (but not

show in the figure) the excess charge densities and their fits for times steps from 0 to

10000th in units of 1000 time steps. We note that the excess charge density profiles

for bipolarons have rather complicated shapes (in contrast to polarons or solitons).

One way to assess their widths is to consider the distances (expressed in units of

t:.n =n(peak#2) -n(peak#l) where n is the site number) between the two peaks

corresponding to approximate locations of constituent charges in the bipolarons. It

appears that after the 1000th time step this distance (t:.n) decreases to 7 (from 11)

and stays 7 for the remaining time. A more informative way is to model the excess

charge density profiles with fitted curves as shown in Fig. 4.3. That is, we estimate

the width for the bipolaron by calculating the width at the half full length (w) for

fitted excess charge density. The complicated superposition of the charge densities in

the center of the bipolaron combined with the height and the symmetry variations

of the peaks give rise to different widths of the fitted charge densities. The results

((w - wo)/wo where Wo is the width at Oth time step) are plotted in the Fig. 4.3 as

an inset. The main conclusion of this analysis is that bipolaron width as modeled by

the fitted data increases initially after the electric field is switched on and decreases

till 7000th time step and then begins to increase again relative to Wo (hence it appear

to be exhibiting oscillatory behaviour).
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Figure 4.3: The positions of a bipolaron when E = 2 X 106 V/ cm are shown at various

times: t = 36 fs (100Oth time step), 180 fs (5000th) and 288 fs (8000th) (the shape

of the bipolaron is smoothed out to avoid unnecessary details). The inset shows the

variation of the relative width difference, Dw/wo=(w-wo)/wo, of bipolaron with time

steps where w is the taken as the measure of the bipolaron width and is calculated

at the half full length of the fitted excess charge density and Wo is the width at Oth

time step.
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In Fig. 4.2 it can be seen that for each ring in a heterocyclic polymer, there are

four different values for u corresponding to four bond lengths as discussed in section

2. Without a bipolaron, there would be no drifting of u values. The presence of a

bipolaron, with or without the electric field, makes the u values more positive as the

location of a bipolaron is approached, i.e. the u values drift upwards. However, the

bond lengths do not change. In the region where the bipolaron is located the upward

drift pattern of u's is disrupted. In this region bond lengths change, i.e. the aromatic

structure of the polymer is replaced with the quinoid like structure which involves the

lengthening of "double" bonds and shortening of "single" bonds. Similar behavior

for u's has been observed for a polaron. [115J

In the strong electric field of 5 x 106 V/cm (see Fig. 4.2 (c)), the "bipolaron"

spreads out, most of the charge density oscillates over a range of 50 sites: negative

charge is formed and the total positive and negative charge are 2.1307e and -0.1307e

respectively (the net charge is always 2e). In this case, the motion of the lattice

can not keep up with the charged particles such as holes (see Fig. 4.2 (c)). For

example, we estimate that at 54 fs, the center of the charge density moves with a

speed of approximately 1 x 107 cm/s and the lattice displacement with a speed of

approximately 7 x 106 cm/s when E = 5 X 106 V/cm. The value of the calculated

lattice displacement velocity should be compared with the maximum sound velocity of

PT. It has been deduced from experimental measurements that the sound velocity in

PT is about 1 x 106 cm/s. [116] A quick estimation, using the formula v = w / k = 4a/T

where w = 2?T/T and k = ?T/2a with T = 20 X 10-15 s and a ~ 1 A or 10-8 cm

gives maximum phonon velocity (with maximum phonon energy of 0.2 eV) for PT as

2 x 106 cm/s. [35] This shows that the calculated lattice displacement velocity is three

or more times larger than the experimentally determined maximum sound velocity in

PT. Since lattice can not move faster than its maximum sound velocity, it follows that
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charge density must decouple from the lattice when its sound speed reaches maximum

value. In the very strong electric field of 7 x 106 V/cm (see Fig. 4.2 (d)), the charge

density is greatly polarized, i.e. half of the polymer is predominantly positive and

the other half predominantly negative (the net respective charges are 9.0946e and

-7.0946e). This large polarization is in part due to the model that we are using since

Coulomb interactions are not explicitly included in the model Hamiltonian (see Eq.

(1)).

The other contributing factor is the fact that charges (the two holes) are free to

move along the chain especially for the electric field strengths of the order of 7 x 106

V/cm. This results in a positive and negative charge accumulations that evolve as a

function of time as is shown in Fig. 4.4 (a) where the net negative charge is plotted

as a function of time steps. The largest negative charge (approximately -7e) occurs

around 1500 time steps. The net negative charge decreases to approximately -5.5e at

later times: 1750 and 2000 time steps and then beginning at approximately 2500 time

steps it oscillates with a relatively shallow amplitude around -2e value (representative

charge densities at various time steps are shown as insets in Fig. 4.4 (a)). Similar

behavior is observed for the net positive charge (not shown in this paper) since the net

charge must remain 2e. That is, the charge density is continuously changing as long as

electric field is applied (the polymer is not in a stable equilibrium state). It should be

pointed out that as an additional check, we have performed a calculation of the ground

state without the bipolaron at the same electric field strength and observed no chain

polarization in that case. Hence we believe that the observed polarization phenomena

is due to the presence of the net non-zero charge. In summary, the strength of an

electric field plays an important role in the charge transport in heterocyclic polymers.
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Figure 4.4: Net negative charge density as a function of time steps for electric field

equal to 7 x 106 V/cm. (a) without e-e interactions; (b) with e-e interactions.
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Figure 4.5: Energy levels in the presence of electric fields: (a) 2.6 x 105 V/cm, (b)

2 x 106 V/cm, (c) 5 x 106 V/cm, and (d) 7 x 106 V/cm.

4.1.3 Top Eigenvalues

The behavior of the charge densities is reflected in that of the electronic energy levels.

The top electronic band structure of a perfectly dimerized (having all 'single' bonds of

the same length and all 'double' bonds of the same length) neutral heterocyclic chain

consists of a valence band and a conduction band. In the ground state, the valence

band is completely filled, and the conduction band is empty. When a ( harged)

bipolaron is formed, the band structure of the SSH model is symmetric about the

middle of the gap and two energy levels appear in the gap (bip- and bip+ in Fig.
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4.5), which correspond to the bipolaron state. For the weak and moderate electric

field (see Fig. 4.5 (a) and (b)), the energy levels change little, which means that

the bipolaron is affected by the electric field to some degree, but its main character

remains unchanged. However, in a strong electric field 5 x 106 Vjcrn (see Fig. 4.5

(c)), the energy levels change significantly. In fact, bipolaron as such ceases to exist

after certain time and its energy levels merge with the valence and conduction band

of the polymer. In this process, the band gap decreases somewhat from over 2 eV to

1.5 eV. When the electric field is very strong (see Fig. 4.5 (d)), the process of the

bipolaron levels merging with the valence and conduction bands continues and band

gap decreases further to approximately 0.5 eV. At this point, the main charge storage

species are predominantly free charge carriers such as holes and electrons. However,

the material remains a semiconductor.

4.1.4 Total Energy Analysis

In order to increase our understanding of the above results even further, we also

calculate the total electronic, lattice potential and lattice kinetic energies as a function

of time. They are defined as follows [101],

cele(t) ~J;'i( Cl(~ 1>7,s(n, t)wv,s(n, t))2 (4.1)

Cpot(t) Kj2 2]Un+l(t) - un(t)? (4.2)

ckin(t) Mj2~u;'(t) (4.3)

and

Ctot(t) =cele(t) +cpot(t) +ckin(t). (4.4)
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Figure 4.6: Electronic, potential, kinetic and total energies (see Eqs. 4.1 - 4.4 and

text below) in the presence of electric fields: (a) 2.6 x 105 V/cm, (b) 2 x 106 V/cm,

(c) 5 x 106 V/cm, and (d) 7 x 106 V/cm.

Again the prime attached to the summation symbol denotes the sum over occupied

states. In Fig. 4.6, cele(t) - cele(O), Cpot(t) - cpot(O) and Ctot(t) - Ctot(O) are depicted

instead of cele(t), Cpot(t), Ctot(t).

It can be seen that the lattice potential energy and the electronic energy are out

of phase with each other for the weak and moderate electric fields as is shown in

Fig. 4.6 (a) and (b). This suggests strong correlation between the electrons and

the lattice. That is, the lattice must play an important role in the motion of excess
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charge. This is illustrated in Fig. 4.6 (a) where in the presence of a weak electric

field the potential energy increases almost linearly with time as the electronic energy

decreases also nearly linearly with time. As an aside, we can estimate the velocity, v,

of the bipolaron as 7 x 106cm/ s (which is approximately twice as large as obtained

for the moderate electric field) using an expression ~ = Fv = qEv where q = 2e

and ~ = 3.7 x 1012eV/S from Fig. 4.6 (a). [35] This means that the intrachain

mobility can be estimated to be p, = v/E = 25 cm2/sV which suggests that, if

the speed of the bipolaron remains constant, then the mobility will increase as E

decreases. [35] To check this, we calculate the mobility of the bipolaron at lower

electric fields such as E = 1.0 x 105V/cm and E = 2.0 x 104V/cm. We obtain

~ = 5.6 x 101leV/s, v = 2.8 x 106cm/ s and p, = 28 cm2/sV for E = 1.0 x 105V/cm,

and ~ = 2.0 x 1010eVIs, v = 5 x 105cm/ s and p, = 25 cm2/sV for E = 2.0 X 104V/cm.

The main conclusion is that as the electric field decreases the velocity of the bipolaron

also decreases (i.e. it does not remain constant), hence the intrachain mobility remains

relatively constant (it fir t increases to 28 cm2/sV and then decreases to 25 cm2/sV

for the two electric fields respectively).

When the electric field is 2x106 V/cm as indicated in Fig. 4.6 (b), the corre-

sponding increase in potential energy and decrease in electronic energy show similar

overall trends. However in this case the potential and electronic energies also display

out of phase oscillations in their respective curves. To show that this behaviour per-

sists as a function of time in the presence of a moderate field (2xl06 V/cm) we plot

the total energies up to 288 fs (8000 time steps) in Fig. 4.7. In addition, using the

above classical formula (i.e. !':::.E = Fv!':::.t = qEv!':::.t) potential energy increase can be

estimated during the time interval of 288 fs as 3.5 eV which agrees fairly well with

what is shown on Fig. 4.7. The two cases, Fig. 4.6 (a) and (b), clearly show that the

lattice deformation couples with the charge carriers to form a bipolaron. Their total
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Figure 4.7: Electronic, potential, kinetic and total energies plotted as a function of

time for E = 2 X 106 Vjcm.

and kinetic energies are increasing relatively slowly with time. In the Fig. 4.6 (c),

the lattice potential and electric energy are also out of phase, but the oscillations in

the electronic energy are larger than those of the potential energy and can be positive

indicating that charges are less bound to the lattice in comparison to the two previous

cases with weaker electric fields. Consequently, the total energy is no longer close to

zero. Kinetic energy contribution due to ions remains small. From Fig. 4.6 (d), we

see that the total energy of the system nearly equals to the positive electronic energy

which clearly suggests that the presence of free charge carriers. That is, the main
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charge carriers are holes and electrons when the electric field is very strong, although

some lattice deformation still exists.

4.2 Part B: Extended SSH Model with e-e Inter-

actions

4.2.1 Charge Density

As in Part A we first plot charge densities of a static (the electric field is zero) bipo­

laron and two polarons (see Fig. 4.1 (c) and (d)). In both cases the e-e interactions

(U = 2.25 eV) broaden the shape of their charge densities. For example, the half­

height width of a bipolaron spreads over approximately 25 sites as opposed to 15 sites

for the bipolar011 without the e-e interactions and the height of the bipolar011 with

e-e interactions in comparison to the one without is reduced from 0.15 to 0.1. This

broadening of the charge density shapes is easily accounted for by the fact that e-e

interactions are predominantly repulsive causing charges to separate further apart,

however, the net charge (corresponding to the area under the p curve) remains 2e

resulting in the wider and flatter bipolaron (and polaron) shape. The total energy

of a static bipolaron is -423.9798 eV which is 0.40 eV lower than the total energy of

two static polarons (-423.5831 eV) showing that within the current theoretical model

a bipolaron is more stable than two polarons when e-e interactions are included. As

in Part A we can also estimate the stability of the bipolaron versus two polarons

using their intra band energy levels and the same assumptions. [113] These show that

the bipolarons are more stable than two polarons by approximately 0.65 (rvO.68-0.04)

eV to 0.35 (rv0.44-0.07) eV. The two values arise because alpha and beta electrons

have different energy levels in the case of two polarons and intra band energies are
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no longer symmetric about the middle of the band for both bipolarons and polaron.

When an electric field is present, bipolaron propagates along the quasi-one dimen­

sional PT chain and similar results are obtained for the excess charge density as in

Part A. To illustrate some of the differences we consider what happens to net nega­

tive charge in the presence of the very strong electric field. We plot the net negative

charge for E = 7 X 106 Vjcm as a function of time in Fig. 4.4 (b). Without the

e-e interactions (see Part A) the chain becomes highly polarized (i.e. positive charge

accumulates at one end of the chain and negative at another) and then oscillates

around -2e value (see Fig. 4.4 (a)). With the e-e interactions the large accumulation

of negative (and positive) charge occurs initially as is shown by the insets in Fig. 4.4

(b). The minimum in the net negative charge occurs at 750 time step (where the

net negative and positive charges are -5.146e and 7.146e) which is earlier than 1500

time step when no e-e interactions were included. Similarly, the onset of the shallow

oscillations observed in the case of no e-e interactions also begins at earlier time (at

approximately 1750 time steps) and the oscillations are around -Ie value (instead of

-2e). In both cases, these oscillations are attributed to smaller (alternating) domains

of positive and negative regions of charge that are formed along the chain (and can

be seen in the insets in Fig. 4.4). The earlier times for the minimum and the on et

of the shallow oscillations and the shift to higher (negative) value around which the

oscillations occur in the net negative charge when e-e interactions are included is an­

other consequence of stronger repulsive interactions between electrons. That is, the

net negative (and by inference net positive) charge accumulations are smaller in the

case when e-e interactions are present. In summary, the strength of an electric field

has a significant effect and e-e interactions have a more subtle effect on the charge

transport in PT.
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Figure 4.8: Top energy levels of positively charged (+2e) PT in the presence of an

electric field: (a) 2.6 x 105 V/cm, (b) 2 x 106 V/cm, (c) 5 x 106 V/cm, and (d) 7 x 106

V/cm.

4.2.2 Top Eigenvalues

In Fig. 4.8, we plot the four top eigenvalues as a function of time for PT under the

influence of an electric field. When PT is doped and a (positive) bipolaron is formed,

the band gap decreases (in our case from 2.01 to 1.83 eV) and, as in Part A, two intra

band energy levels appear in the gap. For the weak and moderate electric field (see

Fig. 4.8 (a) and (b)), the results are very similar to what was observed when no e-e

interactions were included (see Fig. 4.5 (a) and (b) in Part A).
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In a strong electric field 5 x 106 V/ cm (see Fig. 4.8 (c)), the energy levels change

significantly. The gap between the bipolaron energy levels increases from 0.71 eV

(t = 0) to 1.06 eV (t = 54 fs) and the gap between valance and conduction bands

decreases from 1.83 to 1.67 eV (t = 54 fs). That is, the bipolaron levels merge

with the valence and conduction band of PT (again similar to what was observed

in Part A). This indicates the disappearance of a bipolaron and formation of free

charges, a behaviour similar to charged inorganic semiconductor. When the electric

field is very strong (see Fig. 4.8 (d)), the merging process continues, however in this

case both band gap and gap between bipolaron levels decrease significantly (they

are 0.91 eV and 0.40 eV respectively at t = 54 fs) forming an energy band of four

almost overlaping levels at some points. At these points, the system nearly becomes

a conductor, however as it evolves in time the gap grows again and PT remains a

semiconductor with a very small energy gap. The main charge storage species are

predominantly free charge carriers such as holes and electrons. This behaviour is

again very similar to what was observed when no e-e interactions were included in

Part A.

4.2.3 Total Energy Analysis

As in Part A we also calculate the total electronic, lattice potential and lattice kinetic

energies and plot them as a function of time in Fig. 4.9. They are defined as in Part

A of this section. Figs. 4.9 (a) and 4.9 (b) have similar features as observed in Fig.

4.6 (a) and (b). That indicates that, in all these cases, the lattice must play an

important role in the motion of excess charge since as the lattice potential energy

grows, the electric energy decreases. Figs. 4.9 (c) and 4.9 (d) are quite similar in

appearance (and resemble Fig. 4.6 (d) in Part A). To understand what causes the
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Figure 4.9: Electronic, potential, kinetic and total energies (see Eqs. 11-14) of posi­

tively charged (+2e) PT in the presence of an electric field: (a) 2.6 x 105 V/cm, (b)

2 x 106 V/cm, (c) 5 x 106 V/cm, and (d) 7 x 106 V/cm.
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change in the (total and electronic) energy slopes, Figs. 4.6 (d) and 4.9 (d) should

be compared with Figs. 4.4 (a) and (b) respectively. This comparison shows that the

slope changes occur when the charge density of the polymer becomes highly polarized

(corresponding to the minima in Fig. 4.4). Figs. 4.9 (d) and 4.4 (b) also show that

the energies level off when the charge density begins to oscillate along the chain. In

each case, the total energy of the system is nearly equal to the positive electronic

energy which clearly suggests that the presence of free charge carriers. It should be

noted that there is large variation in energy scales for different fields (for example, in

Fig. 4.9 (a) the energies are of the order of 0.1 eV, in (b) of 1 eV, in (c) of 10 eV and

in (d) of 100 eV).

4.3 Conclusions

Numerical simulations indicate that in the absence of an electric field and within

the SSH model without the e-e interactions, in heterocyclic conjugated polymer (as

described by the generic parameters used in Part A), a bipolaron is more stable than

two polarons. When e-e interactions are included in the SSH Hamiltonian and the

model is applied to PT, we still obtain the result that a bipolaron is more stable

than two polarons. However, this conclusion is clearly dependent on the strength of

the e-e interactions (which are appear to be relatively weak in PT) in comparison

to the e-ph coupling. It is possible that in other heterocyclic conjugated polymers,

the e-e interactions playa more significant role and the bipolaron is no longer stable

compared to separated two-polaron state. Hence, for PT, the extended SSH model

(with and without e-e interactions) suggests that the electric field has important effect

on the motion of the bipolaron: in a weak (2.6 x 105 Vfcm) or moderate (2 x 106

V fcm) electric field, bipolaron propagates with some shape change, but continues to
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remain strongly coupled to the lattice; in strong (5 x 106 V jcm) or very strong (7 x 106

V jcm) electric field, bipolaron dissolves and free charge carriers determine the charge

transport. A strong or very strong electric field may initially lead to a polarized

charge density with positive and negative charges occupying different regions of the

polymer. At later times, in the presence of a very strong field, the charge density

forms alternating negative and positive regions along the chain backbone, with the

net negative charge oscillating around -2e (no e-e interactions) or -Ie value (with e-e

interactions). The charges are essentially free electrons and holes. The energy analysis

reveals that strong interactions between lattice and charge carriers predominate in a

weak or moderate electric field; free charge carriers play an important role in strong

or very strong electric field. In summary, in PT, e-e interactions widen bipolaron in

comparison to one without e-e interactions, but they do not significantly affect the

nature of its transport.
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Chapter 5

Introduction

As stated in the Chapter 1 materials made of organic conjugated polymers have

found many uses in devices such as OLEDs, OFETs, solar cells (OPVCs) and so on.

In particular, organic solar cells will become important devices to solve the world en­

vironment and energy needs. Many energy experts estimate that the world will need

30 terawatts (TW) of energy by the year 2050 which should be compared to today's

13 TW of energy usage. The new energy resources should not damage our environ­

ment. To satisfy growing energy demands without destroying the environment, the

sun is proposed as the source of energy. [117J Solar cell is the device that converts

the energy of sunlight directly into electricity. In majority commercial applications

silicon-based photovoltaic cells are used. However, in the past decade, OPVCs have

become increasingly important for many reasons. They offer low cost and easy of

processability. [119] OPVCs also operate better at low light levels (i.e. indoor ap­

plications) compared with most inorganic PVCs. [118, 119] The silicon-based PVCs

have efficiencies in excess of 20% and operational lifetimes of more than 25 years. In

the 1980s and early 1990s, the OPVCs because of their low efficiency were not able

to compete with silicon-based devices. The OPVCs' performance has improved in
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recent years, their efficiencies can be as high as 7% and their estimated operational

lifetimes are of the order of 20,000 h. [118, 119J For example, thus far, the best power

conversion efficiency (PCE), of the order of 6-7o/c [120, 121, 122]' has been reported

for polymer bulk heterojunction (BHJ) OPVCs involving electron-donating alternat­

ing conjugated co-polymers and electron-accepting fullerenes such as C70 derivatives.

One of the remaining problems with OPVCs is that high efficiency and long lifetime

have not been obtained in the same device. However, since these improvements have

been shown in separate materials, it is likely that they will be obtained in a future

single device.

Current research indicates that there are many factors that determine the effi­

ciency of organic solar cells. [123, 124, 125] Most importantly, the material(s) used

in the active layer of OPVCs should have a broad absorption in the solar spectrum,

suitable band gaps and energy levels, and high carrier mobilities for the polymer, and

the appropriate bulk nanoscale morphology. For example, it has been postulated that

for optimal performance of BHJ cells, the conjugated polymers should have a band

gap between 1.2 and 1.9 eV, since low-band gap polymers can better harvest the solar

spectrum,[119, 126, 127] with the highest occupied molecular orbital (HOMO) energy

in the range -5.2 to -5.8 eV, the lowest unoccupied molecular orbital (LUMO) in the

range -3.7 to -4.0 eV, and a hole mobility higher than 10-3 cm2V-1s-1. [128, 129]

Historically, the best performing polymer solar cells were made with regioregular

poly(3-hexylthiophene) (P3HT) as donor materials, they achieved an efficiency sur­

passing 5%. [130] However, the relatively large band gap (around 1.9 eV) of P3HT

limits its absorbance from the solar cell spectrum to below a wavelength of 650

nm. [127J Poly[2-methoxy-5-(3',T-dimethyloctyloxy)-p-phenylenevinyleneJ (MDMO­

PPV) [131] and other conjugated (thiophene based (e.g. [132]) and otherwise) poly­

mers [119, 127J suffer from similar problems. Another group, alternating co-polymers
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containing cyclopentadithiopene and benzothiadiazole (BT) units [133, 134, 135J dis­

played high charge carrier mobilities (and low band gaps) and hence a promise (as

yet not realized) of potentially significantly increased PCE values.

Recently, the use of carbazole (see Fig. 5.1) as one of the units in the alter­

nating co-polymers led to the development of many low band gap materials. [127]

Initially, the improvements were made with the use of thiophene(s) as co-monomers

in these alternating co-polymers. [136J Later, BT, as well as thiophene and cabazole

units were used. [126, 128J These three units (BT (or similar N based cyclic unit),

thiophene and carbazole, see Fig. 5.2 for the corresponding chemical structures)

were used as co-monomers in a number of alternating co-polymers which, in turn,

were used to construct organic BHJ solar cells.[128J The properties of these conju­

gated polymers and corresponding solar cells were then extensively studied. This re­

search indicated that poly( -9'-heptadecanyl-2-7-carbazole-alt-5,5-(4',7'-di-2-thienyl­

2',l',3'-benzothiadiazole)) (PCDTBT) has the highest hole mobility among the poly(2,7­

carbazole) (PC) derivatives studied and its corresponding blended material with [6,6

]-phenyl C61 butyric acid methyl ester (PC61 BM) gave a relatively good performance

in BHJ solar cells. In general, it was also found that symmetric polymers (PCDTBT,

PCDTQx) because of higher structural order gave hole mobilities approximately an

order of magnitude higher than asymmetric polymers (PCDTPT, PCDTPP) with one

exception, both PCDTBX and PCDTPX gave similar mobilities in the pristine state.

In addition to the carbazole based polymers which are characterized by their hole

mobilities, the electron mobility in poly(9,9-di-n-octylfluorene-alt-benzothiadiazole)

(F8BT) (see Fig. 5.3 for its chemical structure) is also studied. [137] The main goal

of the Part II of the thesis is to investigate the hole and electron mobilities in the or­

ganic conjugated polymers with computational methodology based on their chemical

structure and bulk morphology.



CHAPTER 5. INTRODUCTION

Fluorene Monomer Carbazole Monomer

57

Figure 5.1: The chemical structures of fluorene monomer, carbazole monomer and

BTT.

First it should be noted that most organic semiconductor devices use polymer films

that are relatively amorphous and/or heterogeneous, once formed (e.g. upon doping

or through other means) their charges are delocalized within the conjugation length,

forming entities such as polarons, that are mostly confined to move along the polymer

chain. In the presence of an (external or local) electric field, a hopping model (as op­

pose to band model), that involves movement of charges (electrons or holes) between

polymer chains, is an appropriate mechanism to account for the bulk charge trans­

port in organic semiconductors. [7J Given that the hopping is the main mechanism of

charge transport, the computational method implemented in this thesis is similar to

the one as proposed by Athanasopoulos et al. [56] for the determination of mobil­

ities in conjugated polymers (PF in their case). The important component of their

model for charge transport is that it incorporates explicitly the chemical structure of

the polymer. The first step in their approach involved obtaining the relaxed (fully

optimized) geometries of the short oligomers corresponding to the spatial extent of

charge transporting unit (such as polaron for example) with the use of DFT with the

hybrid B3LYP functional. This was followed by calculations of the transfer integrals
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Figure 5.2: The chemical structures of the monomers of carbazole derivatives: (a)

PCDTBT, (b) PCDTPT, (c) PCDTBX, (d) PCDTPX, (e) PCDTQx, (f) PCDTPP.



CHAPTER 5. INTRODUCTION

Figure 5.3: The chemical structure of F8BT.
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(t's) using the molecular orbital overlap (MOO) method [58] which employed the in-

termediate neglect of differential overlap Hamiltonian with Zerner's parameterization

(ZI DO/S) to obtain atomic overlap (equivalent to molecular orbital overlap) from

a single self-consistent field (SCF) calculation on one isolated (DFT geometry opti­

mized) oligomer [58J. The intermolecular transfer rates (r's) were then determined

using the Marcus-Hush theory [138, 14J which in addition to transfer integrals re­

quired the determination of reorganization energies (A's) (again using DFT method).

MC transport simulations of hopping under an applied electric field (a biased random

walk) were then performed for given bulk ordered morphologies. These morphologies

were based on the observed structures of the crystalline and bulk fluorene polymer

material. [56J

In this thesis, the above steps with some variations (details of the proposed com­

putational approach are given in Chapter 6) are applied to known (select few) organic

conjugated polymers [119, 128, 137] as discussed above. Namely, in Chapter 7, first

pure fluorene and cabazole polymer systems (see Fig. 5.1) are considered and their
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transfer rates and mobilities are determined. This is followed by calculations of hole

mobilities for more complicated (pristine) polymer (PCDTBT, PCDTPT, PCDTBX,

PCDTPX, PCDTQx and PCDTPP, see Fig. 5.2) systems and of electron mobility for

F8BT (see Fig. 5.3). The above polymer systems have been primarily chosen to test

the proposed computational methodology because the experimental values for their

hole [128] and electron [137] mobilities are available for comparison and calibration

purposes. It is hoped that greater understanding of the trends in the experimen­

tally determined hole and electron mobilities in organic conjugated polymers can be

obtained with the use of the proposed computational methodology. For example, it

is expected that it will be possible to establish which polymers (i.e. which chemical

structures) and/or, which morphological arrangements (crystalline or disordered etc.)

could lead to improved mobilities. In addition, future work will involve computations

of mobilities for the heterogeneous systems that include promising conjugated poly­

mers and fullerene derivatives (such as PC61 BM or PC7J BM). The results presented

in Chapter 7 have been submitted for publication. [139]



Chapter 6

Multi - Step Computational

Approach

6.1 Geometry Optimization

Similar to what was proposed in reference [56], the first step in the proposed approach

involves obtaining optimized molecular structures of short oligomers (monomers,

dimers, and trimers) with the use of DFT/B3LYP/6-31G* method. [140] This method

has proven to be an efficient way for calculating the molecular structures for conju-

gated organic oligomers (see for example reference [141]). For most conjugated

polymers, polarons are the main charge carries. Typically, polarons extend over more

than 2 nm (20 A) along polymer chain. For pure fluorene and carbazole polymers,

monomers are too short (typically 7-8 A long) and trimers should be used to contain

the spatial extent of a polaron, however, for the purpose of determining trends in

transfer rates we consider monomers and dimers as well as trimers. For carbazole

derivatives (see Fig. 5.2), ones that contain, for example, BT, two thiophenes and

carbazole units, monomers (typically longer than 2 nm) are long enough to contain
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a polaron. For computational expediency, the octyl side chains in carbazole and flu­

orene units are replaced by H atoms in all calculations (however, it should be noted

that side chains are important for the three-dimensional (3D) packing).

6.2 Transfer Integrals

The next step in the proposed procedure involves the calculation of transfer integrals

which essentially describe intermolecular overlaps of electronic wave functions and

typically are difficult to compute accurately for a number of reasons that will be briefly

mentioned below. The description of the actual procedure used in this work will then

be given. A method of calculating electron transfer integral using the two-state model

and within the Hartree-Fock (HF) approximation was proposed in 1998. [142] Early on

it was recognized that even a first-order evaluation of the transfer integral is difficult

because many different physical factors (overlap, relaxation and polarization of MO's

for example) contribute to t. In reference [143], the authors argue that, the amplitude

of the transfer integral which is related to the strength of interaction between two

organic oligomers (and is often referred to as an electronic coupling in contract to a

electron-phonon coupling) is extremely sensitive to the molecular packing (distance

and orientation of oligomers in a cluster) and is inherently related to the HOMO

and LUMO energy splitting that occurs when going from an isolated oligomer to

interacting oligomers (typically dimers). They determine t using molecular orbital

levels within the one-electron picture using semiemperical HF INDO method (as

developed by Zemel') for systems such as sexithienyl molecules, oligoacenes etc. and

illustrate that cofacial configurations lead to largest t. For another example of this,

see also more recent work [144J which shows that for oligofluorenes the increase in

the interunit angle leads to a decrease in an electronic coupling between oligomers



CHAPTER 6. MULTI - STEP COMPUTATIONAL ApPROACH 63

and a subsequent decrease in charge mobility. Based on the energy splittings, it

is also pointed out [143] that in 7r-conjugated polymers, electrons as well as holes

can give rise to high mobilities. Reference [145] gives a good summary of theory

involved in determining t using both the "dimer" method for isolated molecules and

the "band width" method (the so called single band approximation) for the extended

solid state systems and shows that the value of t depends on the level of theory

(semiemperical, HF, DFT, other post HF methods) used in the evaluation of t. One

important conclusion relevant to this work is that t should be evaluated using one

method when comparing systems' mobilities directly.

More recently, it is pointed out that the "simple" energy dimer splitting method

fails when the localized monomer MO's are nonorthogonal. [146] They showed that

the correct energy splitting between the dimer's HOMO and HOMO-1 levels for hole

mobilities (or LUMO and LUMO+1 levels for electron mobilities) is obtained when

a transformation from nonothogonal to orthogonal localized basis set is made. This

corrected expression is especially relevant when dealing with two molecules in the

dimer that are not symmetrically equivalent since in this case the molecules polar­

ize each other. They carried out their calculations using predominantly DFT with

B3LYP functional. This methodology has been used recently to calculate mobilities

in disordered C60 thin films. [62] The one disadvantage of this approach is that the

determination of the energy splitting requires the knowledge of explicit values of ma­

trix elements (overlap and otherwise) that are not readily available from standard

computational software.

Yet others pointed out that the value of t can be significantly affected by the

thermal motion of molecules. In reference [147J it is shown (with the use of both

molecular dynamics (MD) and quantum mechanical (QM) computations) that ther­

mal fluctuations in t can be of the same order as their average over a period of time
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due to t's sensitivity to intermolecular distance and orientation. More recently, it is

shown, by employing DFT and molecular mechanics (MM) simulations, that the in­

teraction of charge carriers with QM treated lattice vibrations (phonons) plays a key

role in the charge-transport properties in organic semiconducting (molecular) crystals

[148J and the nonlocal electron-phonon interactions should be included in evaluation

of t. Given all these findings we have tried to find a middle ground for evaluating t, a

method that is more general than the "dimer" energy splitting but not as complicated

as the recent theories that take electron-phonon coupling into account for example.

That is, our aim in this work is to develop an approach that is both expedient (from

a computational point of view) and accurate enough to provide insight as well as

aid in the estimations of mobilities in organic conjugated polymers. We believe the

projective method, which will be summarized below, is a good compromise. [58, 149]

As stated above, the (equilibrium) transfer integral can be formally defined as an

expectation value of the system Hamiltonian between two multielectron wavefunc­

tions corresponding to two separate molecules involved in the charge transport. [58J

Assuming that the multielectron wavefunctions are single Slater determinants and

invoking the frozen-core approximation, where it is assumed the determinants differ

only by the uppermost MO's (HOMO's in the case of hole transport and LUMO's

in the case of electron transport), the above defined integral reduces (using Slater­

Condon rules [150]) to a calculation of an expectation value of a Fock matrix between

the corresponding HOMO's or LUMO's.

The relative orientation and distance between the two molecules play an important

role in determining the value of the transfer integral and hence in the transport

properties of a given molecular system. [56J In addition, most of our oligomers are

not strictly planar (for example, the dihedral angle between thiophene and carbazole

planes is of the order of 30-40°), hence, we must first establish a common procedure
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(i.e. one that can be used for both planar and nonplanar structures) of determining

the 'plane' of one oligomer relative to which the second oligomer's orientation can

be determined. There is no unique way of doing this. In principle, we can use the

locations of all or of a subset of atoms in a given molecule to be fitted to a plane. We

have chosen to use all backbone (non hydrogen) atoms in our fits. That is, we fit a

plane to a set of points (i.e. coordinates of backbone atoms in a given oligomer) by

a least squares plane method (which involves solving a et of simultaneous equations

using the eigenvalue-eigenfunction approach [151, 152, 153]). Given a plane, we

determine the coordinate system relative to this plane (one axis is perpendicular to the

plane, another lies along the line between two farthest points on the plane, the third

axis is determined by a cross product with the other two axis). We then transform

the original molecular coordinates to new coordinates corresponding to the new set of

axis. The position of the second molecule is determined by applying translation (and

possibly rotation) operation relative to the first. In our initial study of pure fluorene

and carbazole oligomers, we consider three types of orientations (cofacial, CF, (often

referred as 7l'-stacking), hexagonal, HX, and side-by-side, SS) between two molecules

as shown in Fig. 6.1.

For the carbazole derivatives we primarily consider 7l'-stacking orientation between

monomers. The distances (d's) between the planes of the two molecules are initially

determined with the use of the experimental values (when available). They are also

estimated by fitting our mobilities to the corresponding experimental ones (again

when available).

Once the method of determining the orientation and the distance between the

molecules is defined, we employ the projective method (instead of MOO which was

used in [56]) as described in reference [58] to evaluate the transfer integrals, really the

expectation value of the Fock matrix as defined above. The projective method (see
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cofacial

(CF)

hexagonal

(HX)

side-by-side

(SS)

Figure 6.1: The relative orientations of the molecules in the pairs: cofacial (CF) or

'IT-stacking, hexagonal (HX, one molecule is in the center and the other is in front or

behind it 30° off the vertical line) and side-by-side (88, in the same plane).

also [149]) uses the spectral theorem (which in turn involves a change of basis sets

and matrix diagonalization [154]) and requires two (really three) SCF calculations:

two for single molecules, one at the origin and another at the required distance and

orientation relative to first, and another for a pair of molecules involved in the charge

transfer. In this method the orthogonal molecular orbitals (as represented by their

coefficients of linear expansion and obtained from the ZINDO calculations using the

DFT optimized geometries) of individual molecules are used to build a local basis set

(C1oc , N x N Hermitian block diagonal matrix consisting of columns of eigenvectors

corresponding to the N occupied eigenstates) which is then projected onto a pair

basis set (Cpair , also N x N matrix) consisting of the molecular orbital coefficients of

the pair in order to obtain the orbitals of the pair in the localized molecular orbital

space, i.e. the localized pair basis set, C~':.ir = C{ocCpair. A transformed Fock matrix

in the new localized basis set of the pair, F;~~r = C~':.irEpairC~':.irt, is then obtained
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where Epo.ir = C~airFpo.irCpo.ir is the diagonal matrix consisting of the eigenvalues of

the Fock matrix for the pair and the transfer integral is read off from the appropriate

off-diagonal element of the new Fock matrix Fi:ir, for a full description see reference

[58J.

6.3 Reorganization Energies

The reorganization energies, for both the hole and the electron transport, must be de­

termined for the calculations of transfer rates. Physically, the reorganization energy is

the energy required to force the reactants to have the same nuclear coordinates as the

products without electron transfer (in the reactions involving electron transfer). [138J

If molecular vibrations and polarizations due to the surrounding medium are neglected

(i.e. the external contributions to reorganization energies are ignored as is the current

practice in most of the simulations of mobilities), then the reorganization energy for

the hole transfer in the reaction that involves acceptor (A) and donor (D) molecules,

i.e. D + Ae+ ---+ De+ + A can be approximated by a sum of differences between

the vertical and adiabatic ionization potentials (IP's) (vertical IP is defined as the

process involving electron removal for which the nuclear coordinates in both neutral

and positive ions are the same, corresponding to the ground state of neutral molecule;

adiabatic IP is defined as the process in which the nuclear coordinates of neutral and

positive ions are optimized, both neutral and positive ions are in their relaxed ground

states) of the neutral donor (D) and between the vertical and adiabatic electron

affinities (EA's) of radical cation acceptor (N+ ). [14, 155J That is, the hole reorgani­

zation energy P'h) is given by Ah = (Eneut(De+) - Eopt(De+)) + (Eradc(A) - Eopt(A))

where Eneut(De+) and Eopt(De+) are the energies of the De+ calculated at the neu­

tral (neut) and optimal (opt) cation geometries respectively (their subtraction cor-
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responds to the difference between the vertical and adiabatic IP's of the neutral D),

and Eradc(A) and Eopt(A) are the energies of A at the radical cation (radc) and op­

timal ground-state geometries respectively (corresponding to the difference between

the vertical and adiabatic EA's of A"+). Similarly, for the electron transfer in the

reaction DO- +A --. D+Ao-, the electron reorganization energy (Ae) can be approx­

imated by a sum of differences between the vertical and adiabatic IP's for the radical

anion donor (DO- ) and between the vertical and adiabatic electron affinities (EA's)

(vertical and adiabatic EA's are defined similarly to IP's, see above) of the neutral

acceptor (A) and is given by Ae = (Erada(D) - Eopt(D)) + (Eneut(AO-) - Eopt(AO-))

where Erada(D) and Eopt(D) are energies of the neutral D calculated at the radical

anion (rada) and optimal ground-state geometries respectively (this contribution cor­

responds to the difference between the vertical and adiabatic IP's of the DO- ), and

Eneut(AO-) and Eopt(A"-) are the energies of A"- at the neutral and optimal geome­

tries respectively (corresponding to the difference between the vertical and adiabatic

EA's of neutral A). All energies are calculated at the level of DFT/B3LYP/6-31G*

for consistency and since, as stated above, B3LYP is a functional that is frequently

used in electronic structure studies of organic conjugated systems. It should be noted

that the actual values the reorganizations energies (similar to transfer integrals) de­

pends to some extent on the ab initio and/or DFT method used to compute the

corresponding energies (see for example reference [156]). We feel that for the purpose

of this study the B3LYP/6-31G* values are adequate to illustrate the procedure (of

determining the mobilities) proposed in this work.
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6.4 Transfer Rates and Mobilities
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Transfer rate r ij is computed using Marcus-Hush theory [138,14] where r ij is given

by

(6.1)

rij depends on the electronic transfer integral (t ij ), the molecular reorganization en-

ergy (A), and the temperature (T). In Eq. (6.1), kB is the Boltzmann's constant; 11,

is Planck's constant divided by 27l' and 6.Gij = e6.rij· E is the free energy difference

between initial and final sites with 6.1'ij being the distance between sites, e, the mag­

nitude of an electric charge, and E the electric field respectively (since the (torsional)

structures of the oligomers do not change after electron transfer, no free energy due

to conformational changes is included in 6.Gij ). The reorganization energy is deter­

mined using the methodology introduced in references [14, 155] and the evaluation

of the transfer integral employs the projective method as discussed in reference [58],

and in the above respective sections in this chapter.

The mobility is proportional to intermolecular charge (hole or electron) transfer

rate rij , We employ the MC method [157] to calculate the mobilities (J1.'s) of the

systems studied.

As an example of calculating 3D mobilities for the ordered (crystalline) polymer

system, we model a film of poly(9,9'-dioctylfluorene) (PF) and poly(2,7-carbazole)

(PC) as aligned trimers on a hexagonal lattice where the oligomers are parallel both to

each other and normal to the substrate (see Chapter 7). The oligomers are arranged

coaxially in columns as a model of a continuous chain along the x direction. The

electric field is along the y-axis. The oligomer position is determined by the midpoint

of the oligomer relative to the (x,y,z) axes (see discussion above for the definition

of coordinate system). The 3D simulation system consists of 2000 planes of 20x20
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points in the x-z plane (corresponding to the projections of the hexagonal oligomers'

positions onto the x and z directions) with periodic boundary conditions applied along

these (x and z) directions. Using a similar procedure we also model 3D hole mobilities

for carbazole derivatives in crystalline state with tetragonal unit cell and electron

mobility for F8BT in a crystalline state with monoclinic unit cell (see Chapter 7). In

addition, since most pri tine polymer films are amorphous (i.e. they contain certain

disordered regions mixed in with crystalline domains) we include some orientational

disorder in our 3D mobility simulations for the carbazole derivatives (with tetragonal

unit cell). The results of these calculations are discussed in the Chapter 7.

A MC transport simulation is executed on the model system in the following way:

for a charge on site i, waiting times Ti/S are determined for a hop from site i to

each of its eight nearest neighbor sites j, using an expression: Tij = -In(X)/fij ,

where X is a random number wliformly distributed between 0 and 1, and f ij is the

transfer rate as given in Eq. (6.1). It should be noted that transfer rates in Tables

7.2,7.4,7.6 and 7.7 are calculated with the electric field (and hence 6.Gij ) set equal

to zero. We have found that for weak or moderate electric fields (of the order of 104

V/cm or so that were used in this work) the transfer rates did not change very much

when 6.Gij was included in the calculations of f ij . In all other cases whenever the

transfer rates are used in the mobility calculations, the electric field was not set to

zero and was included in the f ij computation as given in Eq. 6.1. The hop with the

smallest waiting time is chosen and executed and the simulation time (i.e. trajectory

time) is increased by Tij' We follow the trajectory of a hole randomly placed on a

monomer in the film and calculate the time for the hole to travel a fixed di tance

d, (2000 cell widths for 3D simulations that employed in model systems with known

symmetry (hexagonal, orthorhombic, tetragonal or monoclinic are used in this thesis)

and 20000 lattice sites for 1 dimensional (ID) simulations) in the field direction. A
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transit time is averaged over several trajectories (of the order of 10-100 since averaging

over larger number of trajectories does not change the result) and (1') is obtained. The

mobility Jl is computed using an expression, Jl = d/((1')E), where E is the magnitude

of an electric field (taken as 4 x 104 V/cm in this work in most cases). It is known

experimentally that intrachain mobility of a charge [158] is typically much larger

(could be as larger by a factor of 100 or more (e.g. see discussion on page 44)) and

will in effect contribute little to the overall 3D bulk mobility which is limited by the

charge hopping between the chains. Hence we found that determining 1D mobility

(charge moving preferentially in the direction of the electric field) is often sufficient to

give realistic (first order) estimate of the bulk mobility. This effect will be discussed

in Chapter 7.



Chapter 7

Results

7.1 Transfer Rates: Fluorene and Carbazole Oligomers

First transfer integrals and transfer rates for short fluorene and carbazole oligomers

were determined to assess the dependence of the value of the transfer integral and

transfer rates on the size of the oligomer and on the orientation of the two molecules

in a given pair. We consider fluorene monomer (FM) (repeat unit of fluorene based

polymers such as PF, see Fig. 5.1), dimer (FD), and trimer (FT) and carbazole

monomer (CM) (repeat unit of carbazole based polymers such as PC, see Fig. 5.1),

dimer (CD), and trimer (CT). For each pair of molecules, three types of orientations

are investigated: CF, HX and SS as shown in Fig. 6.1. The distances between the

centers of the molecules are taken as 4.4 A (intermolecular distance expected in

cofacialorientation [159, 160, 161, 162, 163]), 5.0 A(an intermediate value) and 6.5

A (value suggested in [56]) for the CF configuration and 5.0 Aand 6.5 Afor the HX

and SS orientations. When possible, reorganization energies are also determined for

monomers, dimers and trimers. The results are presented in Tables 7.1 and 7.2 for

the hole transport and Tables 7.3 and 7.4 for the electron transport.

72
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Table 7.1: The hole transfer integrals (t's) between pairs of molecules in various

orientations. CF, HX and SS correspond to orientations as shown in Fig. 6.1, d is

the distance between the centers of the molecules, and A is the reorganization energy.

The distances are in A's and the energies (transfer integrals and the reorganization)

are in meV's.

Oligomer CF CF CF HX HX SS SS

d=4.4 d=5.0 d=6.5 d=5.0 d=6.5 d=5.0 d=6.5

FM 68.698 16.092 0.256 29.403 0.644 22.950 0.545 263.5

FD 70.903 16.637 0.311 31.831 0.719 24.892a 0.869a 257.6

FT 86.588 21.629 0.370 25.627 0.481 10.733 0.092 211.3

CM 67.674 15.760 0.210 28.424 0.639 18.716 0.382 119.7

CD 68.717 16.018 0.257 29.252 0.612 18.157a 0.536a 262.4

CT 85.898 21.331 0.407 21.709 0.394 2.596 0.341 211.5

aThe actual values are 49.783 and 1.737 meV for FD and 36.314 and 1.072 meV for

CD, i.e. twice what is given in the table for the reasons given in the text.
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From Table 7.1, and in agreement with what is expected, we see that hole transfer

integrals decrease when the distance between molecules increases in all cases. For

both fluorene and carbazole, for the CF stacking, trimers have the biggest trans­

fer integrals and monomers have the smallest ones, for the HX stacking, all three

oligomers have comparable transfer integrals (with trimers somewhat smaller than

those for monomers and dimers).

It should be pointed out that for trimers (FT and CT), two degenerate config­

urations are possible, one leading to the extended linear chain and another to the

curved (spiral with large pitch) structure depending on the signs of the dihedral an­

gles between the F (in FT) and C (in CT) units. In Table 7.1 we present results for

the linear extended configurations. In addition, for the SS stacking it must be noted

that the close contacts (between nearest neighbour atoms) in the FD and CD are

approximately twice that in the corresponding monomers, hence the dimer's transfer

integrals are approximately twice that of the monomer's. For comparison purpo es,

for SS stacking the dimers' t values given in the Table 7.1 are half of the actual

numbers as noted in the footnote. The transfer integrals for the trimers (FT and

CT) are the smallest due to decreased side-by-side interactions in their extended (but

twisted since the respective F or C units are not exactly planar as was discussed in

Chapter 6) linear structures for the SS stacking. For fluorene oligomers, the reorga­

nization energy decreases from monomer to trimer. For carbazole, monomer ha an

anomalously small reorganization energy (possibly due to the N atom whose presence

is significant in the small oligomer such as CM [164] and which tends to localize the

positive charge (hole) near the N atom) whereas its values for the dimer and trimer

are comparable to those obtained for fluorene oligomers. These data suggest that for

the same distance and orientation between molecules the transfer integrals are ap­

proximately of the same order of magnitude for monomers and dimers (but somewhat
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different for trimers). This confirms that monomers and dimers are typically too short

to obtain accurate estimates for the polymer s transfer integrals and reorganization

energies and trimers should be used (although it should be stated that if only rough

approximations are needed, both monomers and dimers provide adequate estimates).

In Table 7.2 the corresponding hole transfer rates are given. From Eq. (6.1) it can

be seen that r is largest when t is large and A is small. For the CF stacking, all transfer

rates are comparable for a given distance with trimers giving slightly larger values for

both fluorene and carbazole oligomers with one exception. The one exception is CM

and is wholly due to CM's small value of A. For the HX stacking, the situation is very

similar with all fluorene and carbazole oligomers giving very similar values for a given

distance with one exception (CM) as discussed above. For the SS stacking, fluorene

and carbazole monomers and dimers give comparable values (for comparison purpo es

the actual values for r for FD and CD are now divided by four since r ex e) which in

general are larger than those for the trimers for a given distance. The smaller values

for the trimers can be accounted for by the smaller t's for trimers as given in Table

7.1. Given the results of Tables 7.1 and 7.2 we can conclude that for CF and HX

stacking, monomers and dimers give r values that are comparable to those obtained

for trimers for a given distance (i.e. in these orientations r is not as sensitive to the

length of the oligomer). For the SS stacking, because of the various complications

with monomers and dimers as discussed above, it is best to use trimers to estimate

r's for the polymers. Also, as expected smaller reorganization energies can lead to

higher transfer rates, especially if they are combined with large transfer integrals (see

for example the corresponding values for CM in Tables 7.1 and 7.2). On the average,

r decreases by four orders of magnitude when distance is increased from 5 to 6.5 A.

For completeness we also study the electron transport in fluorene and carbazole

oligomers. Their transfer integrals, reorganization energies and transfer rates are
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Table 7.2: The hole transfer rates between pairs of molecules in various orientations.

All the symbols are defined as given in Table 7.1. The unit for transfer rate is 8-1

and distances (d's) are in A's. T = 300 K.

Oligomer CF CF CF HX HX SS SS

d=4.4 d= 5.0 d= 6.5 d= 5.0 d= 6.5 d= 5.0 d= 6.5

(X1013 ) (X1012
) (x108

) (XlO12 ) (x108) (X1012
) (x108 )

FM 1.2 0.7 1.7 2.2 11 1.3 7.6

FD 1.4 0.8 2.6 1.8 14 1.7a 21a

FT 3.5 2.2 6.5 3.1 11 0.5 0.4

CM 7.0 3.8 6.7 12 62 5.3 22

CD 1.2 0.7 1.7 2.2 9.7 8.5a 7.5a

CT 3.5 2.1 7.8 2.2 7.3 0.032 5.5

aThe actual values are four times those given in the table (see the text and Table 7.1

for an explanation).
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Table 7.3: The electron transfer integrals (t's) and reorganization energies (A's) be­

tween pairs of molecules in various orientations. All the symbols and units are the

same as given in Table 7.1.

Oligomer CF CF CF HX HX ss ss

d = 4.4 d = 5.0 d = 6.5 d = 5.0 d = 6.5 d = 5.0 d = 6.5

FT 32.785 12.200 0.544 38.528 0.613 27.529 3.790 2 6.3

CT 31.238 10.698 0.390 39.485 1.803 11.092 1.393 259.5
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Table 7.4: The electron transfer rates between pairs of molecules in various orienta-

tions. All the symbols are defined as given in Table 7.1. The unit for transfer rate is

8-1 and distances (d's) are in A's. T = 300 K.

Oligomer CF CF CF HX HX SS SS

d=4.4 d= 5.0 d=6.5 d= 5.0 d= 6.5 d= 5.0 d = 6.5

(X1013 ) (X1012 ) (x108) (X1012
) (x108) (X1012

) (x108 )

FT 0.2 0.3 5.8 2.9 7.4 1.5 280

CT 0.3 0.3 4.1 4.2 87 0.33 52
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given in Tables 7.3 and 7.4. We have found that for the fluorene and carbazole

monomers and dimers (FM, FD, CM and CD) the reorganization energies can not

be computed because their monomers and dimers do not form stable negative ions.

Hence for the electron transport we consider only trimers: FT and CT. As can be

seen from Table 7.3, in most cases, the transfer integrals have comparable values

with CT having somewhat smaller values than FT in the CF and SS stacking and

somewhat larger than FT in the HX stacking. The reorganization energy for CT is

smaller (259 meV) than for FT (286 meV). Because smaller values for A compensate

for smaller values of t in CT, the transfer rates as given in Table 7.4 for CT and

FT are very similar in the CF and SS stacking, with CT showing somewhat smaller

values especially at larger distances such 6.5 A. In contrast, for the HX stacking,

the larger t's and smaller A for CT result in higher transfer rates than those for FT.

Clearly in the case of electron transport, the transfer rates depend quite strongly on

the molecular orientation as well as the distance. For example, for CT, HX stacking

give the highest transfer rate, followed by SS and then CF stackings at d = 6.5 A.

On the other hand for FT, SS stacking gives the highest transfer rate followed by HX

and CF stacking at d = 6.5 A. Also at d = 6.5 A, for CT, in HX and SS stackings, the

transfer rates for electron are higher than those for hole transfer rates by one order of

magnitude and for FT, the hole transfer rates are higher for the CF and HX stacking

by small amounts but are considerably smaller (almost four orders of magnitude) for

the SS stacking in comparison to its electron transfer rates. Thus, another general

tendency is that CF stacking favours hole transport since in both CT and FT hole

f's are larger than electron f's in this orientation, and SS stacking favours electron

transport since again in this case in both CT and FT electron f's are larger than hole

f's especially at larger intermolecular distances.

As an aside, we make one additional note regarding the relative position of two
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molecules in a cluster. It has been observed [162, 163J that, say in cofacial (71"­

stacking) orientation it is possible for the polymers to be either "shifted" or "flipped"

(rotated 180°) relative to each other to minimize the side chain interactions. Given the

short oligomers used in this work, it is difficult to consider the "shifted" orientation.

However, we performed some calculations of transfer integrals for the "flipped" con-

figuration for FT and CT. The general observation is that in the CF stacking at both

d = 5.0 and 6.5 A the hole transfer integrals increase somewhat (the actual values

are 25.960 and 25.760 meY (5.0 A) and 0.623 and 0.694 meY (6.5A) for FT and CT

respectively and should be compared with the corresponding numbers in Table 7.1)

and the electron transfer integrals decrease somewhat (the actual values are 6.943 and

6.493 meY (5.oA) and 0.275 and 0.398 meY (6.5 A) for FT and CT respectively and

should be compared with the corresponding numbers in Table 7.3) in the "flipped"

configurations. Given that the transfer rates have not changed significantly, we have

performed most of our calculations without "shifting" or "flipping". In a more exact

treatment this fact should probably be considered, however, this does not appear to

be dominant factor in mobility determination in homopolymers such as PF and PC.

Finally in Table 7.5, we present results for 3D and 1D hole and electron mobilities

obtained from simulations that used trimers (FT and CT) in various orientations.

We note that our 3D mobility calculations use 3D hexagonal lattice whose lattice

constant equals to 6.5 A (as in reference [56]). For the hole mobilities there is

fairly good agreement with the calculated and the experimental results for PF and

PC (time-of-flight experimental hole mobility for poly(9,9'-dioctylfluorene) has been

reported to be of the order of 9 x 10-3 cm2y- 1s-1 at an electric field of 104 Y fcm

[165]). It can be estimated (from conductivity measurements) that hole mobility for

poly(N-substituted-2,7-carbazole) is of the order of 10-6 cm2y- 1s-1
. [164] It is clear

that the calculated hole mobility for pure PF is higher than hole mobility for PC,
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Table 7.5: The hole and electron 1D and 3D mobilities, Jj" (cm2 jVs) for fluorene and

carbazole trimers (FT and CT) for the orientations as indicated in the table. T =

300 K and the electric field, E, is 4 X 104 Vjcm unless it is specified otherwise (see

footnotes).

1D 3D

Oligomer hole electron hole(HX) electron(HX)

6.5 A FT 1.0 x 1O-4 (CF) 9.2 x 1O-5(CF) 3.6 x 10-4 2.4 X 1O-3a

6.4 X 10-6(88) 4.5 x 10-3(88)

CT 1.2 x 1O-4 (CF) 6.5 x 1O-5(CF) 3.0 x 1O-5b 2.5 X 10-3

8.7 X 10-5(88) 8.3 x 10-4 (88)

5.6 A FT 1.3 x 1O-2 (CF) 3.4 x 1O-3(CF)

2.6 x 10-3(88) 6.1 x 10-2 (88)

CT 1.1 x 1O-2 (CF) 3.5 x 1O-3(CF)

1.8 x 10-4 (88) 1.5 x 10-2(88)

a E = 1.0 X 105 V jcm.

bE = 1.5 X 106 Vjcm.
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especially that in the 3D case we could not obtain finite bulk mobility (as related

to hopping) for CT until the electric field was increased to 1.5 x 106 V/cm (two

orders of magnitude higher than for FT) agreeing with the experimental trends that

indicate that pure PC has rather low hole mobility (less than 10-6 cm2/Vs). The

reverse appears to be true for electron mobilities. Table 7.5 indicates that while the

magnitudes of electron mobilities are approximately the same for both FT and CT (of

the order of 1O-3cm2/Vs), the finite value for FT was not obtained until the electric

field was increased to 1.0 x 105 V/cm from the low value of 4.0 x 104 V/cm. This

seems to suggest that electron mobility is somewhat higher in PC versus PF and in

general would be comparable to hole mobility in PF. We also show that mobilities

(consistent with the above discussion on transfer rates) can be considerably affected

by the relative orientation and distance between the molecules. At d = 6.5 and 5.6

A, 1D hole mobilities, for both FT and CT, are higher in the CF orientation relative

to electron mobilities. And 1D electron mobilities, for both FT and CT, are higher

in the SS orientation relative to hole mobilities.

In summary, we first note that monomers and dimers should be used with caution

in mobility simulations of polymers such as PF and PC (longer oligomers such as

trimers are better). Second, for a given orientation and distance for different molecular

systems (e.g. FT vs. CT in this work) the relative values of transfer integrals and

the reorganization energies are equally important factors in determining their relative

charge transport rates. In addition, the general rule appears to be that for a given

distance both FT and CT have similar mobilities for both holes and electrons in their

respective favourable orientations (CF for holes and SS for electrons). This suggests

that both fluorene and carbazole molecular systems can serve equally well as either

electron or hole transport layers (in various devices).
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7.2 Hole Mobilities: Carbazole Derivatives

83

In the above discussion, we considered pairs of molecules that were made of fluorene

or carbazole units only. In most applications (i.e. when constructing solar cells), it is

the derivatives of these pristine polymers that are used. In this work we focus on the

derivatives of carbazole (PCDTBT, PCDTPT, PCDTBX, PCDTPX, PCDTQx, and

PCDTPP) in CF orientation (we consider only one orientation in the initial analysis

since we are dealing with a number of polymers and we are looking for simple trends).

Before the transfer integrals and rates are computed for the monomers of these

polymers, we compute the transfer integrals, reorganization energies and transfer rates

between the various constituent parts of the monomers (i.e. we consider pairs of het­

erogeneous as well as homogeneous molecules) since as stated above it is possible that

there are other overlaps between molecules that may be preferable for greater mobility.

We consider the following parings: FM+FM, CM+CM, BTT+BTT, FM+BTT and

CM+BTT (see Fig. 5.1 for the structures) for molecules of the "monomer" length,

and FT+FT, CT+CT, CDTBT+CDTBT and CDTBT+TBTCD (see Fig. 5.2 for the

structures) for molecules of the "trimer" length for the holes, and FT+FT, CT+CT,

CDTBT+CDTBT and CDTBT+ TBTCD for the electrons. It should be noted that

BTT has the similar length as FM or CM. The transfer integrals, reorganization en-

ergies, and transfer rates for these pairs are given in Table 7.6 for the holes and in

Table 7.7 for the electrons at d = 5.0 A.

From Tables 7.6 and 7.7, we note that heterogeneous pairs have smaller transfer

rates than their corresponding homogeneous pairings with one exception (for holes

FM+BTT has a slightly higher transfer rate than BTT+BTT (but not FM+FM)

due to its low reorganization energy). However, for all carbazole combinations the

transfer rates are higher between the same overlapping molecules (CM+CM, CT+CT,
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BTT+BTT, CDTBT+CDTBT) than different ones (i.e.CM+BTT or CDTBT+TBTCD).

Hence, since in this work we are primarily concerned with carbazole derivatives we

will assume that in their stacking the like parts of the monomers will preferentially

stack on top of each other.

As stated above, six carbazole derivatives are studied in this work, they are:

PCDTBT, PCDTPT, PCDTBX, PCDTPX, PCDTQx, and PCDTPP. Their struc-

tures are given in Fig. 5.2. Of the six polymers, four of them have the 7r-stacking

distance determined using the X-ray diffraction measurements. [128] Hence, we use

the experimentally determined distances between the molecules: 4.4 Afor PCDTBT,

4.8 Afor PCDTBX , 4.7 Afor PCDTQx and 4.9 Afor PCDTPX in the our initial

calculations. That is, the transfer integrals, reorganization energies, transfer rates

and hole 1D mobilities are listed in Table 7.8 for all four compounds for different

intermolecular distances. As can be seen from the Table 7.8, at the experimental dis­

tances as given above, the comparison between the computed and experimental [128]

mobilities differs by two orders of magnitude.

We believe that the distances close to 4.5 A are not representative of the actual

(average) distances between molecules in the bulk, especially in an amorphous (dis­

ordered) state. That is, the experimental value are affected by many other factors

such as different orientations between molecules in the film which are not being taken

into account in our simulations since we are considering CF stacking only. Since we

are primarily focused on reproducing the trends in mobilities and not their absolute

values, it can be said that, in effect, we are looking for an "effective" intermolecular

distances that would be able to adequately reproduce the experimental trends in ma-­

bilities using their most favourable orientation for hole transport (see also reference

[166] that shows that this "lD" approach to estimate hole mobilities gives reasonable

values). To determine these "effective" distances we calculate hole mobilites for the
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Table 7.6: Comparison of hole transfer integrals (t), reorganization energies (A) and

transfer rates (r) for pairs of molecules as indicated in the first column. The distance

between the molecules is 5.0 A for all pairs and the temperature T = 300 K.

Polymer Pair t(meV) A(meV) f(S-1)(xI0 1O)

FM+FM 16.09 263.5 66

CM+CM 15.76 119.7 380

BTT + BTT 13.49 289.6 34

FM + BTT 8.37 187.3 44

CM + BTT 8.43 352.4 6.6

FT+FT 20.31 211.3 190

CT+CT 18.39 215.1 150

CDTBT + CDTBT 11.14 265.0 31

CDTBT+ TBTCD 0.90 265.0 0.2
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Table 7.7: Comparison of electron transfer integrals (t), reorganization energies (A)

and transfer rates (r) for pairs of molecules as indicated in the first column. The

distance between the molecules is 5.0 Afor all pairs and the temperature T = 300K.

Polymer Pair t(meV) A(meV) r(S-l)( x 1010)

FT+FT 11.58 286.3 26

CT+ CT 9.47 260.6 24

CDTBT + CDTBT 8.57 236.6 26

CDTBT + TBTCD 0.82 236.6 0.24
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four systems at different values of d (5.0, 5.5 and 6.0 A) as given in Table 7.8. It

is clear from the compari on between the simulated and experimental values for p,'s

that the effective distance for the four systems lies between 5.5 and 6.0 A. We have

found that an addition of 1.2 Ato the X-ray values gives good agreement between the

calculated and experimental mobilities as is shown in Table 7.9. We have estimated

the d value for PCDTPT and PCDTPP to be 6.2 and 6.3 Arespectively. These larger

values of d make sense since X-ray shows that PCDTPT and PCDTPP do not really

7f stack. [128]

In most cases, the correction (Le. addition of 1.2 A) results in a good agreement

with experimental trends, i.e. PCDTBT gives the highest hole mobility, PCDTQx and

PCDTBX follow next and the ratios between the mobility of PCDTBT to PCDTQx

and PCDTBX is well reproduced. There is one exception, PCDTPX (which is the

antisymmetric counterpart of PCDTBX) because of its largest stacking distance

and reorganization energy gives the lowest mobility (but still comparable to that

of PCDTBX) which does not agree with the experimental trend. We believe that this

result is due to the large separation between the PCDTPX molecules (since the larger

the distance the smaller transfer integral and consequently smaller mobility). From

Table 7.8, it should be noted that at 5.5 and 6.0 A, as expected the mobilities for

PCDTBX and PCDTPX became comparable, however in our calculations because

A for PCDTBX is smaller than for PCDTPX, the p, for PCDTBX will always be

somewhat larger than for PCDTPX (contrary to the experimental result).

To clearly illustrate the trends contained in Table 7.9, we plotted the t's and

A's for the six systems for their respective f's in Fig.7.1. This figure shows that

for systems with small transfer integrals and relatively large reorganization energies

(i.e. PCDTPP, PCDTPT, PCDTPX, PCDTBX and PCDTQx) have relatively small

transfer rates in comparison to PCDTBT which has large t and small A. This trend
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Table 7.8: Hole transfer integrals (t's), transfer rates (f's), and mobilities (Il'S) for

pristine pairs of carbazole derivatives as indicated in the first column of the table

for the various distances (d's) between monomers in the respective pairs in the CF

orientation with T = 323 K.

Polymer d(A) t(meV) f(S-l) ll(cm2jVs) Ilt (cm2jVs)

pair (xlOll
) (xlO-3 ) (xlO-3 )

PCDTBT 4.4 49.795 74 455 1

PCDTBX 4.8 18.939 7.7 57 0.1

PCDTQx 4.7 26.530 13.0 93 0.3

PCDTPX 4.9 14.739 3.8 30 0.5

PCDTBT 5.0 11.138 3.7 30 1

PCDTBX 5.0 11.440 2.8 23 0.1

PCDTQx 5.0 12.490 2.9 24 0.3

PCDTPX 5.0 11.526 2.3 19 0.5

tExperimental mobilities as obtained from reference [128].
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Table 78' (continued)

Polymer d(A) t(meV) f(S-l) J.L(cm2/Vs) J.Lt(cm2/Vs)

pair (x 1011) (xlO-3) (x10-3)

PCDTBT 5.5 2.989 0.27 2.7

PCDTBX 5.5 3.031 0.20 2.0 0.1

PCDTQx 5.5 3.371 0.22 2.1 0.3

PCDTPX 5.5 2.952 0.15 1.5 0.5

PCDTBT 6.0 0.740 0.017 0.20

PCDTBX 6.0 0.767 0.013 0.15 0.1

PCDTQx 6.0 0.840 0.013 0.16 0.3

PCDTPX 6.0 0.699 0.0086 0.10 0.5

tExperimental hole mobilities as obtained from reference [128].
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Table 7.9: Hole transfer integrals (t's), reorganization energies (A's), transfer rates

(f's), and mobilities (jJ,'s) for pristine carbazole derivatives as indicated in the first col­

umn of the table in the CF orientation. The distances (d's) for PCDTBT, PCDTBX,

PCDTQx and PCDTPX pairs are respectively 4.4, 4.8, 4.7 and 4.9 A [128] plus 1.2

A(see discussion in the text) with T = 323 K.

pair

PCDTBT 5.6 2.091 265.0 130 1.4

PCDTPT 6.2 0.446 316.6 3.5 0.043 0.04

PCDTQx 5.9 1.075 308.3 22 0.25 0.3

PCDTPP 6.3 0.242 306.2 1.14 0.015 0.02

PCDTBX 6.0 0.767 295.6 13 0.15 0.1

PCDTPX 6.1 0.532 315.5 5.0 0.06 0.5

tExperimental hole mobilities as obtained from reference [128].
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Table 7.10: Electron transfer integrals (t's), reorganization energies (.>-'s) , transfer

rates (f's), and mobilities (lJ,'s) are given for pristine carbazole derivatives as indi­

cated in the first column of the table in the CF orientation. The distances (d's) for

PCDTBT, PCDTBX, PCDTQx and PCDTPX pairs are respectively 4.4,4.8,4.7 and

4.9 A [128] plus 1.2 A (see discussion in the text) with T = 323 K.

pair

PCDTBT 5.6 1.988 236.6 160 1.7

PCDTPT 6.2 0.418 250.8 6.19 0.076 0.04

PCDTQx 5.9 0.366 269.2 3.9 0.04 0.3

PCDTPP 6.3 0.255 250.2 2.32 0.029 0.02

PCDTBX 6.0 0.464 250.3 7.7 0.09 0.1

PCDTPX 6.1 0.361 261.9 4.1 0.05 0.5

tExperimental hole mobilities as obtained from reference [128].
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Figure 7.1: Values of transfer integrals and reorganization energies plotted for the

various carbazole derivatives as indicated on the figure.
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Figure 7.2: Comparison of computationally and experimentally determined values for

the hole and electron ID mobilities for the variou carbazole derivatives as indicated

on the figure as a function of the intermolecular distance (d). T = 323K. The inset

shows the plot of f.L as a function of T for PCDTBT.
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strongly correlates with the intermolecular distance, d, i.e. the closer the polymers

are in the 1r stacking the larger the t's and f's and finally J.L'S as is shown in Fig.

7.2. Of course as discussed above there is one discrepancy (PCDTPX) which does

not agree with the experimental result.

We also include an inset in Fig. 7.2 to show the variation of hole mobility with

temperature (temperature ranges from 273 K to 373 K). The inset shows that the

mobility slightly increases with increasing temperature, but its values are close to

experimental value at T = 323 K. This behavior is consistent with what is expected

in materials that display hopping mechanism for charge transport. [15J Finally, we

also computed the electron mobilities (see Table 7.10) for the same distances and

CF orientation as employed in Table 7.9. It is clear from these data that once again

PCDTBT has the highest electron mobility in addition to having highest hole mobility

in comparison to the other systems considered. The remaining systems have very

similar electron mobilities which in general are comparable to their corresponding

hole mobilities.

In addition to calculations of 1D mobilities for the six carbazole derivatives, we

also perform 3D simulations of hole mobilities for the ordered systems (PCDTBT,

PCDTBX, PCDTQx and PCDTPX) with orthorhombic unit cells. The results of

these simulations are given in Table 7.11. In Table 7.11, a is the unit cell distance

along the chain (x-axis) and is determined by the length of the repeat unit, b (along

the y-axis) is the distance between the side by side chains which is estimated using

the approximate widths of the oligomers and requirement that chains do not overlap

and c (along the z-axis) is the 1r stacking distance between cofacially oriented chains

and is taken as given in reference [128] (see Fig. 6.1). The electric field is applied

along the z-axis direction and has the same value (4 x 104 V/ cm) as is used in the

1D simulations of mobilities. The 3D simulations of mobilites require three values of
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Table 7.11: The 3D mobilities in ordered systems (with orthorhombic unit cells

with lattice constants as given in the table), PCDTBT, PCDTBX, PCDTQx and

PCDTPX. The distances are in A's, the mobilities are cm2/Vs and the energies

(transfer integrals and the reorganization) are in meV's.

Oligomer lattice constants ta p,t

PCDTBT 20.5 7.5 4.4 65.244 265.0 503

PCDTBX 20.5 7.5 4.8 71.230 295.6 90 0.1

PCDTQx 20.5 7.5 4.7 72.451 308.3 115 0.3

PCDTPX 20.4 7.5 4.9 61.565 315.5 38 0.5

tExperimental hole mobilities as obtained from reference [128].
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Figure 7.3: Transfer integrals (meV) as a function of rotational angle (degrees) for the

pairs of PCDTBT and of PCDTBX with the intermolecular distances as shown in the

figure. The solid lines between the discreet points are guides to an eye. The dotted

lines correspond to range of angles for which transfer integrals can not be calculated

due to molecular overlap as discussed in the text.
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Table 7.12: The 3D mobilities in PCDTBT and PCDTBX as a function of orienta-

tional disorder (corresponding to the fraction (0, 0.25, 0.50 and 0.75) of the perpen­

dicular orientation between two molecules). The distances are in A's, the mobilities

are cm2/Vs and the energies (transfer integrals and the reorganization) are in meV's.t

Oligomer a+,b,c t.l 0.25 0.50 0.75

b=c

(xI0-3) (xI0-3 ) (xI0-3) (xI0-3 )

PCDTBT 4.4 77.511 0.736 1200 780 400 160 265.0

5.6 5.512 3.850 9.1 6.5 4.8 4.1

PCDTBX 4.8 29.849 8.488 150 100 70 40 295.6

6.0 1.608 1.115 1.1 0.16 0.32 0.48

tThe electric field is E = 4 X 105 V/cm (see discussion in the text).

+a is the same length as given in Table 7.11.
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transfer integrals corresponding to the three lattice constants: ta's (along the chain)

are given in Table 7.11, tb s (for the side by side orientation) are nearly zero, their

values are of the order of 10-4 and tc's (for the 7r stacking) are given in Table 7.8. The

values for the 3D mobilities should be compared with the corresponding 1D mobilities

as given in Table 7.8. The mobility values are of the same order of magnitude and

their trends are the same in both tables. That is, PCDTBT has the highest mobility,

followed by PCDTQx, PCDTBX and PCDTPX.

The above results for 1D and 3D hole mobilities are given for pristine ordered

polymer films. However, most polymer films are amorphous, that is, they contain

certain disordered regions mixed in with crystalline domains. To illustrate the effect

of disorder on mobilities, we include some orientational disorder in our 3D mobility

simulations for two carbazole derivatives, PCDTBT and PCDTBX as an example.

The results of these calculations are given in Table 7.12. In these simulations, the

intermolecular di tances are fixed as follows: along the y- and z-axis band c are

taken as equal and correspond to the 7r stacking distance between molecules, along

the x-axis a is taken to have same value as given in Table 7.11. In order to simulate

the orientational disorder, we focus on two possible (averaged) configurations between

polymers chain: one corresponding to parallel (II) and another to perpendicular (.1)

orientation.

Because band c are equal and are relatively short (with values of the order of

5 A as indicated in Table 7.12) this means that in amorphous films (most likely

in order to avoid repulsion due to charge overlap) two polymer planes would rotate

around (a-b) plane as a parallel unit maintaining their 7r stacking distance. In Fig.

7.3, the transfer integrals for pairs of rotating molecules are plotted as a function

of the rotational angle from 0° to 360°, every 30°. As an example, the distances

between molecules for PCDTBT are taken as 4.4 A and 5.6 A and for PCDTBX
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Figure 7.4: Variation of energy as a function of a rotational angle for a pair of

PCDTBT monomers separated by 4.4 A. The rotational angle is the angle between

the planes of the two molecules and is determined by having one molecule fixed and

another rotated relative to it. (The dotted line corresponds to angles where the two

molecules are overlaping which is unphysical and no energies are computed in this

region.)
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are 4.8 A and 6.0 A (corresponding to the experimental 7r stacking distance and

the one estimated in 1D simulations of mobiities). From Fig. 7.3, we can see that

the transfer integrals are almost symmetrical about 1800
• No transfer integrals can

be computed around 900 and 2700 (as indicated by dotted lines on Fig. 7.3) since

in these orientations molecules are located side by side relative to each other and

are overlapping due to the fact that they very close to each other. For the purpose

of calculating the mobilities, average values for the parallel transfer integrals (til's)

are determined from Fig. 7.3 data and are given in Table 7.12. The corresponding

perpendicular transfer integrals tl.'S are also given in Table 7.12. The perpendicular

orientation corresponds to the planes of the two polymer chains being at 900 to each

other. The reason why we include the perpendicular (in addition to the parallel)

orientation is that our study indicates that the perpendicular orientation is the most

stable orientation for an isolated pair of molecules (even though the transfer integrals

for perpendicular tend to be small relative to other orientations). To show, as an

example, that the perpendicular orientation is the most stable, 1D conformational

energy curve (see Fig. 7.4) is obtained with ZINDO method for a pair of PCDTBT

molecules separated by 4.4 A.

The mobilities are then determined for different fractions of the perpendicular

orientation between molecules where 0 corresponds to no perpendicular orientation

included in the simulation, 0.25 corresponds to lout 4 configurations are in the

perpendicular orientation etc. It is clear from Table 7.12 that the general trend is,

the greater the fraction of perpendicular orientations, the smaller the mobility. Also

from Table 7.12, we note that mobility ratios between PCDTBT and PCDTBX are

close to 10 which is in good agreement with the experimental result (which is 10) as

given in reference [128J. It should be noted that mobility results in Table 7.12 are

given for the electric field equal to 4 x 105 Vfcm (instead of 4 x 104 V fcm). The



CHAPTER 7. RESULTS 101

reason for this is the MC simulations for the lower field (4 x 104 V/cm), in most cases

when orientational disorder is present, lead to charge being trapped at certain sites

with the net effect that charge can not move across the width of the polymer film

along the direction of the electric field (charge in the form of a polaron can still move

along the polymer chain).

7.3 Electron Mobility: F8BT

Many conjugated polymers such as the carbazole derivatives discussed above have

relatively high hole mobilities. Electron transport materials are needed in order

to keep carrier balance required for improved device performance. [168J For ex­

ample, blends of the polyfluorene copolymers poly(9,9'-di-n-octylfluorene-alt-bis-N-

'-(4-butylphenyl)bis- , '-phenyl-l,4-phenylene diamine) PFB and F8BT work effi­

ciently in photovoltaic cells. [169, 170J For organic conjugated materials, their charge

carrier mobility depends mostly on their packing. [171]

In this section, the electron mobility in F8BT is simulated using the computational

approach as described in Chapter 6. As indicated in reference [137]' upon annealing

the F8BT (in particular F8BT/255K sample as indicated in reference[137]) forms

a crystal structure with monoclinic unit cell dimensions: a = 14.65 A, b = 5.3 A,

and c = 16.7 A (obtained using wide angle X-rays scattering experiment). The

experimental preferential orientation of the unit cell with respect to the substrate

was determined to be as follows: the in-plane x-axis lies along the backbone of the

polymer chain and a is approximately the length of one F8BT repeat unit, the other

in-plane y-axis lies along the side-by-side interchain spacing b and the out-of-plane

z-axis points along the 1T-stacking direction corresponding to the c length which is

thought to be equal to four times the 1T stacking spacing (4.18 A). The chemical
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structure of F8BT (repeat unit) is shown in Fig. 5.3.

The simulation of the electron mobility for F8BT uses the monoclinic unit cells

as obtained experimentally. However, some structural details can not be determined

from X-ray scattering experiment. One is related to the orientation of the side-by-side

planes of the F8BT chains relative to the a-b plane since the distance of 5.3 Amakes

interchain spacing unphysically small in the the parallel (in-plane) configuration. The

other is related to the orientation of the chains in the 1r stacking, the work of [137]

suggests that in the 1r stacking the chains are shifted relative to each other in su h a

way that F8 (fluorene) unit overlaps BT and vice versa. This structured is referred

as the alternating structure. It should be noted that two alternating structures are

possible, one with BT's pointing in the same direction and one with BT's pointing

in the opposite direction. Our calculations show that the two alternating structures

are nearly degenerate with the one with BT's pointing in the same direction being

slightly more stable. This structure with BT's pointing in the same direction also has

larger transfer integral and we have chosen this one to represent alternating structure

in the mobility calculations.

F8BT monomer is used in the simulations. The electric field is taken along y­

axis (b lattice constant) direction since as shown in section 7.1 and reference [137]

the side-by-side orientation gives larger electron mobility. The 2D and 3D mobili­

ties are obtained for F8BT. For completeness, it can be noted that the optimized

(DFT/B3LYP) HOMO and LUMO energies for F8BT are 5.5 eV and 2.3 eV giving

the estimated bandgap of 3.2 eV which is not a very low bandgap. The reorganization

energies are computed using the DFT/B3LYP energies (as discussed in Chapter 6)

for neutral molecule in neutral structure, anion molecule in neutral structure, an­

ion molecule in anion structure and neutral molecule in anion structure (see Fig.

7.5). Then the anion (electron) reorganization energy is given by an expression,
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Figure 7.5: The energy levels for the ions and neutral F8BT's and the corresponding

electron and hole reorganization energies as indicated on the figure (see text for more

discussion and Chapter 6).
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A=(BO - B-) - (AO - A-) ( ee also p67), and is 351.8 meV for F8BT. Similarly, the

cation (hole) reorganization for F8BT is 273.5 meV.

ext the transfer integrals between molecular pairs are computed. Along the x­

axis, the F8BT molecule is translated 14.65 Aand the transfer integral for a pair along

the chain is determined to be 0.437 meV. Along the y-axis, as indicated above the

parallel in-plane side-by-side arrangement is unphysical and gives very large transfer

integral (123.17 meV) which could lead to a very high mobility such as 1.97 cm2/Vs

which is very different from the experimental value of 2.5 x 10-3 cm2/Vs. This

difference is probably due to the fact that the two side-by-side chains are rotated

relative to the a-b plane with the interchain spacing being fixed to experimental b

value of 5.3 A. In order to verify this, we determine the optimal angle of rotation by

performing 2D mobility simulations. The results of these calculations (variation of

mobilities with the rotational angle) are shown in Table 7.13.

From the Table 7.13, it can be noted that rotation angle between 24° and 25° leads

to the mobility between 2.8 x 10-3 cm2/Vs and 1. x 10-3 cm2/Vs which compares well

with the experimental value. Hence, these angles will be used for the 3D simulations

of mobility. In addition from Table 7.13, it is interesting to ob erve that, when the

transfer integrals 4.627 meV for 24° or 3.773 meV for 25° along the y-axis (betwe n

two chains) are compared with the transfer integral of 0.437 meV along x-axis (along

the chain), it is clear that the electron transport is occurring predominantly along

the y-axis, that is, hopping between tilted side-by-side chains (this observation is

consistent with similar conclusion in reference [137]).

For the 3D simulations, the transfer integral corresponding to the two 7r stacking

molecules along the z-axis with the spacing of 4.18 A is determined to be 26.698

meV and 9.820 meV for the non-alternating and alternating structures respectively.

The 3D mobility simulations (with rotational angles of 24° and 25°) for F8BT are
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Table 7.13: The transfer integrals and 2D mobilities between pairs of molecules. The

angle (in degrees) is the angle between the (side-by-side) planes of the two F8BT

molecules and the a-b plane of the unit cell. Transfer integrals are in meV and

mobilities are cm2/Vs.

degree(O) I-" (simulation) I-" (experiment)a

20 10.201 1.35 x 10-2 2.5 X 10-3

24 4.627 2.8 x 10-3 2.5 X 10-3

25 3.773 1.8 x 10-3 2.5 X 10-3

30 1.777 4.0 x 10-4 2.5 X 10-3

aExperimental value as given in reference [137].
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shown in Fig. 7.6 as a function of an electric field. That is, the electric field is varied

from 4 x 104 Vjcm to 1.0 x 106 Vjcm. The details are: 24 (not alternating) stands

for 24° tilt relative to a-b plane and F8 and BT overlap with F8 and BT in the

7f stacking; 24 (alternating) stands for 24° tilt and alternating structure along the

z-axis; 24 (SS alternating) stands for 24° tilt and shifted side-by-side structure (i.e.

F8 faces BT and vice versa in the side-by-side configuration), the transfer integral

for this structure is 3.932 meV which is slightly smaller than 4.627 meV for the non­

shifted structure); 25 (alternating) corresponds to 25° tilt and alternation along the

7f-stacking direction. All these cases indicate that electric fields have relatively small

effect on 3D mobilities. Alternating structures such as (24 (alternating)), 24 (SS

alternating) and 25 (alternating) have lower mobilities than not alternating structure

(24 (not alternating), which is in agreement with the finding in the reference [137].

At electric fields higher than 2 x 105 Vj cm, all the mobilities are of similar magnitude

ranging from 2xlO-3 to 4xlO-3 cm2 jVs. At electric field of 4 x 104 Vjcm (which

corresponds to the value used in the experiment [137]), all alternating structures give

mobility in the range 1.6-2.1xlO-3 cm2jVs which is in fairly good agreement with

the experimental (approximate) value of 2.5x10-3 cm2jVs.

7.4 Conclusions

In this work we test a multi-step method for simulating the hole and electron mo­

bilites in organic semiconducting polymers. The approach is tested, by comparing

our predictions with experimental values when available, first on homopolymers such

as PF and PC and then on alternating co-polymers such as PCDTBT, PCDTPT,

PCDTBX, PCDTPX, PCDTQx, and PCDTPP. We conclude that, the approach as

described in this work can, in most cases, be used to determine trends in hole (and
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Figure 7.6: Variation of the electron 3D mobility J-l with applied electric field E.
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possibly electron) mobilities provided certain information is known before the calcu­

lations are carried out.

First the oligomers should be of an appropriate length, that is, they should be

chosen at least of the order of fluorene or carbazole trimers. For an expedient and

efficient screening of systems, 1D simulations of mobilities are adequate to reproduce

experimental results provided intermolecular distances between oligomers in, say, 7r­

stacking orientation is known from either X-ray experiments or MD calculations. It

should be emphasized that this information (i.e. intermolecular distance) is critical

due to the sensitivity of the transfer integral which can change significantly with

small variations in distance. In addition the value of reorganization energy plays

an important role in determining transfer rate and should be computed with some

care. While it is a conventional wisdom based on Marcus-Hush theory [138, 14]

that both t and A play an important role, there are instances when the value of t

plays a dominant role in the mobility trends. [167J FUrther, our simulations indicate

that in organic semiconducting polymer, the hole and electron mobilites often have

comparable magnitudes even for the same orientation. However, the homopolymer

study shows that the hole mobility is somewhat higher in the cofacial orientation and

the electron mobility is somewhat higher in the side-by-side orientation.

We also simulate the electron mobility for F8BT using the experimental structure.

The computational results show that "alternating structures" decrease the electron

mobility of F8BT (but increase the stability of a polymer) which compares relatively

well with the experimental value. The calculation also shows that the electron hopping

dominates electron transport between the chains. The hopping events along the

polymer chain are not important. The electron mobility changes very little with the

increasing electric field.
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Summary and Future Work

The main goal of this work is to contribute to the understanding of charge transport in

organic conjugated polymers, which will hopefully lead to improved design of organic

semiconducting devices such as solar cells.

First, we study the motion of charge species in heterocyclic conjugated polymers

as a function of electric field strength. Conducting polymers have an unusual inher­

ent mechanism of electrical conductivity and charge transport along the chains. The

charge transfer processes along the chain result in significant local modification of

the chain geometry in organic materials and the local geometry modifications of the

chain, in turn, markedly affect their electronic structure by inducing localized elec­

tronic states in the gap. The formation of inter band states complicates significantly

the charge transport phenomena in organic polymers. Hence, the main charge carri­

ers in organic conjugated polymers are solitons, polarons and bipolarons. We employ

the extended Su-Schrieffer-Heeger's theoretical model to study the transport property

of bipolaron in heterocyclic conjugated polymers. The extended SSH model Hamil­

tonian includes symmetry-breaking term, e-e interactions and electric field. This

model involves the solution of coupled equations which include the time-dependent

109
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Schri:idinger equation and the classical motion equation for the lattice displacement

which are solved numerically in a self-consistent way. Our numerical simulations

indicate that in the absence of an electric field and within the SSH model without

the e-e interactions, in heterocyclic conjugated polymers, a bipolar'on is more stable

than two polarons. The bipolaron (when formed in polymers such as PTs) moves

with little charlge of its shape along the chain backbone in a moderately weak electric

field. That is, the charges are localized by the potential energy of the lattice and th

main charge carriers are bipolarons (if formed). However, in the presence of a strong

electric field, the bipolaron decouples from the lattice potential, that is, the bipolaron

dissolves and free charges become the main charge carriers. The same conclusions

can be reached from the arlalysis of the top energy levels and energies such as kinetic

energies, lattice potential energies, total energies. Within the extended SSH model,

e-e interactions in comparison to e-ph coupling do not significantly affect the nature

of bipolaron transport in polymers with weak e-e interactions such as PT.

Second, we concentrate on mobility calculations in organic conjugated polymers

employed in devices such as organic solar cells. Organic solar cells are very promising

devices that can be used to solve world environment and energy needs in future. The

main goal of organic solar cell research is to improve their efficiency. Charge mobility

is a very important factor in determining their efficiency. We use multi-step approach

to study the mobilities of some promising materials for solar cells. They include flu­

orene and carbazole derivatives such as PCDTBT, F8BT and so on. The approach

includes DFT geometry optimization of short segment of the polymer, calculation of

transfer integrals, reorgarlization energies, transfer rates using Marcus-Hush theory,

and simulation of the mobilities with MC method. We obtain mobilities of ID, 3D

ordered and 3D disordered morphological structures. The simulation results point

out that the oligomers should be of an appropriate length, that is, they should be
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chosen at least the order of fluorene or carbazole trimers. For the carbazole deriva­

tives, ID simulations of mobilities are adequate to reproduce experimental results

provided intermolecular distances between oligomers in, say, 7T-stacking orientation

is known from either X-ray experiments or calculations. 3D ordered and disordered

simulations of hole mobilities also agree well with experimental mobility trends for

carbazole based polymers. Both transfer integrals and reorganization energies play

important roles in charge transfer process, bigger transfer integral and smaller reor­

ganization energy give higher transfer rate and also larger mobility. For fluorene and

carbazole oligomers, our study shows that the hole mobility is somewhat higher in

the cofacial orientation and the electron mobility is somewhat higher in the side-by­

side orientation. For the F8BT material, electron mobility simulation (that uses the

experimentally determined crystalline structure) results also agree well with experi­

mental value and charge transport mechanism, that is, electron hopping is dominated

by electron transport between the chains and not along the chain (transfer integral

along the chain is very small in comparison to transfer integral between chains). The

electron mobilities for F8BT increase a little with the increasing electric fields. The

relative position of the subunits of repeat unit of polymers is another factor that

must be taken into account when calculating mobilities. For example, we find that

in F8BT "alternating structures" decrease the mobilities but increase the stability of

polymers. The proposed computational approach shows that simulations, based on

chemical structure and known morphology of organic semiconductors, produce fairly

reliable results, especially when studying the trends in charge mobilities in organic

polymers used in devices such as solar cells.

It should be pointed out that, for organic conjugated polymers, there remains

many research areas to be further investigated in order to fully understand their

charge transport properties and their applications in various devices. In the near
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future, we plan to investigate the charge transfers in bulk heterojunction materials

since most organic solar cells are made of blended materials. In the current work, we

only consider briefly orientationally disordered systems in the mobility simulations.

In addition, in the future, we plan to include positional (and energetic) disorder

in polymer materials to better illustrate their predominantly amorphous structure.

Molecule packing plays a critical role on organic material transport properties. Hence

the use of MD simulation should be explored since it could provide valuable informa­

tion about the structure of the bulk polymer systems. It is also necessary to develop

and/or apply more precise methods in the calculations of transfer integrals (see Chap­

ter 6 for discussion) and reorganization energies (e.g., ones that take into account the

external contributions in the calculations of reorganization energies). It should also

be noted that charge transport in organic solar cells involves other important steps

(such as, for example, exciton formation and dissociation) which also needs further

investigation.
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