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ABSTRACT

This research explored a few ities of improving the simulati ilabl

to reservoir engineers in the oil and gas industry. Three very specific simulation
models were used in this thesis. Firstly, improvements were made to an inflow
model for a horizontal well by making it possible to run the model for different
fluids easily. Secondly, a vertical flow model was developed by combining a well-
known, multi-phase flow correlation with a multi-phase temperature model. A
novel approach was developed to solve these two models in sequence. Thirdly,
this thesis scoped out the application of two different wax crystallization models.
It was the first time that these wax models were tested using a flow simulator.
The results obtained from all three simulation models were in par with theory
and expectations. It was concluded that these models together would be a very

useful tool for both the industry and for further research work.
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CHAPTER 1

INTRODUCTION

1-1 Background
The use of ofl and gas has had a big effect on our societies. The dense source of
energy has provided mankind with many luxuries as well as necessities, such as
easy access to clean water, food preservation, disease control, etc. (Ezzati et al.
2004). Oil demand in 2004 in Canada alone was 2.3 million barrels per day for its
32 million people (CBC News 2005, Fourth quarter 2006). Worldwide oil demand
in 2009 was 85 million barrels per day (International Energy Agency 2010), and
this number is expected to rise as countries develop and populations grow, even
while infrastructures develop for other sources of energy (Levant 2010). As a

result,there is immense pressure to have secure oil supply sources.

During the ofl embargo set by the OAPEC countries in 1973, it became very clear
that oil was an extremely important driving force of world economies, and that
controlling its supply could be a powerful political tool (Essley 1974). This
experience forced new means of diplomacy and cooperation to ensure oil supply
would be steady. Oil supply also controls the market oil price, which in turn
determines the amount of funds available to companies for well exploration and

research projects. Such projects are essential to keep up with the growing



demand - technological advances allow new wells to be drilled in extreme
conditions, such as offshore in deep water and in the arctic. It is also important to
counter act the declining productivity of aging wells by using enhanced
production, optimizing production plan, etc. to recover as much oil as possible.
The use of such new technologies in the industry is calling for improved

simulation models to plan well design and operations.

Simulation programs are complex mathematical models that are able to calculate
useful parameters. In the case of a producing well in an oil field, the useful
operating parameters are pressure and flow rates along the length of the well. If
inappropriate operating pressure and/or flow rates are used, it could be a safety
concern (eg. causing blowouts), or it could reduce the life of the well (eg. early
gas /water breakthrough could occur if there is a sharp drop in pressure along
the well, or, flow assurance problems could occur if timely cleanup operations are
not performed, etc). Thus having the proper simulation tools could result in big

rewards - both for the performance of the operator, as well as for the optimal use

of available natural resources. Thi

s warranted by the fact that companies are
willing to make big investments to obtain and support the development of such

software.

There are a number of simulation software packages that are commonly used in
the industry. These software packages are tools to the reservoir engineers to

accurately plan and design well operating conditions. They incorporate many



models that can perform calculations on complex oil reservoir situations, such as
aquifer support, gas/water injection, etc. Over the years, these packages have
been improved and new calculation schemes have been added. This thesis is a
step in that direction, proposing a new method of calculating well operating
conditions that could be suitable for horizontal well applications. The research
work also calculates temperature distribution, which can have many applications,
such as investigation of flow assurance problems due to wax deposition in the
well. The complete body of work can be summarized by the research objectives

outlined in the next section.

1-2 Research Objectives

. To make a vertical flow model that calculates the pressure, flow rate and

temperature profiles

. To apply proper fluid characterization to horizontal and vertical flow model

3. To calculate operating p flow rate and

>

To Investigate the effect of different completions on operating parameters

B

‘To compare analytical and numerical temperature models

6. Toeval wax s expected




1-3 Relevance of this Research
In producing wells, the oil from the reservoir flows into the perforated section of
the tubing. This section is designed to optimize production as well as maximize
the useful life of the well. It is increasingly common for this section to be
horizontal, such that there is more contact with the oil i the reservoir and hence

higher rate of production (Figure 1-3-1).

Rock

Ol Reservoir

Wattor Resorvoir:

Figure 1-3-1 Types of Oil Wells

In this study, a theoretical model is applied to calculate the pressure, flow rate
and temperature profiles across the horizontal section. This model is referred to
as the “horizontal flow model”. It can be categorized as a *hard wired” model, Le.
all the parameters are part of a single non-linear mathematical unit, and are all
solved at the same time. This approach makes the model very stable during the
Iterative solving process. Following s a short list of the importance of applying a

good horizontal flow model.



It is imperative to maintain the pressure above bubble point in the reservoir
to ensure that fluid is produced in liquid form. If fluid sits below bubble
point, the dissolved gas in the fluid is liberated in the reservoir pores, which
could cause flow restrictions and lower ol production. Pressure profile
calculations in the horizontal well help to investigate such possibilities by
allowing the reservoir engineer to see where the lowest pressures occur,
how it could affect production performance, if subsurface pressure support
is required or not, etc.

Flow rate and pressure calculations are essential to optimize production. In
a producing well, the quickest way of controlling the operation is by
changing the surface flow rate using the “choke”. Calculating flow rate
profile along the horizontal part of the well would be the first step to find
out how the choke should be controlled to provide the desired pressure
profile for optimal production.

The expected pressure profile, together with reservoir geology, can indicate
if there are risks for gas breakthrough, increased water production, etc. -
factors that affect the life of the well. This in turn could dictate the design of
the completion.

When the calculated horizontal temperature profile is matched with
collected temperature data along the horizontal completion, detailed
information about the “skin” values (ie. the extent of flow restrictions in the
near well reservoir) can be obtained. This information can be used by

reservoir engineers for production planning as the well ages.



‘Therefore, there are numerous motivations to calculate the flow rate, pressure
and temperature using the horizontal flow model. By applying the mathematical
model for a given reservoir and a given completion, one can find out crucial
information about operating the specific reservoir. The results presented in this

study will touch on the first three points noted above.

In the remaining section of the well, the fluid flows upwards from the reservoir to
the surface. A different model is applied to this section, because, unlike the
horizontal section, fluids do not enter this part of the well and the flow is against
gravity. This s termed as the “vertical flow model” in this thesis. The important
parameters calculated for this vertical section are the pressure, flow rate, liquid
hold up (volume fraction of liquid) and temperature profiles. This model can be
categorized as a “correlation” because its equations are adjusted using field data,
as opposed to fully theoretical equations in the horizontal flow model. The
correlation allows the use of one simplified method to calculate parameters for
various flow regimes expected in the well, such as bubble flow, slug flow, etc. The
output from this correlation can be useful in many ways, two of which will be

discussed in this thesis. These are introduced below.

* The pressure and flow rate profile obtained from the vertical flow model
connects the horizontal flow model outputs to surface control equipment
measurements. The horizontal flow model is used to check that a workable

pressure level is maintained at the reservoir depth. However, the only way



to control this pressure at the bottom of the hole is by using the choke at the
surface of the well (tubing head). The vertical flow model calculates the flow
rate that has to be maintained at the tubing head, such that it is possible to

have the desired pressure at the bottom of the well.

As fluids flow up the well, they experience big changes in pressure and
temperature. This leads to phase changes of certain components, such as
ashphaltenes and waxes. These newly formed solids may deposit along the
tubing wall and cause flow assurance problems. Wax deposits can clog the
tubing such that wells have to be shut down and production has to be
abandoned. In the less extreme instances, expensive “pigging” methods have
to be utilized for the wells to operate properly (Begatin et al 2008). By
having a good idea of wax deposition issues that can occur, it may be
possible to design and operate in a way that would address these issues. In
this study, a thermodynamic correlation is used to calculate wax
crystallization profile which utilizes the temperature change as the primary
driving force for wax to change into solid phase. This temperature profile is

generated from the vertical flow model.

Unlike the horizontal flow model where all the parameters are calculated
together, the vertical flow model is solved by iterating between two different
models - the momentum balance and the temperature balance. These models
were developed separately and, therefore, it is possible for them to function

without being coupled together. However, a temperature profile has to be



assumed to run the momentum balance independently, and a pressure profile has
to be assumed to run the temperature balance independently. In this study, a
method was developed to intertwine the two models in a way that the final
output values would not have such underlying assumptions. By linking up two
separate models, the simulation is very versatile because it allows the possibility
of other such models to be linked in. Since the calculations are not done in
tandem, there is also more flexibility regarding the sequence of calculations. For
instance, in this study, the temperature balance calculations starts with the

bottom hole fluid temperature and solves sequentially all the way to the final

value of tubing head fluid however, the bal I

starts at the tubing head pressure and solves sequentially down to the value of
bottom hole pressure. Thus, the two solution methods run in opposite directions,
which conveniently accounts for the fact that during production, it is the tubing

head pressure and the bottom-hole temperature that are known.

The effect of integrating various mathematical models and solving them in
creative ways s of interest in academic circles and to software developers. The
practical application of this research work is of interest to the companies that
operate ol fields. Thus, this thesis touches on both industrial and academic
motivations of developing a simulation program for use in the upstream ofl and

gas business.



1-4 Scope of the Study

This research work is focused on making a program that combines a few existing,
highly regarded models. These models are combined such that an optimum
operating range is calculated, and predicts flow assurance problems from wax
deposition. This would be the first time that the complete, elaborate forms of
these three models are put together. In addition, specific reservoir and fluid
properties will be used, which will allow the program to be as field specific as
possible. The literature review shown in the next chapter will describe in details
why these models were selected. The technique of solving and utilizing these
models will be described in details, as well as the outputs will be shown. Results
will be displayed for various reservoir properties, and for various well
completions. Also, the model outputs will be compared with results from current
a commercial software package, as well as field data to evaluate its performance.
Using these findings, it will be possible to comment on further work that could be

done to make valuable contributions to this research.

1-5 Organization of the Thesis

This thesis s organized into seven chapters. This current chapter introduced the
topic and described its relevance in the oil and gas industry. Chapter 2 outlines
the literature review that was performed to get the directions for this study.
Chapter 3 describes the horizontal flow model used in this study. Chapter 4

covers the vertical lft correlation and temperature model. Chapter 5 outlines the



wax deposition models used in this thesis. In chapter 6, the models from chapters
3to 5 are combined together and the results are shown. Operating pressure and
flow rates are calculated for specific fluid and reservoir, for different well
completions, Wax deposition profiles are also shown. Chapter 7 summarizes the
conclusions from this research work, comments on its novelty and makes
recommendations for further study. The MATLAB computer programs developed

in this research are contained in the Appendix A. For ease of future referencing,

all the that describe the ical models are defined in the

nomenclature section prior to Chapter 1.



CHAPTER 2

LITERATURE REVIEW

In this study, a computer program is proposed that combines a horizontal flow
model and a vertical flow model to calculate the parameters in a well. Gilbert
(1954) was the first to split the oil production system to calculate a separate
inflow performance and a separate vertical lft performance. In the same decade,
the use of computer systems saw its light in the ofl and gas industry. Warren and
Mueller (1957) were among the first to solve a common reservoir engineering
problem using computer technology. This new technology quickly solved complex
calculations over very fine integral steps, and hence provided useful information
that was previously unavailable (McCarty and Peaceman 1957). Over the decades,
alot of research work has been done using computers to solve novel problems in
the oil and gas industry. Brill and Arirachakaran (1992) classified the
developments in multiphase flow modeling into three broad categories. At first,
empirical models were used to approximate pressure and flow profiles. In the
next stage, computers were used to do full calculations of the empirical models,
which highlighted their shortcomings. Since the 1980's, better models have been
developed with the aid of better testing and measuring instruments in
completion. The following sections describe some of the models relevant to this

research work.




2-1 Horizontal Model
Some of the first horizontal pipe flow models developed was for the purpose of
fluid movement between surface equipments. These empirical models, such as
the ones developed by Dukler et al. (1969) and by Beggs and Brill (1973),
considered frictional pressure drop, flow regimes and liquid hold up during fluid
flow along pipes only. Such models are different from the horizontal flow model
used in this research work in that the horizontal flow pipe in this study is situated
subsurface (in the oil reservoir itself) and there are multiple fluid entry locations
situated along the horizontal section. As such, the model used in this study is
better categorized as an inflow performance relation (IPR) for a horizontal well,
which considers aspects of flow through a pipe and flow in the annulus (which

will be further discussed in the next chapter).

The first IPR models were developed by Vogel (1968) and Fetkovich (1973).
These were empirical models developed for wells with perforations i the vertical
section of the well, and did not take into account rock damage zone due to
drilling. Standing (1971), Dias-Couto and Golan (1982), and Lekia and Evans
(1990) built on these empirical models for better prediction. However, since the
1980's, much attention was given to the use of wells with perforations in the
horizontal section of the well (Nzekwu 1989). Due to improvements in drilling
technologies, horizontal wells are commonly used at the present time. Therefore,

availability of multi-phase IPR models for such wells is increasingly important.




In their paper, Kamkom and Zhu (2005) compiled a list of horizontal well IPR
models available. They pointed out that there was a lack of good models for
horizontal wells. Bendakhlia and Aziz (1989) proposed a model by improving on
the work by Vogel (1968), which was further developed by Cheng (1990) to make
the model specific to a bounded rectangular reservoir. Retnanto and Economides
(1998) proposed the first two-phased IPR model for horizontal wells, and this is
also base on the Vogel model (1968). Kabir (1992) combined these works and a
solution of productivity index (such as by Joshi 1988 and Butler 1994) to propose
amethod to estimate the open-hole flow potential of a horizontal well. However,
all these models are semi-analytical and empirical in nature since they all have
their roots from the empirical Vogel model. Moreover, they are only able to
provide flow rate corresponding to a certain well operating pressure. Additional
models need to be used in conjunction with IPR models to get a pressure and
flow-rate profile, which are useful parameters for well operations as noted
before. The first of such models was proposed by Dikken (1989) for single phase,
turbulent and steady-state flow. Novy (1995) used Dickken's model to determine
an optimal length of the horizontal well so that frictional loses would still be
insignificant. Joshi (1991) proposed a pressure drop model for single-phase flow
through slotted liner. Sharma et al. (1995) incorporated Dikken's model to have
well-defined reservoir inflow equations. The analytical model developed by
Anklam and Wiggins (2005) provides a quick method to estimate pressure drop

and flow rate profile along a horizontal well.



Even in recent times, there has been much attention on developing an accurate
IPR and flow model for horizontal wells. Tabatebaei and Ghalambor (2009)

pointed out the underperformance of the existing horizontal well models, and

hence proposed a new lytical model that wells
for easy use by reservoir engineers. Jahanbani and Shadizadeh (2009) developed
a method to accurately develop IPR using well test information. Ostrowski et al.
(2010) outlined the complexity of modern horizontal completions, and hence
proposed a model to incorporate the role of inflow control devices in the
horizontal well model. Bryne et al. (2010) proposed a 3D model to accurately
represent the fluid inflow equations into the horizontal well. Such continued
development work affirms that there is a need for further work in developing a
horizontal flow model. The most comprehensive horizontal, multi-phase model

for advanced completions was developed by Johansen and Khoryakov (2007).

In this research work, a horizontal flow model is used to calculate pressure, flow
rate and temperature profile for multi-phase fluid at steady state conditions. It
was first developed for single phase flow by Johansen (2007). Thanyamanta et al.

(2009) further developed this model to allow 2-phase flow calculations together

witha model. Liu (2009) 3-ph: ions into this
model. This model is solved numerically by calculating at predetermined nodes
throughout the length of the well iteratively. Although the calculation is complex,
it can be easily performed using a computer. This complexity allows the user to

define multiple entry points of reservoir fluids into the well, as well as define flow




directions as expected in the complex well completions with inflow control
valves. Flow rate and pressure profile will be calculated for both inside the tubing
and inside the annulus. Therefore, this model combines many of the desired
characteristics that are desired in reservoir simulation software. In this study, the
2-phase model developed by Thanyamanta et al. (2009) was used. Improvements
were made to it such that the model can be run using specific PVT data for

characterized fluids, as well as plot IPR curves from its calculations.

2-2 Vertical Model
The first vertical flow models were developed at the same time as the first
horizontal flow models for surface pipes. Poetmann and Carpenter (1952)
proposed a model for vertical flow in a pipe by fitting with experimental data. It
was commonly accepted that an empirical model was necessary to capture the
complex effects of various flow patterns. While formulating their own vertical
flow model, Duns and Ros (1963) did extensive experimentation to propose a
method to define the various flow regimes. Even today, after many decades of
further work on this subject, Duns and Ros' model produces good results for
bubble flow, slug flow and froth region. However, in a comparative study of
empirical models done by Rao (1998), it was recommended that the Hagedorn
and Brown (1965) and Orkizewski (1967) models produce superior results.
Hagedorn and Brown developed their model by fitting to field data, as opposed to

data from laboratory experimentation. Additionally, it does not distinguish



between the various flow regimes. Orkiezewski proposed a model that combined
Hagedorn and Brown, Duns and Ros, Griffith (1962), and Griffith and Wallis
(1961) models. The Standard Handbook of Petroleum and Naturail Gas
Engineering (Lyons and Plisga 2005) recommend that the Hagedorn and Brown
method and Orkizewski method be used in conjunction with each other, because
the latter made better predictions for extreme flow situations, such as annular

and mist flows.

Further development has been done in multiphase, vertical flow models over the
years. Taitel and Dukler (1976), Taitel et al. (1980) and Barnea (1987) proposed
different methods of calculating pressure drop based on flow regimes. Many
‘mechanistic models have also been proposed. However, Ansari et al. (1990) and
Hasan and Kabir (1990) did studies to compare empirical and mechanistic
models, and concluded that there was no significant improvement in pressure
drop predictions using the complex mechanistic models. Falcone et al. (2007)
noted that mechanistic models are not able to handle intermittent flows in multi-
phase flows very well and hence proposed to look more carefully at experimental
flow loop designs. It is difficult to classify a model as fully mechanistic or fully
empirical. This is because even the mechanistic models still use empirical
parameters, such as friction factor, and the empirical models still use momentum
balance as the basic starting point. Similar deductions about performance can be
made from the results of the numeric model proposed by Cazarez-Candia and

Vasquez-Cruz (2004).



In this thesis, the Hagedorn and Brown correlation is used to predict the vertical
flow parameters. This model s chosen because it is still one of the most highly
regarded models, and it is able to predict pressure, flow rate and liquid hold up
easily. It also works well with multi-phase systems. The analysis done in the
results chapter (Chapter 6) ensure that the vertical flow regimes are fit for
Hagedorn and Brown’s method, and does not require Orkizewski’s model to
supplement for certain parts. However, the Hagedorn and Brown method
requires that the temperature profile of the fluid in the vertical well be known. In
this study, temperature is one of the parameters that is calculated in the vertical
flow model. This is done by intertwining a temperature model in the solving

process.

One of the very well known temperature models in the Oil and Gas industry was
developed by Ramey (1961). He took into account the conduction of heat through
the wall of the vertical well completion and into the layers of rock structure. The
model also takes into account the vertical transfer for heat by the fluid itself. The
fluid temperature is solved over small incremental sections of the well depth.
Ramey applied the concept of an overall heat transfer coefficient from Moss and
White (1959). Because this model applied the fundamentals of heat transfer
mechanism, there are few methods that completely deviate from Ramey’s theory.
Lindeloff and Krejberg (2002) used a simplified, single-phase, analytical form of
Ramey's model since it is widely accepted to produce superior results. Hagoort

(2004) resonated the same message, but proposed a different method of




approximating the solution at early time periods to better match field data. Wu
and Pruess (1990) proposed an analytical method of solving for temperature
profile, but Pruess and Zhang (2005) later proposed it would be better to have a
semi-analytical method, much like Ramey’s model. Ali (1981) and Wooley (1980)
have proposed numerical methods to solve for temperature balance to get a
better idea of the bottom-hole temperatures. However, these models are far more
complex, and would depend of highly accurate field data to have significant

differences from Ramey’s model.

In this study, Ramey's model is used, with the added complexity of using
properties from fluid characterization and simultaneous solution of the Hagedorn
and Brown method. This provides the flow and pressure information along

vertical wells.

2-3 Wax Deposition Model
Wax deposition in pipelines is considered one of the worst flow assurance
problems encountered in the ofl and gas industry (Misra et al. 1995), however,
the phenomenon causing waxes to build up on pipes is still not fully understood
(Merino-Garcia et al. 2007). Bidmus and Mehrotra (2004) found that wax
deposition was not encountered in liquids unless there was a temperature
gradient; this was the case even if the liquid contained wax crystals suspended in

it. Therefore, oil field production pipelines provide excellent provisions for wax



build up, since the cylindrical coordinates for heat transfer (from the pipeline
fluid to the surrounding rocks) ensures that a thermal gradient will always be
present. It is also widely known that wax precipitates only after the fluid
temperature goes below a certain value, known as the Wax Appearance
Temperature (WAT) or Pour Point Temperature (PPT). Over the years, much
experimental work has been done to improve the method of estimating this value
(Erickson et al. 1993, Calange et al. 1997). Merino-Garcia et al. (2007) formulated
aset of thermodynamic calculations to estimate WAT. All in all, the importance of
temperature and heat transfer rate in wax deposition means that a good

temperature prediction model is a prerequisite for a good wax deposition model.

Much work has also been done to develop a wax deposition model. As early as in
1988, Weingarten and Euchner (1988) had proposed a wax deposition model
through experimentation. They looked at diffusion of wax molecules from the
bulk fluid to the tube wall and shear dispersion as the phenomenon dictating wax
deposition. Over the years, further research work has been done to improve the
mathematical models and back them up with experimental data, since it is not
possible to find out the extent of deposition along actual wells. A comprehensive
list of these developments is noted by Nazar et al. (2001). However, a big draw
back to this method is that the diffusion constant and other constants (whose
values have a physical significance) are completely unknown. They are only
determined in a trial an error method by fitting with experimental data.

Therefore, there is no guarantee that this set of phenomena actually occurs. On



the contrary, it has been long known that wax solidification occurs because
crystals form below the WAT (Holder and Winkler 1965). A new trend in wax
precipitation modeling is, therefore, to look at a crystallization model as opposed
to a diffusion model. Moreover, a turbulent flow regime is expected in the oil
wells, where s it unlikely for wax molecules to be able to diffuse in the radial
direction to the tubing wall. Even in the case of laminar flow, wax molecules may
travel in the axial direction due to viscous forces from the laminar velocity profile,
as opposed to diffusion forces (which require a concentration difference as the
driving force). Also, when diffusion models are applied to turbulent flow
situations, the effect of turbulent flow is considered to play a role only in the

shear removal of deposits (Hsu et al. 1994, Hsu and Brubaker 1995)).

Some of the most widely used crystallization equations used for wax precipitation
are the Ozawa equation (1971) and the Avrami equation (1940). Correra et al.
(n.d) and Fasano and Primicero (n.d.) have done extensive model development to
propose a crystallization model for wax deposition. Begatin et al. (2008) noted
that this model was still under development and that this approach needs to be
investigated thoroughly, since the current software packages on wax deposition
are not performing up to the mark. A similar model is recommended by Zougari
and Sopkow (2007). In this thesis, these two models are applied to a complete

simulation study for the first time.



CHAPTER3

HORIZONTAL MODEL

In this study, the horizontal model is referred to as the Inflow Performance
Relationship model for a horizontal well. The model that is used in the
programming was first developed by Johansen (2007) as a single phase, hard-
wired model, which uses numerical methods to solve for parameters at “nodes”
defined by a grid representation of the well. Thanyamanta (2009) and Liu (2009)
did additional work to allow the use of two-phase and three-phase fluids in the
model. Thanyamanta's (2009) code was used as the starting point for the
research work outlined in this thesis. to calculate the pressure and flow rate
profiles in the horizontal well. This chapter describes the mathematical basis of

the model and the additional work done on it in detail.

3-1 Horizontal Well Grid
A horizontal well generally consists of a tubing section and an annular section.
Fluid flows occur in each of these sections, as well as between them. The path and
direction of the flows are determined by the well completion. In this horizontal
model, a grid is used to define the fluid flow. Figure 3-1-1 superimposes the
network grid used in the horizontal model on a generic horizontal well. It can be

seen that the grid suffices for flow everywhere in the horizontal well.
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Figure 3-1-1 Horizontal Well Grid in a Completion

The users have the ability to make the grid as fine as they like. The points where
the grid lines meet are called “nodes". These are the locations where most of the
calculations are conducted - inflow equations and mass balances. There are two
different types of nodes depending on their location - the external nodes are in
the reservoir and bottom-hole, and the internal nodes are in the annulus and

some in the tubing.

The boundary conditions are specified at the external nodes. The reservoir
pressure and fluid saturations are set at the reservoir nodes. These parameters
are used to define the inflow equations (also known as the productivity
equations). The boundary condition at the bottom-hole node is the bottom-hole
pressure. These boundary conditions dictate the amount of fluid that enters the

well from the reservoir.



The internal nodes are found in the annulus and in the tubing section of the well
completion. The nodes in the annulus combine the flow from the reservoir and
the flow from the previous annular node (if applicable). The tubing nodes
combine the flow from the annulus and the flow from the node where the fluid is
coming from (if applicable). There is a special situation for the annular and tubing
nodes at the well toe and heel - they only receive flow from the reservoir and
annulus respectively, and hence do not have to account for the fluids coming from

a previous node of the same type. This is demonstrated in Figure 3-1-2.

3
8 5 2
7 4 1

(a) Heel segment (b) Middle segment  (c) Toe Segment

Figure 3-1-2 Grid at the various segments of the well

The grid lines themselves are called “bridges. The momentum balances for this
system is calculated across these bridges. Thanyamanta’s (2009) model also
proposed a method to calculate temperature distribution along the horizontal
well, by carrying out a temperature balance across the bridges. Although the

temperature balance is used in the calculation process to generate the results of




this thesis, it is not the focus of the thesis. That is why the calculated temperature
profile has not been investigated and commented on in this work. Therefore, the

temperature balance is only described in Appendix B.

‘These bridges connect the various nodes, and hence dictate the direction of flow.
“This direction can be easily adjusted accordingly to define the effects of the inflow
control valves in well completion by adjusting the “bridge index” value to be +1, 0
or -1. Figure 3-1-3 demonstrates this idea with the example of a stinger
completion. A value of 0 means there is no flow in that direction, a value of +1
means flow is towards the well hell, a value of -1 means flow is away from the
well toe. There are many different types of completion that would require such
adjustments. Figure 3-1-4 shows the gird for a completion that has the annulus

partially packed off.

Figure 3-1-3 “Stinger” Completion Grid

“This Completion has Different Bridge Indexes at sx locations (values in purple)
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Figure 3-1-4 Completion Grid when the Annulus is Packed-Off

‘This Completion has Different Bridge Indexes at three locations (values in purple)

Figure 3-1-5 shows a segment of the grid network and labels the variables would
need to be calculated. There are a total of 10 unknown variables, and hence 10
equations are needed to find a specific solution set. At the heel of the well, only 8
equations are needed for the 8 unknowns. The following sections lay out the

equations used in the model.

4,9,
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(a) Heel segment (b) Middle/Toe segment

Figure 3-1-5 Grid Segment Showing the Unknown Values
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3-2 Productivity Equation

A productivity equation is applied to a reservoir node. It dictates the amount of
fluid flow from the reservoir to the well because the reservoir pressure and fluid
saturations are specified as boundary conditions. Both the oil and gas saturations
were defined, since this is a 2-phase model. The principle behind the productivity
equation is the Darcy’s law, which predicts flow through a porous medium due to
a pressure differential, which acts as the driving force. Therefore, the well
operating pressures are always less than the reservoir pressure. Following is the

equation used in the model.

ko (S, (S,)
Eq.3-2-1 Guir = PI| =222 2= (oo~ P
et T Pornia
Where,
Eq.3-22

Eq.3-2-1 applies to flow from each of the reservoir nodes in the well grid. Eq. 3-2-
2 applies for a homogeneous, isotropic reservoir section in the vicinity of a well
segment. However, itis possible to have a different set of values for the properties
and parameters at each segment. This functionality allows the simulation to have
a very precise picture of the reservoir conditions, since it is common to find

different values for permeability, skin, etc. along the reservoir length.



Eq. 3-2-1 describes the factors that affect the inflow of fluid into the well - a
higher permeability and pressure difference will increase fluid production, while

a higher viscosity and skin value will do otherwise.

For the segment shown in Figure 3-1-5 (a), there is no inflow equation, since the
heel of the well does not have flow coming in from the reservoir. The segment in
Figure 3-1-5(b), one inflow equation applies, since there is one opening that

allows fluids to flow in from the reservoir.

3-3 Mass Balance
Mass or material balance equations are applied at each internal node in the
annulus and tubing. This is because at these nodes, fluids from different
directions meet and then split to travel through other bridges defined by the grid.
Mass balance equations are applied to each phase to ensure that the law of
conservation of mass is applied to the calculations that will produce the pressure
and flow rate profiles. The following set of equations shows how the mass balance

equations are developed individually for oil and gas under stock tank conditions.

For each component at each internal node,
m, ~5m,, =0

Pl = PG =0



For oil component, this can be written as,

Gu@ir _ GouPons

And similarly for gas component,
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B, B, B
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Figure 3-3-1 A Short Example Grid

The mass balance equations look different depending on the number of bridges
involved in fluid passage through the associated internal node. The above mass
balance equations apply for node 8 and node 1 shown in Figure 3-3-1. At these
nodes, one bridge brings fluid in and one bridge takes fluid out. The mass

balances for node 8 are the following equations.

9a(l-a)  guaR, | | gy
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| In the cases where there is one inflow bridge and two outflow bridges at a node,

as in the case of node 2 in Figure 3-3-1, the mass balance equations are as follows.

0@ g
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In the case of nodes 4 and 7 (Figure 3-3-1), there are two inflow bridges and one

outflow bridges. This yields the following set of equations for node 4.
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The combination of two inflow and two outflow bridges at node 5 (Figure 3-3-1)

requires the following mass balance equations.
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Another aspect of mass balance that is relevant is the value of liquid fraction at
the exit bridges from each node. It is assumed that the fluids get well mixed at the
nodes, and hence the exit streams from each node are assumed to have to the
same value for liquid fractions. This is also termed as the “split equation”, and is
noted below for node S in Figure 3-3-1.

g =ay

Therefore, for a toe or middle segment (shown in Figure 3-1-5(b)), there are 3
nodes, one of which is part of the inflow equation. Of the remaining 2 modes, each
node will have three mass balance equations, and hence 6 equations are

generated for each segment. For the heel segment shown in Figure 3-1-5(a), there

are 2 nodes, and hence will have 6 mass bal: q

3-4 Momentum Balance
Another factor that causes changes in pressure of a flowing fluid is the
momentum balance. Gravity, fluid acceleration and frictional losses are some of
the factors that are considered in this balance that considers the conservation of
momentum, ie. Newton's second law. The following equation describes this

phenomenon.

AEHIE



Since the fluid flow is not against gravity in a horizontal well, the momentum loss
due to gravitational pull is not relevant. The third term can therefore be dropped
for the equation system. Moreover, it is understood that the contribution of

acceleration to momentum is only about 10% at the maximum. Therefore, for

simplicity purposes, the first term can also be ignored. The following is the
equation we are left with to account to momentum loss.

dp

‘The above form of this equation cannot be used to calculate pressure, since shear
stress values cannot be estimated. However, the workable equation for pressure
loss due to friction can be expressed as follows.

@ _fo"
@ 2D,

‘The Blasius friction factor, f, below for turbulent flow is used in this work. This
is because the high flow rates in wells provide an environment for turbulent flow,
and hence laminar flow can be ignored.

03164
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where, Re=

The above set of equations account for pressure loss for flow through a pipe only.

Another area in the well where pressure loss is expected is when fluids flow from



the annulus to the tubing due to the convergence of flow through a small opening.

In this case, the equation characterizing flow through nozzle is incorporated.

Pou=Pu=cp

These momentum balance equations are calculated across all the bridges.

Therefore, in each segment, there are three momentum balances. Following is the

equation for momentum balance in the annulus (node 2 to 5 in Figure 3-3-1).
pop :f_F(iJ‘

L 20,4

The equation below is the momentum balance in a tubing bridge (node 1 to 4 in

Figure 3-3-1).

‘The momentum balance of flow from the annulus node to the tubing node is as

follows (flow from node 3 to 2 in Figure 3-3-1).

-
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Thus, momentum balances contribute to 2 more equations to the heel segment
shown in Figure 3-1-5(a), since the segment has 2 bridges. The middle and toe

segments shown in Figure 3-1-5(b) shows 4 bridges, however one of these




bridges denote the inflow equation. Therefore, the segment has 3 momentum

balances from the remaining 3 bridges.

The following table summarizes the equation counts for each type of segments.

Table 3-4-1 Equation Count for Each Type of Segments in the Grid

Heel Segment  Middle Segment  Toe Segment

Unknowns (Figure 3-1-5) 11 10 10
Inflow Equation 0 1 1

Mass Balance 9 6 6
Momentum Balance 2 3 3

3-5 Fluid Properties
As can be seen from the sets of equations above, it is important to know certain
fluid properties and black-oil properties in order to use the derived equations.
These are R, , B, , B, , 4, and s, . Moreover, these values need to be known
over a range of temperature and pressure values, since these properties change
over the length of the well. There are many different ways of estimating these
properties. The most reliable information would come from doing extensive
laboratory analysis of samples taken from the reservoir - this is the method used
by ol field operators to perform the most reliable simulation calculations. In the

past, correlations have been developed to estimate these properties
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corresponding to a specific pressure, temperature and fluid API value. Such
correlations were used by Liu (2009) to propose a 3-phase calculation scheme for
the horizontal model described above. Thanyamanta (2009) used the software
package PVTsim™ (Calsep Inc.) to generate properties for characterized fluids,
and performed regression on the data to generate an equation of state. In this
study, a table of fluid properties are generated in the same way as Thanyamanta
(2009) using PVTsim™ (Calsep Inc). However, a code for a double liner
interpolation is developed to calculate the properties using the table at the
required pressures and temperatures. This method will easily allow different
fluids to be used in the simulation. This is because the time consuming and
potentially not very accurate process of regression to generate equations of state
will not have to be performed. Data collected from laboratory analysis could also
be used if available. Consequently, this method will generate far more specific
information than using correlations. This method of calculating fluid properties is

also used for the vertical model described in the next chapter.

3-6 Solution Method
As mentioned earlier, the horizontal non-linear model used in this thesis is a
hard-wired model, which is solved iteratively using the Newton Raphson method.
In other words, all the unknown parameters are solved simultaneously, as

opposed to solving for one parameter using one scheme of calculations followed



by another in a sequential manner. The system of non-linear equations was
written in the following format.

Fx,x,

F(3,%,0.5,)=0

F X

‘The solution to this system by solving th i

F(x)=0

‘where,

¥=loxx,]

The Jacobian matrix, J , of matrix F was used to solve the system. This is shown

as follows.

o)A

In order to calculate the parameters for the first time, a set of values have to be
assumed. When new values are calculated, they are tallied against the values
assumed at the beginning. If these values are within the threshold limit, then
these values are accepted to be correct. This can be represented by the following

equation.
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If the differences between the calculated and the assumed values are big, then the
newly calculated values are used as the guessed values, and the calculations are

carried out again. The flowchart in Figure 3-6-1 explains this process.

Assume a Temperature Profile
(o use temperature from last teraton)

Guess Fluid Properties
(use propertisfrom st eration i avaible)

Calculate Pressure, Flow Rate,
‘emperature

Calculate Fluid Properties
Using the New Parameters

Are the New Fluid
Properties Similar
to the Guessed
Values?

No

Figure 3-6-1 Horizontal Model Solution Scheme



As can be seen, Thanyamanta’s model also had a temperature calculation, the
details of which can be found in Appendix B. It is not described in details in this
thesis, since the temperature profile will not be used in the results and discussion

section.

This model calculates a pressure and flow rate profile across the horizontal well.
Additionally, a set of bottom-hole pressures are given to calculate different
operating flow rates. This data is then used to generate Inflow Performance

Relationship (IPR) for the well.

Flow Rate

Bottom Hole Pressure

Figure 3-6-2 Typical IPR Curve

Figure 3-6-2 shows a typical IPR curve at fixed values of water-cut, gas-oil-ratio,
tubing head pressure, etc. Each of the data points in the plot are generated by

running the horizontal model once, each time using a different bottom-hole



pressure to calculate a flow rate. The plot demonstrates what is expected: as
bottom-hole pressure is decreased, the pressure differential increases, hence
there s a greater driving force for more fluids to come into the well (ie. higher
flow rate). However, the increase in flow rate is not proportional to the increase
in pressure differential; this is because resistance due to friction increases at
higher flow rates. IPR curve produced using the computer program quoted in this

thesis is shown in the results section.



CHAPTER 4

VERTICAL MODEL

In the previous chapter, a horizontal well model was described, which generates
the IPR correlation for an oil well. However, that model could only provide
information about the bottom-hole conditions. The vertical model described in
this chapter will calculate the pressure, temperature, flow-rate and liquid fraction
profiles from the bottom-hole to the tubing head location. In order to achieve this,
Hagedorn and Brown (1965) correlations are used to calculate pressure, flow rate
and liquid fraction profiles, coupled with Ramey’s model (1961) to calculate the
temperature profile. These two models are run in series, thus all the parameters
are not calculated at the same time. This is the basis of the modular nature of this
part of the programming. The final solution is obtained by iterating between the
two models until the estimated and calculated values converge. The detailed

framework of equations s discussed in the following sections.

4-1 Pressure, Flow Rate and Liquid Hold-Up Correlation
The Hagedorn and Brown correlation proposes a series of calculations to
calculate the pressure, flow rate and liquid fraction of the fluid raising up from the
bottom-hole to the tubing head. The fundamental flow equation this correlation is

based on is as follows. It is presented in field units, since that is how the



correlation was developed. The list of actual units used in this research work is
outlined in the “Nomenclature" section of this thesis on page ix. The momentum

balance equation used in this correlation is as follows.

145 yap +an+ 22 aw, +aw,
G G

‘This equation assumes steady state flow, and the gas-liquid mixture s assumed to
be a homogeneous fluid with combined properties. Expanding the frictional
losses (using two phase friction factor) and assuming no external work done by
the fluid, the above equation can be rearranged after fitting with field data to

obtain the following correlation.
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where,

=p.H, +p,(1-H,)

In order to use this equation, a set of pre-calculations need to be performed in
series. At first, the mass of one barrel of liquid is calculated using the following

correlation.

M =350,
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‘The volumetric flow rate of the liquid components (g, .q,) are then converted to

mass flow rate g, using the next equation.

‘The parameters M and ¢, appear in Eq. 4-1-1. In order to determine the other
parameters that are present in the flow equation 4-1-1, it is important to

understand the progression of calculations. Two sets of pressure and temperature

values were selected, and denoted as p,

known at the tubing head, which will be at the boundary conditions. The guessed

9. =M(g,+q,)

and p,, T,. The values for p,, T; are

values at the next point are p,, 7. This is demonstrated in Figure 4-1-1.
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Figure 4-1-1 Vertical Model Calculation Progression



By iterative method, the correct values of p,, 7 will be calculated, and the location in
the tubing depth where these values ocur. In the next set of calculations, these known
values of p,, T, will become the p,, 7, for the next incremental calculations.
However, for the initial guess, p, and T, are both assumed to be 10% greater than

p,and T, This is demonstrated by the flowchart below (Figure 4-1-2).

Calculate 77h)
(temperature profile)

Hagedorn and Brown Method

Accept (k) = p,
sure profile)

No | For Next Hteration:
= p(h)

Figure 4-1-2 Hagedorn and Brown Calculation Scheme



As can be seen from the flow chart, the temperature profile needs to be known for
this method to provide the pressure profile, with the corresponding flow rate and
liquid fractions. The details of the temperature calculations are described in the

nextsections.

The fluid properties are evaluated by interpolating from data generated in
PVTsim (as described in section 3-5). These properties include R,. B,. B.. 2 4.,

Hyr Gy Gus ¥or 7, and y,. The viscosity and the surface tension of the liquid

phase (oil and water together) d using the following equations.
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In the next step, the superficial liquid and gas velocities are calculated.
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The above values are used to calculate the L, and BB parameters (defined below),

which in tumn are used to check if Hagedom and Brown method is suited for this
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calculation. The fluid examples shown in the results section were all checked to ensure

that the Hagedorn and Brown method was suitable.

0.2218(vg +Vg5)
L, =1.071-———&__s¢’_
! D
12
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This model was proposed such that L, could only have a value of 0.13 or greater.
If a value of less than 0.13 was calculated for this parameter, then the value 0.13
was used instead of the calculated value in the next step. If (BB-L,) yields a
positive value, only then it s recommended that the Hagedom and Brown method be
used. Otherwise, the Orkiszewski method is preferred. This is how it was checked to
ensure the suitability of the Hagedorn and Brown method. For all the calculations
performed in this thesis, it was checked that the Hagedom and Brown method was

suitable for the purpose. Therefore, the Orkiszewski method is not used.

The correlation to calculate liquid holdup consists of the following set of calculations

in series.




N, =(0.15726lyl{;)
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The work of Hagedorn and Brown compiled a number of graphs that facilitate the
calculation procedure. The graph of CN, vs. N, gives CN,, which is used in the

next set of calculations to get the holdup correlation function.

P AREA
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A different graph of ’—LL V5. ¢, is then used to provide the corresponding value

nf—’—;‘-. The secondary correlation factor is calculated next, as shown below.

e
;

This value is used to find out the value of ' from the graph of ¥ vs. ;. At this

point, the liquid hold up value, i.e. the fraction of liquid in the fluid, can be calculated.

ey



The two phase density is then calculated using two different methods, as shown by the
equations below.

=p,H, +p,(1-H,)
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The bigger of the two values are used in the final flow equation (Eq. 4-1-1) to

determine the depth and its corresponding pressure.

Friction factor is one of the parameters that appear in the final flow equation (Eq. 4-1-
1). This is determined by first calculating the two phase Reynold’s number, and then
evaluating the friction factor, using the equations below.

23
DYy gy Y
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where, £ was assumed to be a constant value of 0.00015.

‘The last parameter that appears in Eq. 4-1-1 is the velocity parameter. It is calculated
by doing a series of calculations, once at p,, 7, conditions, and then at p,, T,

conditions. The following are the equations to calculate at the p,, 7, location.
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Once the superficial liquid and gas velocities at p,, 7, and p,, 7; are known, then the
final parameter can be calculated as follows.

v,

Vg, Ve

Vur = Va2 +Vsa2

AW,Y =) =)

The incremental depth between location of p,, 7, and p,, T; is then calculated by
rearranging the original flow equation (Eq. 4-1-1). Figure 4-1-1 demonstrates where
the physical significance of where this incremental depth appear. Equation 4-1-1 can

be rearranged to solve for the incremental depth as follows.

47



As can be seen from the calculations, this method calculates the pressure, flow

rate and liquid hold up profiles of the vertical section of the well.

4-2 Temperature Balance

We know from the previous section, it is imperative to know the temperature
profile to be able to determine pressure profile in the vertical section, which in
turn is essential to determine the operating conditions of the well. In this section,

the equations governing the temperature profile from Ramey’s method (Ramey

1961) are described.
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Figure 4-2-1 Temperature Balance Schematic



Ramey developed an energy balance between two points along the well tubing.

This is demonstrated in Figure 4-2-1 by locations “1” and "2". The energy at each
point was evaluated in terms of enthalpy, potential energy and kinetic energy of
the fluid. As fluid travelled from point 1 to point 2, heat is generated due to
friction. Some heat is transferred to the surrounding rock (since the fluid is

warmer). The following equation compiles this

H o+ S HyvqhS-+lg
9 .wulg 79 g, = W o g - qjg

‘This equation can be rearranged as follows.

AH g 1AV 1 =0t Qpioin

o U, 2. Ah A

where,

AH =c (1, -T,)-C,e,(p,~ ;)
Ah=h~h,

In order to solve this equation, each of the parameters needs to be evaluated first. All
the parameters can be evaluated once the fluid properties are known, and from the
calculations done in the Hagedorn and Brown process, except for 0, and O,

Ramey proposed that O, can be ignored. Therefore, a method was devised to

calculate 0,



It was assumed that heat is transferred from the fluid to the rock through conduction.
This is because, from the point where the fluid touches the tubing wall (i.e. where the
heat exchange occurs) and beyond, all the layers of material through which heat
transfer takes place are solid. Heat conduction can be defined by Fourier’s law, which
states that the rate of heat transfer is proportional to the temperature differential. The
heat transfer in the formation itself can be written in cylindrical coordinates as follows.

S, 1T,

One needs to know the steady-state fluid rock temperature in order to calculate the
steady state fluid temperature. However, the problem is that the rock temperature never
reaches a steady-state value because of the cylindrical geometry of the direction of
heat transfer (i.. the solution to the above equation is not unique). As time progresses,
the heat from the fluid will heat up the rock farther away; hence the temperature
boundary in the rock will keep on moving farther away from the tubing. This is shown

by the Basel function solution as follows.

where,




The conductive heat transfer from the wellbore to the formation can be written as

follows.

The overall heat transfer value, U,, is assumed to be a constant value of 17.61
Btu/(hr.f29F), as calculated by Dawkrajai et al. (2005). The conductive heat
transfer from the fluid to the wellbore (through the layers of completion) can be
expressed by the equation below.

0=-2m,U,(1,-T.,)

By equating the above two equations, the following equation is obtained.

Our =~Lu0s, (1, -T.)
where,
rU K,
7 Bk
" AU

This represents the heat loss from the fluid to the formation, ie. O,,. 7, is
calculated by assuming a constant time. Therefore, this model calculates the
temperature profile at a specific time only. This allows the model to be versatile
in the ability to recognize the drop in fluid temperatures at the tubing head as
time progresses. This could be used to estimate the time when the fluid

temperatures could go below the WAT.



Since now all the parameters of the tubing energy balance can be calculated, it can

be written in the following form.

g 1(v;
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When calculating the temperature profile, the starting point s the tubing head
temperature. This is because the temperature at the bottom-hole is fixed at the
reservoir temperature, and it does not change. Depending on the time, flow rate,
and other factors, the temperature at the tubing head varies. Therefore, for the
first step calculation (Figure 4-2-1), point 1 is at the bottom-hole and the model
will calculate the temperature at point 2. The above equation can be rearranged

to solve for T2, which is the parameter of concern.

1
T, 4 Lye, (= )T, ~Coe, (p = o)+ (h —h,)ﬁq e

! L, (b =h)+e,

‘These values calculated at point 2 will be considered as point 1 for the next step.

‘This procedure is repeated until the tubing head temperature s calculated. Al the

form the profile of the vertical model.

It is clear from Ramey’s calculations that many fluid properties need to be
calculated to find the temperature profile. These properties and other values

depend largely on the calculations done in the Hagedorn and Brown method.
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However, as noted earlier, the Hagedorn and Brown method relies on a known
temperature profile. The following section outlines how the Hagedorn and Brown
calculations and the Ramey’s temperature calculations are solved together in an
iterative way, such that it overcomes the need of having a known temperature

profile or a known pressure profile.

4-3 Solution Method

There are two reasons why special attention needs to be paid to how the
Hagedorn and Brown method and Ramey’s method are being solved together.
Firstly, as outlined above, both models require the other model to be solved first.
Secondly, one of the calculation procedure starts at tubing head and ends at the
bottom-hole location, while the other runs in the opposite direction. Both these
{ssues are addressed in the solving process proposed in this thesis. The flowchart

in Figure 4-3-1 describes the process.

The two models are run in series, and the calculations loop until the values
converge. This eliminates the problem of having to know either the pressure or
the temperature profile in full beforehand. Moreover, because the complete
pressure and complete temperature profiles were calculated separately, it was
possible to calculate in their respective directions without any problems. Figure

4-3-2 s avisual representation of the outputs in the iterative process.



Assume a Liner geothermal
Temperature Profile to be the
Tubing Temperature Profile

Input: T(h)*
Hagedorn and Brown Calculations

Outputs: Pressure, Flow rate,
Liquid Hold-Up, etc

Inputs: Pressure, Flow rate,
Liquid Hold-Up, etc.

Ramey’s Calculations
Output: Ramey’s T(h)

Is Ramey’s T(h)
Same as T(h)*?

Set T(h)* = Ramey’s T(h)

Accept All Calculations From this
Iteration to be True

Figure 4-3-1 Solution Method for Vertical Model
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Figure 4-3-2 Results Progression of the Vertical Model

With the calculations done using the vertical models, it is possible to create lift
curves (Figure 4-3-3), in the same way as IPR curves using the horizontal model.
The single curve below is for a fixed value of tubing head pressure, gas-oil-ratio,

water-oil-ratio, etc.

Flow Rate

Bottom Hole Pressure

Figure 4-3-3 Lift Curve



The bottom-hole pressures are calculated for various operating flow rates, and
these points are plotted on a graph to give the characteristic shape. As bottom
hole pressure is increased, there is a greater pressure differential between the
tubing head and bottom hole, which gives a greater driving force, allowing more
fluids to flow up. A unit increase in the bottom-hole pressure is not match by a
proportional increase in flow rate due to the higher frictional losses experienced
at high flow rates. The curve in Figure 4-3-3 is obtained when the tubing head
pressure and other parameters are fixed. A family of curves can be generated by

varying these parameters, such as the tubing head pressure.

Flow Rate
Flow Rate

Bottom Hole Pressure Bottom Hole Pressure

Figure 4-3-4 Well Operating Conditions

The well operating conditions are determined by allowing an IPR and a Lift Curve
to intersect, as shown in Figure 4-3-4. Operating at the point of intersection
signifies that the well is driving up the same amount of fluid that the well is able

to collect from the reservoir. On the other hand, if the well was to be operated at




bottom-hole pressures at “A",a lot more fluid will be coming in from the reservoir
than the well's ability to pull it out that that tubing head pressures. At that point,a
lift curve using lower tubing head pressure is required to give the driving force to
draw out more liquid up to the surface. This is the usual scenario if the
production rate from that reservoir needs to be increased. The opposite applies if

the production rate needs to be slowed down to ensure a higher recovery

fraction.

Figure 4-3-4 demonstrates just one example of why the operating conditions may
need to be changed, and in doing so, the program developed in this thesis would
be a very important tool. However, there are many more reasons that could
trigger the need to change the operation conditions. A further discussion about

this topic is outlined in Reservoir Engineering books, such as by Johansen (2008).



CHAPTER 5

WAX MODEL

There are a number of professional software programs available to predict the
wax precipitation in oil wells. However, all of them make use of deposition
models that are based on wax diffusion. In such models, it is assumed that when
the fluid temperatures reach and go below the WAT, the wax molecules diffuse to
the tubing wall and become deposited as solids. This model may be applicable for
surface or sub-sea pipelines, where the flow regime may be laminar. However, in
recent times, attention had been drawn towards developing a model for the
turbulent flow regime in the oil producing wells, in which it is not possible for
diffusion to occur in radial direction. In this thesis, two different wax models are
programmed with a complete well flow model for the first time and compared.
These models assume that wax molecules crystallize at WAT, form gels that stick
to the tubing, and harden over time. Both the models are not compositional, in an

effort to keep the calculation simple enough for easy applicability.

The two models described in this thesis are by Zougari and Sopkow (2007) and
Begatin et al. (2008). Both the models are based on the Ozawa (1971) kinetic

model for crystal growth, which can be expressed as follows.

. K(1)
¥, “1-exg - XD
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The above equation was expanded for non-isothermal conditions by Oliver and
Calvert (1975), Turnbull and Spacpen (1978) and Hoffman (1985) for a single

component.

X,W):l,,,{,qu.,[A_f_Iﬂ]‘]
TA i

For the case of multiple components, such as for crude oils, crystallization is
considered as a cumulative process. Crystallization kinetics for m -components
can be described by the following equation. This is also supported by some of the
studies done by Hammai (1992).

Co .
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In the next sections, two different models are described, each applying the above
equations in different manners. However, both these models calculate relative
crystallinity, which basically describes the percentage of area under the
microscope that is in some form of ordered or crystalline state. This is only the
first step towards determining if a change of phase is expected to occur. Further
calculations need to be developed to determine a relation between the relative
crystallinity and phase change, as well as between phase change and deposition

on the wall. One of the motivations for applying these developing wax models is

toshow the agood vertical del tom
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5-1Zougari and Sopkow Model

In their study, Zougari and Sopkow (2007) developed a kinetic model that was
able to satisfactorily fit the experimental data from oils of five different wells,
each from a different region of the world. They used the following equation for
relative crystallinity, which is a normalized equation that has its beginnings from,

but not exactly the same as, the Ozawa equation.

X,0.0)= lfex;{—@]
e

where, 0=

In their study, the authors conducted laboratory testing by cooling stagnant (non-
flowing) samples of crude oils at a known rate, and measuring the crystallinity. They
it their relative crystallinity equation to the experimental data by changing values of

the constants. 7,,., is a temperature at which the waxes in the samples were still in
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dissolved conditions; it was assumed to be a constant value of 80°C. 7,,, is the
temperature at which crystal growth stops; this was also considered a constant with a
value of -110°C. 7, , the effective cooling rate, was determined o be a constant of
0.1°C/min. The actual cooling rate, 2, was varied during experimentation. These
recommended values were used to calculate relative crystallinity in this study as well.

A value of 3, 1e-9 and -9.8¢6 was used for the constants #, C; and C;.

5-2 Begatin etal. Model

In this model, Begatin et al. (2008) took a different approach to define the relative
crystallinity function. They proposed an equation with just one fitting
parameterC, which is the Ozawa constant. The single important variable that
affects the crystallinity s 7,(z)which is assumed to be the inside wall
temperature. This is because the inside of the wall is the coldest surface that the
well fluid comes into contact with, and hence provides a reason for nucleation
and crystal growth to occur. The relation between 7, (<) and relative crystallinity
is shown in the equation below.

~ware)-r.eF
o7, ) Vm|

X,(T)=1-ex;



The equation also assumes that velocity and wax appearance temperatures

changes over the length of the horizontal well. This is to accommodate for the
changing oil composition and tubing diameter respectively, as wax solids build up
at various locations. Moreover, in the original Ozawa equation, there is a cooling
rate term. In this model, the cooling rate is assumed to be related to the
temperature gradient in the axial direction. Also, an Ozawa exponent of 1 is
assumed to signify a rod morphology for the crystal structure, which is a
phenomenon also noted by Zougari and Sopkow (2007). Holder and Winkler
(1965) also observed that wax solidified into get only after a certain level of
crystallinity was reached. This value was quoted to be as low as 0.5% for certain
crude oils. Therefore, Begatin et al. (2008) proposed that wax deposition could be
considered a possibility only when the relative crystallinity is calculated to be a

value greater than 0.5%.

Therefore, this theoretical model can be applied with the help of a good

temperature and flow model for the vertical well, as well as good experimental

data for WAT(z). Since this study aims to check the applicability of these models,
only a simplified equation is used with assumed values for experimental data.
WAT(z) is assumed constant throughout the well, ¥(z)is assumed to be the

assumed to be same as

values calculated by the vertical flow model, and 7/

the fluid temperature for simplicity purposes in this study.



CHAPTER 6

RESULTS

The previous chapters describe the mathematical basis of the models used in this
study. In this chapter, the results obtained from these models are shown. At first,
the results obtained from running only the horizontal model are outlined. This
includes running simulations for a generic well completion and producing an IPR
for the well. The results from running a complex well completion are also shown.
In the next section, various profiles and lift curves are obtained from executing
the vertical model alone are shown. The horizontal and vertical models were then
combined to produce the operating parameters for a production well. A section is
also dedicated to comparing the temperature profiles from the vertical model to
the approximate, analytical temperature profiles commonly used in industry. This
leads into the last section, where the temperature profile is used to calculate the

wax crystallinity in the fluid.

‘The horizontal and vertical models used in this thesis produce results that are
reservoir and fluid specific. There is provision for changing reservoir properties
by making changes to the input files. For fluid properties, a table was generated
using PVTsim™ (Calsep), which was then embedded as an input file to the
program. This table could be regenerated for different fluids to produce fluid

specific results. One of the pre-existing fluid compositions on PVTsim™ (Calsep)



was used to generate the results in this section. This fluid has a bubble point
pressure of 265 bars. Further details could be seen in the input files outlined in
Appendix A. Some of these detailed information, such as the length of the
completion, can also be deduced from the values shown on the axes of the graphs.

The following table shows the fluid composition.

‘Table 6-0-1 Fluid Composition

Component Mol % Mol wt (g/mol
0.56 28014
coz 355 44.01
c1 4534 16,043
c2 548 3007
c3 37 44.097
ic4 07 58.124
nC4 1.65 58.124
ic5 073 72151
nCs 0.87 72151
c6 133 86.178
c7 273 89.9
c8 326 1032
c9 214 117.7
c10 194 133
c11 162 147
c12 147 160
c13 169 172
c14 162 186
C15 159 200
c16 13 213
€17 111 233
c18 126 247
€19 107 258
c20 1332 421



6-1 Horizontal Model Results

The horizontal model applied in this thesis determines the flow rate, pressure
and ol fraction profiles along the length of a horizontal well, for a maximum of 2-
fluid phases. The simplest case that could be run in this simulation is for a single
phase fluid using the generic completion shown in Figure 3-1-1. Following are the
profiles obtained when the generic completion is operated above the bubble point

pressure.
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Figure 6-1-1 Generic Completion Operated Above the Bubble Point Pressure

‘The flow rate profiles show that inflow rate increases from the well toe to the

well heel. This is because more inflow locations become available, which allows



more fluids to flow in. This is the main advantage of horizontal wells. All the fluid
flowing into the completion first goes to the annular section. However, the
annular section holds far less fluid at any distance than the inflow amount. This is
because the fluids get transferred instantaneously to the tubing and to the next
annular node. At any point in the completion, the total fluid in the annulus and
tubing will equal the inflow rate at that location, as set by the mass conservation
equations. It can be seen that the annular-to-tubing flow rate is constant
throughout the length of the well. This is because the input parameters are set in
a way such that there is equal distribution of slots along the body of the tubing,
which facilitate this type of flow. Towards the heel, there s a big spike in the
annular-to-tubing flow rate (which is matched by the spike in the tubing flow
rate). This is because at the last annular node near the heel, all the fluid from the
annulus flows into the tubing. Therefore, the generated flow rate profiles match

the expected behaviour.

‘The above flow rate was achieved due to a pressure drawdown from the reservoir
to the well. As indicated by the pressure profile, the reservoir pressure was
assumed to be at 270 bars, and the bottom-hole pressure was set to 269 bars. As
can be seen, a pressure differential exists throughout the length of the well, which
is the driving force for the fluid to flow into the well. The pressure is lower at the
heel of the well due to frictional pressure losses that occur over the length of the
well. The tubing was assumed to be a smooth pipe in this case. Depending on the

restrictions of flow in the completion, this pressure drop along the length of the



well would change. Therefore, the calculated pressure profile matches the

expected behaviour as well.

The oil fraction profiles have a value of approximately 1, because the fluid is
always subjected to pressures above the bubble point pressure. A slight drop in

oil fraction is calculated due to pressure drawdown calculations.

In the next example, the same well is operated at pressures below the bubble

point pressure.
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Figure 6-1-2 Generic Completion Operated Below the Bubble Point Pressure
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As can be seen from the pressure profile in Figure 6-1-2, the reservoir pressure is
assumed to be 260 bars, and the bottom-hole pressure was set to 258 bars. A
similar pressure profile is obtained as the first example, because the same
completion was utilized. The corresponding oil fraction profile shows a much
greater amount of gas being produced than the last example because the pressure
is below the bubble point pressure. However, because of lack of data, it was
assumed that the oil fraction in the reservoir was 1. In reality, this value is
expected to be less than 1 when the reservoir pressure is below bubble point
pressure, and hence more gas is expected to be produced. In real applications, the
reservoir ofl fraction value can be obtained by PVT sampling and the data can be
input into this program to give a realistic picture. The shape of the liquid fraction
profile is also dependent on the pressure drawdown. A higher pressure

drawdown would result in more gas liberation.

It can also be seen in this example that the rate of production is higher than that
of the first example. This is mostly due to the fact that this example has a higher

pressure draw down of 2 bars (compared to 1 bar in the first example).

In this next example, the profiles are calculated for a completion for which the last
250m section near the heel is packed off. A grid representation of this type of
completion can be seen in Figure 3-1-4 (page 25). This completion has two
locations where all the fluid in the annulus gets transferred into the tubing. This

phenomenon is clearly represented by the flow rate profiles in Figure 6-1-3. At



the well heel and at 250m from the well heel, there are large jumps in the tubing
flow rate because of the placement of the packers. The tubing flow rate remains

constant for the last 250m section, since there is no annular-to-tubing flow.
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Figure 6-1-3 250m Packed-Off Completion

The last 250m of the annulus has higher pressure, because of the fluid build up
that is only able to flow into the tubing from one location. This provides a more
uniform pressure differential (between the reservoir and completion) throughout
the length of the well. This is desired in the situations where a gas cap or water
breakthrough is imminent. Similarly, different types of completions, such as the
stinger completion in Figure 3-1-3 (page 24), can be utilized to tackle various

production concerns. This horizontal flow model is able to provide the profiles
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specific to the completion type, which is a very desirable attribute. It gives the
reservoir engineer the opportunity to easily calculate the results of many possible

solutions before investing into it.

As described in Chapters 3 and 4, it is necessary to make an IPR plot to determine
the optimal operating pressure and flow rate for a given reservoir. Figure 6-1-4 is
the IPR plot generated for the generic completion using this horizontal flow
model. The IPR has the characteristic slant and curvature as expected - as the
bottom-hole pressure is decreased (i.e. increase in pressure differential with the
reservoir), more fluids flow into the well. Frictional effects at high flow rates
explain the curvature of the plot. Section 6-3 shows how this IPR plot could be

used in conjunction with lift curves to provide the operating conditions.
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6-2 Vertical Model Results
‘The vertical flow model developed in this thesis models the flow of fluid from the
well heel to the surface. During this voyage, the fluid experiences a much greater
pressure and temperature drop, causing drastic changes in liquid hold-up (i.e.
liquid fraction) and flow regime. The combination of Ramey’s model and the
Hagedorn and Brown model calculates temperature, pressure, liquid hold-up and

flow rate profiles as shown in Figure 6-2-1 in the respective order.
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Figure 6-2-1 Profiles Calculated Using the Vertical Flow Model

Figure 6-2-1 was the results obtained when the selected fluid (Table 6-0-1, page
64) was run in the simulation at very high bottom-hole flow rate of about 1000

m3/d. This was done because the flow rates calculated in the horizontal model




also had very high values, which is characteristic of horizontal models. The
temperature profile was calculated starting with the bottom-hole temperature
(ie. reservoir temperature) as the boundary condition and moving upwards. It
can be seen that the temperature slightly increases as it flows upwards, and the
fluid temperature at the tubing head was calculated to be just slightly below the
bottom-hole temperature. This is because the high fluid flow rate causes frictional
heating in the piping. It will be shown in Section 6-3 how a lower flow rate

produces a different type of temperature profile.

‘The pressure profile can be seen to change from over 160 bars at the bottom-hole
to about 30 bars at the tubing head. This high pressure differential provides the
force needed to naturally pull up such a big amount of fluid from the bottom-hole
against gravity. It can be seen with the use of a ruler that the pressure profile is
not a straight line; it is curved to account for the momentum loss due to friction.
The loss of pressure causes gas to be liberated from the liquid. This is indicated
by liquid hold up profile. The liberation of gas causes the flow rate to sharply

increase, due to the low density of the gaseous phase.

Thus overall, the model results are in par with what is expected. These results
were calculated through an iterative method. Figure 6-2-2 shows the iterative

process that took place. It can be seen that the model converged in 2 iterations.
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Figure 6-2-2 Calculation Progression for Vertical Model

Figure 6-2-2(a) shows the initial assumed temperature profile. This is the same as
the geothermal profile, which was used to calculate the pressure profile and a
new temperature profile using the pressure values. This is shown in Figure 6-2-
2(b). The program then checked if the temperature profiles in Figure 6-2-2(a)
matched the one in Figure 6-2-2(b). Since the temperature profiles are very
different, the program went forward with the 21 iteration. The pressure profile in
Figure 6-2-2(c) was calculated using the temperature profile in Figure 6-2-2(b).
Atthe same time, a new temperature profile is calculated in this 2 iteration with
the new pressure profiles. The computer then checked again to see if the
difference between the temperature profiles in Figure 6-2-2(b) and Figure 6-2-
2(c) were within the allowed tolerance. In this case, it was; this can also be seen
from the similar shapes of the temperature profiles in the figure. Therefore, the

program stops iterating after this step.



The vertical model is also used to plot the lift curves for the system. This was
done by running the simulation for different values of bottom-hole flow rate. The
model produced the corresponding values for bottom-hole pressures. The plot of
these flow rate and pressure values is the lift curve, as shown in Figure 6-2-3. The

curve has the characteristic shape of a lift curve.
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Figure 6-2-3 Lift Curve from Vertical Model

This lift curve, together with the IPR from the previous section, can be used to

calculate the operating conditions. This is shown in the next section.




6-3 Determining Operating Parameters

In the previous sections, both an IPR and a Lift Curve were produced. The point of
intersection of the IPR and Lift Curve dictates the operating parameters of the
well. This is because, at this point, both the fluid coming into the bottom-hole
(defined by the IPR) equals the fluid that is able to flow out of the well (defined by
the Lift Curve). Figure 6-3-1 shows the plot when both Figure 6-1-4 (IPR) and
Figure 6-2-3 (Lift Curve for a tubing head pressure of about 20 bars and a GLR of
300) are drawn on the same axis. It shows that if the well head is operated at 20

bars, about 16 000 m/day (at bottom-hole conditions) of fluid can be produced.
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Figure 6-3-1 Operating Conditions




If for some reason it is desired to reduce the production rate, the tubing head
pressure could be increased. Figure 6-3-2 shows the shift in Lift Curve when the
tubing head pressure is changed from 20 bars to about 35 bars. This gives a new
intersection point with the IRP, where the production rate at the bottom-hole
conditions will be lower. Various other factors affect the Lift Curves, such as
water cut, gas-liquid ratio, tubing radius, etc. These values could also be changed
in the program developed in this thesis to give different families of lft curves. By
having such quick simulation tools available to the reservoir engineer, it is

possible to investigate various possible operating conditions and their effects.
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Figure 6-3-2 Operating Conditions at Different Tubing-Head Pressures




6-4 Temperature Profile Comparison

The temperature profile is an important factor for certain flow assurance issues.
In this thesis, the direct relationship between the fluid temperature and wax
crystallization has been discussed. Therefore, there is a need to have a good
temperature model. A substantial amount of effort was invested to achieve this by
applying a detailed temperature model for two phase flow, where only the
reservoir temperature is known. This allows this model to be used for prediction
purposes before the well is drilled. In this section, a few findings from running the

temperature model are discussed.
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Figure 6-4-1 Vertical Model for a Low Flow Case
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Figure 6-4-1 shows the profiles from a vertical model with bottom-hole flow rate
of about 150m3/d (much lower than the example from Section 6-2, page 71). Such
flow rates are decent production rates for vertical wells. It can be seen that the
tubing head temperature can very easily be as low as 50°C. At such temperatures,
it is not unlikely to have crossed the WAT value for the fluid. In the next section,

this temperature profile will be used to perform calculations regarding wax

crystallinity.
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There are certain advantages of using the temperature model used in this thesis.
It acknowledges the fact that wellbore fluid temperature changes with time.

Figure 6-4-2 shows how the temperature profile is different at different values of

time (Td). As the of the ling rock rise over
time (due to heat transfer from the fluid in the well), the temperature differential
between the fluid and the rock decreases. Therefore, less heat is lost from the
fluid, which results in the fluid to be warmer over time. By using this function, the
reservoir engineers will be able to determine if certain concerns are expected to

affect only on the short run or will it affect in the long run.

While doing literature review regarding wax deposition models, it was seen that
an analytical model was used most frequently as the basis of the wax deposition
model. This model is a single-phase simplification of Ramey’s model. The
motivation to select the analytical model was that it performed well for single-

phase situations. The model can be written as follows.

r(x):r...ﬂr..fr...)uv[’ U“x]

X
As can be seen, for this analytical model, both the tubing head and bottom-hole
temperatures need to be known. Moreover, a constant value for c, has to be used
In the model used in this thesis, all the properties used were evaluated for the

temperature and pressure values at each specific location. Therefore, the analytical

‘model is limited in its ability to predict a fluid specific profile before production starts.
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Figure 6-4-3 Numerical vs. Analytical Temperature Profiles

Figure 6-4-3 shows how this analytical model compares with the numerical model.
The temperature profiles plotted in colour are the profiles produced using the
numerical method coded in this thesis at different values of dimensional time. All
these three profiles were plotted for an overall heat transfer (U) value of about 17
Buuht/f°/°F, as calculated by Dawkrajai et al. (2005). The temperature profiles in
black colour are generated using the analytical solution described in this section
(with the same values for diameter and overall heat transfer coefficient). It can be
seen that the analytical model produced very different profiles compared to the

numerical model. The analytical profile produces very steep changes for a



realistic overall heat transfer coefficient value. Only at very unrealistically low
values of the overall heat transfer coefficient, it is possible to see a curvature
similar to the numerical model. In most oil wells, it is common to have a two
phase fluid at the tubing head. Hence, a numerical model, such as the one
implemented in this thesis, may be worthwhile developing and investigating
further into for accurate prediction. This is because the choice of temperature
model will dictate the results of the wax model. For instance, if the fluid in Figure
6-4-3 had a WAT value of 80°C, the analytical temperature model would conclude
that wax deposition is not a concern. However, the numerical temperature model

would flag it as a concern for at least half of the depth of the well.

6-5 Wax Model Results
The temperature profiles generated in the vertical model could be applied to wax
deposition models, since low temperature is the driving for wax crystallization.
Two different wax crystallization models were discussed in this thesis. Although
both the models were derived from the same concept, the final models have a
number of differences. Figure 6-5-1 and Figure 6-5-2 show the results from
applying these models. Both the models have different fitting parameters. The
purpose of these parameters is to match the model to data. However, since field
data were not available, the curve fitting was not possible. The graphs generated
in this section only give an impression of the performance of these models. The

models were then applied to the case generated in Figure 6-4-1 on page 77.
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Figure 6-5-1 Zougari and Sopkow Model

Figure 6-5-1(a) shows the plot generated using the Zougari and Sopkow (2007)
wax crystallization model. It shows that the wax crystallinity goes up and
temperature goes down. It was assumed that the WAT was 80°C for this fluid, and
therefore, the graph is only relevant for temperatures below 80°C. Figure 6-5-
1(b) shows the temperature profile calculated in the vertical model in Section 6-4.
For this temperature profile, the wax crystallinity profile in the well (calculated
using the Zougari and Sopkow Model) is shown in Figure 6-5-1(c). It can be

concluded that the wax crystallization and deposition s possible only for the first



1300 m of the well, since further below, the fluid temperature is above the WAT.
It should be noted that the crystallinity values i the graphs are highly dependent
on the choice of value for the fitting constants. Thus the crystallinity values, which
would determine the amount of solid wax available to deposition on the tubing

wall, would be relevant only if some fluid specific data were available.
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Figure 6-5-2 Begatin et al. Model

Similarly, Figure 6-5-2 was generated using the Begatin et al. (2008) wax

crystallization model. The crystallinity model itself produces a profile (Figure 6-5-




2(a)) much different from the Zougari and Sopkow model. The result of this
model is also specific to the well compared to the Zougari and Sopkow model.
This s because this model utilizes the axial temperature gradient and velocity
values calculated in the vertical flow model to produce the crystallinity profile, as
opposed to the radial cooling rate in the Zougari and Sopkow model. Figure 6-5-
2(b) is the temperature profile generated for the well using the vertical model.
‘The wax crystallinity profile for this well is shown in Figure 6-5-2(c). The shape of
this profile is much different from the shape generated using the Zougari and
Sopkow model, hence highlighting the differences between the models. However,
like the results of the Zougari and Sopkow model, the crystallinity values itself
(shown in this figure) are only a product of the fitting constant used. In order to
apply the model in real life situation, some experimentation is necessary to

evaluate the value of this constant.

‘The need for such experimentation s a drawback, since it prevents the user from
using the model very easily. However, some level of experimentation is necessary
to be able to apply such phase-change models. Other models often require a
thorough compositional analysis, and the availability of properties that are very
difficult to evaluate. Therefore, relatively, the crystallization models described in

this thesis are not very difficult to apply.
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CHAPTER 7

SUMMARY

This research explored a few opportunities of improving the simulations available
to reservoir engineers in the oil and gas industry. Today, the industry is paying a
lot more to explore and produce crude petroleum from extreme locations.
Therefore, it is of more interest today than ever before to use mathematical
models and computer software packages as a cheap and highly effective tool to

plan for petroleum production.

Three very specific models were used in this thesis. Firstly, Thanyamanta’s
(2009) IPR model for horizontal wells was improved. Although the model itself
has made a big contribution to provide a comprehensive 2-phase model for
horizontal wells, there was room to add to its abilities. It was made easy to input
specific fluid properties into the program. In this way, IPR curves could be
generated for horizontal wells with not only specific completion designs, and with
regional reservoir conditions, but also with very specific fluid properties. This
could not be achieved using property correlations (as recommended by Liu
(2009)). With this addition, the model is able to produce accurate profiles for flow
rate, pressure drop and liquid fractions over the length of the well, and as well as

IPR plots. Such information is a must for good well design and operation plan.
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The second model used was the vertical flow model by Hagedorn and Brown
(1965) in conjunction with the temperature model developed by Ramey (1961).
In this research work, the two independent models were intertwined in a way
such that their sequential and iterative solution would provide the temperature,
pressure, flow rate and liquid fraction profiles. These are important parameters
to consider during the design of this part of the well, when the fluid moves from
bottom-hole to tubing head. A big change in pressure, temperature and velocities
are often encountered during this journey. The model is also able to produce lift
curves. Lift curves, together with the IPR plots, provide the optimum operating

conditions for the well. This, in turn, dictates the design of this portion of the well.

As can be seen, both the horizontal and vertical models play an important role in
the design and the day to day planning, scoping and operation of an oil well unit.
Other than working as an everyday crucial tool for the industry, these horizontal
and vertical models also play an important basis for further research work and
risk assessment. This was illustrated by using the temperature profile generated
in the vertical model in this thesis as the basis for two different wax
crystallization models. These wax models are still in the process of being fully
developed. By providing accurate temperature and velocity profiles from the
vertical flow model, it gives these preliminary wax models a platform to be
evaluated for their performance in oil field situations, which can provide
important clues about how the models needs to be further developed and direct

new areas of experimentation. It was shown how a widely used analytical



temperature model provides very different profiles compared to the ones

generated in this thesis.

‘The results generated from the models applied in this thesis were coherent and
logical. A few trends could be confirmed from the results, as well as from doing
the work of creating the program. These are outlined in the next section, together
with recommendations for further study on the research carried out in this thesis.
The last section of this thesis discusses the novelty of the research work done in

this study.

7-1 Findings and Recommendations

While working with the horizontal model on a separate project, the importance of
applying appropriate fluid properties was discovered. The model produced
distorted results if an error was made with providing the correct values. This was
one of the motivations to make changes to Thanyamanta's model (2009) to allow
easy switch over from one fluid to another. It is recommended that this

mechanism be applied to the 3-phase model developed by Liu (2009).

‘The use of different horizontal completions in Thanyamanta’s model (2009) was
one of the strengths of the model. In this research work, only one complex
completion was further investigated. Further investigation of other such

completions is encouraged. It would be very useful if the user is able to switch
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from one completion to another much easily. The current method is not very user
friendly, and hence leaves much room for the user to make errors while setting

up such completions.

It would also be useful to tie the horizontal model with a reservoir streamline
model, such as the one recommended by Skinner (in progress). This would not
only make the IPR more accurate, it would also give the user a visual
representation of situations such as gas breakout, water coning, etc. Moreover, by
changing the calculation grid such that reservoir nodes were able to communicate
between each other, it could be possible to give the program the ability to
determine the direction of flow. This would make the simulator more powerful.
When using the calculation grid for horizontal well used in this thesis, the flow

directions had to be predetermined by the user.

It is also recommended that the horizontal model be compared with field data to
evaluate if there is room for improvement. Since the use of temperature sensors
are becoming common practice on horizontal wells, the temperature model

proposed by Thanyamanta (2009) could also be compared and evaluated.

The current horizontal model allows the user to input different rock and
completion properties for each segment described using the model grid. It would
be useful to extend this property to allow segments to deviate from the horizontal

placement by few degrees, since this is a common situation in real wells. This



would allow the model to be more accurate in terms of producing data for the
specific wells. It is known that these slight deviations in well placement have a
substantial effect on the temperature profile of the horizontal well. It would be
interesting to evaluate if the produces a prominent effect on the flow and

pressure profiles as well.

It was noticed that the productivity of the horizontal well would dictate the
design of the tubing in the vertical well. This is because the high flow rates of
horizontal wells require wider vertical wells for lifting the fluid out of the well. It
was also noticed that high flow rate in vertical flow caused fluid to heat up due to
friction. It would be great if these data generated by the vertical model could be
compared with field data to evaluate its performance. It would be interesting to
further study to see if wax deposition is minimal in high production wells, since
this study suggests that the high flow rate has the tendency to heat up the fluid as
it travels up the pipe, as opposed to cooling it. Moreover, expanding the vertical
model to include flow in risers would be very useful, since a big temperature drop

can be experienced there.

The wax models applied in this thesis were under development. It is
recommended that these models be first applied by fitting them with field or
experimental data to evaluate their performance and aid their development. Use
of high temperature and high pressure flow loops could play a ritical role to

provide useful data. It is also recommended to apply the wax models when they
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are complete, such that the location and amount of wax deposition can be
predicted. Lindeloff and Krejbjerg (2002) also concluded that it is important to
perform transient analysis (with respect to fluid temperature profile in the
vertical section) for wax deposition. This may also be further investigated using

the models developed in this thesis.

7-2 Novelty of Research
The work done in this research work comprised of the application of various
existing models. The novelty of the work lies in the improvements that were

made and how these models were applied.

‘The use of fluid property tables to interpolate for the right data point was applied
for the first time in the horizontal model. This was a favourable improvement,
both in terms of results generated and as well as increasing the versatility and

usability of the program.

The complete Hagedorn and Brown method (1965) and the complete Ramey’s
model (1961) were applied together in the proposed complex, yet relevant and
appropriate solution process for the first time. The use of this vertical model and
Thanyamanta’s horizontal model (2009) to determine operating conditions using

IPR and lift curve intersect was also a new addition.



The wax crystallinity models applied in this research were only applied using
analytical temperature models so far. In this research, these models were applied
using data from the integrated horizontal and vertical model developed earlier.
The wax deposition software packages that are available today all use diffusion as
the driving force for wax deposition, while the models applied in this study
consider a kinetic limited crystallization process as the main mechanism for wax

deposition.

Therefore, a substantial amount of new research work has been presented in this
thesis. However, there is always room for improvement, some of which are
outlined in the previous section. It is hoped that the work in this research would
provide some new, useful information, as well as encourage further study in this

subject.
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APPENDIX A: MATLAB CODE
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Horizontal Model Code

File name
-heckC recks for
m ks for f viscosity
checkConvT.m “hecks for
nversion. onverts pressure to bara 7d
playmu.m viscosity values
isplay converged results in the its
oy isplay and categorize converged values
[ figenerator.m ‘matrix for segment 1
f1T.m enerates function matrix for segment 1 for
| f2generator.m matrix for segment 2 to N-1
f2T.m Generates function matrix for segment 2 to N-1 for
[Bgenerator.m matrix for segment N
f3T.m Generates function matrix for segment N for
ategorizes flowrat
fractions.m ategorizes fractions
gasmix.m** ‘ontains tables of fluid properties
Calculates Bg from tables
m* Calculates Bg from tables
Input direction of flow of each bridge
* Calculates Bo from tables
‘alculates Bo from tables
enerates flow rates for use in
g enerates liquid fractions for
m nerates overall heat transfer coefficient
Generatemu.m* alculates viscosity from tables
12P.m* Calculates two phase viscosity
Calculates viscosity from tables
m Generate pressure drop between nodes
C: oil i oir conditions
o tables
from tables
generateRs.m* alculates Rs from tables
m* alculates Rs from tables
generateT.m etting wellbore to be same as reservoir
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Input reservoir

less.m tting values for unknown
enerate "guess” matrix
T.m enerate “guess” matrix for
input_alpha.m nput liquid fractions in the reservoir
nput_cm input slot discharge coefficients
nput_data.m input data
input_dataT.m input data
input_K.m permeabilities
input_krg.m input
input_kro.m Input oil relative permeabilities
input_L.m
input_p.m Input reservoir pressues
input_sm nput skin values
interpolate.m* culate properties
teration.m olving usning Newton-Raphson method
terationT.m lving using Ne -Raphson method
enerates Jacobian matrix for segment
[11T.m enerates Jacobian matrix for segment
[j2Generator.m ienerates Jacobian matrix for segment 2 to N-1
2T.m enerates Jacoblan matrix for segment 2 to N-1
[13Generator.m enerates Jacobian matrix for segment
[j3T.m enerates Jacobian matrix for segment
main.m* to solve the iterative process
Mysubplots.m* lots flowrates, pressures and flow rate graphs in the
ame figure
anizes files to run the iterative method
lakes flow rate plots
m akes plots
plotmu.m akes viscosity plots
lakes pressure plots
plotT.m ake: plots
plottingm lakes user defined plots

-calculates some coefficient values to run faster

tegorizes pressu

res
caling back from being relative to reference variables

rganizes files to solve for

updatemu.m

sity values

*Only these files were significantly changed (about 90% average) to the work
done by Thanyamanta et al. (2009

**Only these files were newly added to the work done by Thanyamanta et al.
(2009)



checkConvergence.m

Checks for convergence

Input:

iteration
iteration

Unknoun parameters a
Unknown parameters a
: Number of unknowns

Tolerance value for checking for

N
threshold

Re

< status (false =
Convergence value

flag
epsilon  :
function [func, funcl] = checkConvergence (X1,X2,N, threshold)

flag = true;
epsilon = 0;
temp = 0;

for i=1:N
1€ X1(1)~=t

ol
temp = abs (X (1)-X2 (1)) / (XL (i) *N) ;

epsilon = epsilon + temp;
end
if (epsilon < threshold)

flag = false;
end

func = flag;
funcl = epsilon;
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muzp

yiscosities used
Recalculated vis:
Number of bridges

bridges

eshold Tolerance number
Return:
epsilon Convergence

function [funcl func2) =

checkconvmu (mu2P, mu2P_temp, bridges, threshold)
flag = true;

epsilon = 0;

temp = 0;

for i=

ridges
temp = (1-mu2P_temp (1) /mi2P (1)) "2

epsilon = epsilon + temps
end
if(epsilon < threshold)

flag = false;
end
funcl = flag;
func2 = epsilon;



Checking for convergence

Input:

Unknoun temperatures at n+lth
Number of unknown temperatures
Tolerance value for c

Unknown temperatures at nth iteration

ecking for com

status (false =
Convergence valu

epsilon

function (func, funcl] = checkConvT (X1,X2,N, threshold)

flag = true;
epsilon = 0;
0
for i=1:N
if X1(1)~=0
temp = abs (X1(4)-X2 (1)) / (X1 (1) *N) 7
else
1f X2m=0
temp=0;

els:
XL(4) = le-20;
end
end
epsilon = epsilon + temp;
end

if (epsilon < thre:

flag = false;
end

func = flag;
funcl = epsilon;
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aling back the variables so that pressures are in bara and

flowrates in
w3/,

Input:

X1 :

num_var  :

Return:

An array containing values of unknown variables
nd

Unknown parameters
Reference pressure

(con

erged values)

Reference flow rate
Number of unknowns

flowrates in m3/d

function func = conversion (X1,pref,qref,nun_var)

tempCounte

-1

for i=linum_var-2

if (tempCounter <= 2)

variables

X1(1) = X1(4) *pref/leS;

4 Conversion of pressure

tempCounter = tempCounter + 1;

variables

if (tempCounter<=6)

Conversion of flow rates

XL(1) = X1(1) *qre£*60+60+24;

tempCounter = telpco ints
elseif (tempCounter>é)
tempCounter = tenu:conm:er +

end

end

if (tempCounter == 10)

tempCounte

-1

x o+ 1

13




Categorize viscosity values

Viscosit:

mu_tubing = zeros(1,N); vi
ulus = zeros(1,N) Viscosity in a
exvoir = zeros(l, Viscosity in reservoir

for 1=0:N-2 egment 2 to N-1
mu_tubing (1+1) = muZP (4+1+1);
mu_annulus (i+1) = mu2P(4+543);
mu_reservoir (i+1) = mu2P(4+i+4);

end segment N
mu_tubing (N) = mu2P (bridges-1);

nnulus (N) = mu2P (bridges);

Plot results
plotmu;

114



displayoutput.

Conversions of the conv r appropriate
its an

result display

Display usber of iterations
disp (*Nurber tions before conver
Gi3h (um2stx (sent inelCount) 1

Scaling back the variables so that pressures are in bara and
flowrates in

m3/d
X = conversion (X1, pref, qref, nun_var) ;

Display final results
disp(’
disp('x");
disp (nun2stx (transpose (X))

variables into pressures, flow rates, and liquid holdups

p_t Cabing = {1y Eressures in tubing
p_annulus = (1; Pressures in annulus
tubingFlowrates = (17 Tubing flow rates
Annular-to-tubing flow rates
B Annular flow rates

tups in tubing
Liquid holdups in Annular-to-tubing

i Liquid holdups in annulus

[p_tubing, p_annulus] = pressures (X,N,num_var);
Categorize pressures
slotFlowRates, annularFlowrat -
£lowrates (X, N, num_var, bindex) ; Categorize flow rates

£ractions (X, N, num_var) ; Categorize fractions

Calculate cumulative inflows at each segment
integralFlows = zeros(1,N);

for i=1:N-1

for j=1:i

)= )+ 35
end
integralFlows (N) = integralflows (N-1);

end

* Plot results
plotting
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displayoutputT.m

Categorize converged temperature variables and
result display

Display number of iterations
disp('Number of iterations bef
disp(num2str (sentinelCount));

caling back the variables if
XT = Tconversion (XT,num_varT,Tref) i
Display final results
disp(

disp('x');
disp (num2str (transpose (XT)));

categorize variables
_tubing Temperatures in tubing
Tanmulus = (17 + Temperatures in annulus

{7_tubing, T_annulus) = Temperatures (XT,N,num_varT,Tres);

Plot results
plotT
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Generate function matrix for Segment 1

Inputt
# Unknown paraneters at each iteration
1 ated coefficient for inflow equations
pres Nesarvaiz pressures
+  FPre-calculated coefficient for tubing flow
calculations
alpha Pre-calculated coefficient for annular

llcuc.lcull[)nns

for slot/valve flow

Pre-calculated coefficient
calculations'
Bo, By, Rs Black-oil properties

uzp Two-phase viscosities

Two-phase densities
Liquid holdups in reservoir
Generated zero function matrix
pref :  Reference pressure

sqret :  Reference flow rate

rhozp
alpha_res
L1

“Return:
Function matrix for Segment 1

function func =
(X1,1 beta, alph ho2®, alph £1,p
ref,qref)
% Liquid-phase material balance
£1(1) = X1(4) *X1(8)/Bo(2) - nm-nm/sou 7 % At node 1

£1(2) = X1(6) *alpha_res (1) /Bo
1 ) 7o)
- X1(5)*X1(9) /Bo(2) ;
Inflow equation
£1(3) = X1(6).
1) ‘(ple-(l)/pxe{ - xx (2)) *pret/qret;
Momentum balance for fsh
1) =X - x
eta e 3141.75) 'xhnzr(n*o 754muzP (1)*0.25;
Flow equation for annular-to-tubing br:
£1(5) = X1(2) - X1(1)
- B(1)* (X1(4)*2) *rho2P (2) ;
Momentum balance for annular bridge

fie) =@ - xan
Ipha (1) * (X1(5) “1.75) *rho2P (3) "0.75*mu2 (3) ~0.257

At node 2

Yaa~shass: marertal baleiics
£1(7) = ((1-X1(8)) *X1(4) /Bg(2) + X1(8) *Rs (2) *X1(4) /Bo(2)) . ..
(1-X1(7)) *X1(3) /Bg (1) + X1(7) *Rs (1) *X1(3) /Bo (1)

At node 1
1(8) = ((1-alpha_res(1))*X1(6)/Bg(3) +
lJphl res (1) *Rs (3) *X1(6) /Bo(3)) ...
- ((1-X1(8)) *X1(4) /Bg(2) + X1(8) *Rs(2) *X1(4) /Bo(2)) ...
((1-X1(9)) *X1(5) /Bg (2) + X1(3) *Rs (2) *X1(5) /Bo (2)

At node 2

117



func

£1(9) = X1(9) - X1(8)s

= £
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a1,

function func
£17 (Dot 1, Daas, Tres, Tref, XT, q, LErac, Bo, By, Rs, Kappa_t, Kappa_a, £1,delcaP
_a,deltaP_t,KJT)

Ttoe = Tres(1);

£1(1) = XT(1) - Ttoe/Tret;

 bet1vq(2) “Lizac (2) /B0 (2) .
+ Dgas* (q(2) * (1-Lfrac (2)) /Bg 2!
+ g2 e iat (3) +ha (3) B0 (2011 + ((KE (1) -Teoe/Tret)) .
- (Doil*q(1) *Lfrac(1)/Bo(1)
+ Dgas* (q(1)* (1-Lfrac (1)) /Bg (1) -
+ q{1) *LErac(1) *Rs (1) /Bo(1))) * ((XT(3) -XT(1)) -

£1(2)

KIT*deltaP_t(1)) .
- Kappa_t (1) * (XT (1) -Ttoe/Tref) ;
t annula

"G - o

(ot1eq(3) Lerac (3} /B
+ Dgas* (q(3) * (1-Lfrac(3)) /Bg(2) .
+ q(3) *Lfrac(3) *Rs (2) /B0 (2))) * ( (XT (2) ~Teoe/Tref) -

KJT*deltaP_a(1));

func = £1;
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Retu

Function matrix for Segme

function func =

R

ref, qref,N,b)
for 1=0:N-3

var = i49;

P, rho2P, alpha_res, £2,p

izuov.r) - Xl(lltvnx?;Xl(l7ovu)/so{3‘hs)'h(l‘nﬂ
+ X1(3+var) *X1 (T+var) /Bo(3+1+1) *b (4+1+1) .

~ X1(124var) X1 (16+var) /Bo (341+4) *b(4+4+5) ;

2 Govan = KShvaz) ex1 (3hvar) [Bo (34442) b (42243) .
1 (154var) talpha_res (142) /B0(34106) b (4+448) .

£2(3+var) = X1(15+var)...
- (1(1+2)* (pres (142) /pref -

X1(114var))) *pref/qrei
else
£2(3+var) = 0;

n
Momentur
o brvar) =31 10rvar)

- X1(19+var) ..
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beta (142)* (X1 (12+var) L. 751-xmzmmsy"n 75+muzp (44145) "0

.25;

qustion for annular-to-cubl ge
ubing flow exists

if b(4*146) ~= Annclag-to
£2 (5+var) "1 (11vvar) -3 (0w
xmz)'(x:mwax)Az)-muzyu'us»,
else i a tubing flow

£2(5+var) = 0;

£2(3+var) = 0; No split equation

or annular bridge
lar flow exists

X1(114var) - (20+var) ...

end
Momentum balance
if b(4*i+7)

£2 (6+var)

alpha (i+2) * (X1 (14+var) *1.75) *Tho2P (441+7) "0.754mu2P (4+1+7) "0.25*b (4*1

L€ b(A*i47) == 1
if b(4*1+6) ~= 0

annular-to-tubing flow:
£2(9+var) = X1(17+var) - X1(18+var);

equation
-1 If flow in annulus is toward toe of

end
elseif b(4+i+7)
well
£2(9+var) = 07 No split
equation
else No annular flow
£2(6+var) = 0,
£2(9+var) = 0,

Gas-phase material balance
£2(74var) = ((1-XL(17+var))*X1(13+var) /Bg(3+1+5) +
Xl(17+vax)'ks13':057'x1(130vax>/Bo(3'uS))'MU;‘GA...
X1 (T+var) ) *X1 (3+var) /Bg (3*i+1) +

x)nwax)-xsumn-xx(3+vm/se43uqn'xa(4- +1) ..
1-X1 (16+var) ) *X1 (124var) /Bg (3+i+4) +
At

XL(16+var) *Rs (3+144) +X1 (124var) /Bo (3++4)) ¥b (4+145) 1
eubing node
2(8hvar) = ((1XL(34var)) X1 (Savar) /5q (31442) +
xuswm 5a 27412} 1 {Stvar) fBo (3+442)) (4 143) -
pha, xuum»-xmswm/aqu-us» +

(-
alpha_: xesUOZD‘Rs(}'x*s)‘xl(lchax}/BnG'xoG?)‘h{ 148) .

X1 (18+var) ) *X1 (14+var) /Bg (3*1+5) +
X1(18+var) *Rs (3* m*xwawm/zo(zmsn'bu-uﬂ

XL (174var)) +X1 (13+var) /Bg (34545) +
x)Lﬂwar)'Rs(:'ns)'xluzwax)/xou'usn'bu 146)7

annular node
end

func = £2;
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£21.m

Generate function matrix for Segment 2 to N-1

Input:
Doil, Dgas : Precalculated coefficients

Tres Reservoir temperatures

Tref Reference temperature

X7 Unknown temperatures at each iteraticn

g Flow rates

Lerac Liquid holdups

Bo, Bg, Rs

Kappa_t in
tubing

Kappa_a  : Overall heat transfer coefficients for fluid i
annulus

£2 :  Generated zero function matrix

b :  Bridge indexes

‘deltabt : Pressure drop between nodes for fluid in tubing
deltaP a : Pressure drop between nodes for fluid in annulus

Joule-Thompson coefficient

etus
ST isn meEEL fax Segment 2 to N-1

function func =

£2T(Doil, Dgas, Tres, Tref, XT, q, Lfrac, B \_t,Kappa_a, £2,b,de

1tap_a,deltap &, KIT)
for 1=0:N-3
var = 144;
Enexgy balance at tubing n

£2(14244) = ~(nou-q(vum *Lfrac (var+6) /Bo(3+1+5) .
(q(var+6)  (1-Lerac (var+6)) /Bq (3+4+5) . ..

+

q(var+6) *LErac (var+6) *Rs (3+4+5) /Bo (3+145)) ) * ((XT (2+143) -
XT(2+142))) *b(var+6) ...

- (Doil*q(var+5) *Lfrac(var+5) /Bo(3+i+4) .

Dgas* (q(var+5) * (1-Lfrac (var+5)) /Bg(3*i+4) ...

+
Q(var+5) *Lerac (var+S) *Rs (3+1+4) /Bo (3+1+4))) * ((XT(24545) -XT (241+3)) -
KIT+deltaP_t (142)) *b (var+s) .
- Kappa_t (1+2) * (XT (241+3) -XT(244+2)
Energy balance at annalar node
£2(242+1) = - (Doil*q(var+8) *LErac (var+8)/Bo(3+1+6) ..
Dgas* (q(var+8) * (1-LErac (var+8)) /Bg (34446) ..

q(var+s) “Lrac (var+s) R (34146) /B0 (3+446))) * (KT (24142) -
Tres (142) /Tref)) *b(var+s) ...
- Kappa_a (1+2) * (XT (241+2) -Tre: mz)/nan
- (Doil¥q(var+7) *LErac(var+?)/Bo(3*i+!
+ Dgas* (qw.nn~u~unc(vu.7))/aq(s-usy
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+
q(var+7) *Lfrac(var+7) *Rs (3+1+5) /B0 (3+145)) ) * ((XT (241+4) -XT (2*142)) =
KJT*deltaP_a(i+2))*b(var+1);

If there is discontinuity in annular flow the temperature at the
first

annular node is assumed to have the temperature of the inflow from

reservoir
if b(var+7)==0

£2(242%1) = XT(i%244)-Tres (142) /Tref;
end

end
func = £2;

Par case 3 (well with milkiple infloy contrsk valves); add

c=bs is bridge indices

Create all-positive bridge indeces so that the temperature change
due to
pressure drop is dependent on the flow direction but only on the
pressure
i drop (either positive or negative change along the flow direction)

for 1 = 1: (4*N-2)
s if b(i)<0

b(1)=-b(i);
end

Flow directions can still be determined using "c". At the annular
ode
* where the reversed flow first starts, the temperature is fixed so
that &
equals to the temperature of the reservoir inflow.
% if c(vars3)==-1
if c(var+7)==l
£2(24243) = XT(1+242)-Tres (i42) /Tref;
. 2(242%(1-1)) = XT((i-1) *2+4)~Tres (1+2) /Tref;
end
end
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£3generator.m

Generate function matrix for Segment N

*Input:
X1 i Unknown parameters at each iteration
beta :  Pre-calculated coefficient for tubing flow

calculations
3 :  Pre-calculated coefficient for slot/valve flow
calculations

Black-oil properties
Two-phase viscosities
Two-phase densities

Generated zero function matrix
Reference pres:

Bottomhole pressure
Number of segments
Number of unknowns
Number of nodes
Number of bridges
Bridge indexes

Return:
Function matrix for Segment N

function fun
E3Ganesator (KL, beta, B, Bo, By, Rs, muz, thoZP, £3, pref, pbh, N, nun,_var, Nodes

/bridges,b)
Liquid-phase material balance
£3(1) = X1 (num_var-12) *X1 (nun_vaz-8) /Bo (Nodes-4) *b (bridges-5) .

4 X (nim.vaz-2) +X1 (nuh var) /Bo (Nodes) ~b (bridges) .
X2 (rom_ve-3) X0 (i va£-1) /50 (odes-1) b (peidge31) 5

At tubing n
P (m.... var-10) *X1 (num_var-6) /Bo (Nodes-3) *b (bridges-3) ...
- X1 (num_var-2) *X1 (num_var) /Bo (Nodes) *b (bridges) ;
At annular node
Moasnfaat bl s e ctbioh hr o
£3(3] o/ X1 o waco8] =g
(N)'(Xl(n\m ar5) 4 175) +sho2e (bridges-
b0 754mize (bridges.i) 0.2
w equation for kit tubing bridge
s bibeidpal =0 Annular-to-tubing flow exists
= X1(num_var-4) -~ X1 (num_var-5) - B(N)* (Xl (num_var-
272 +£ho2s (beidges);
else No annular-to-tubing flow
£304) = 0;
a

Gas-phase material balance
£3(5) = ((1-X1(num_var-8)) *X1 (num_var-12) /By (Nodes-
10,0 B a4 <1 [ oz~ 12) /Bo (Nodes- An-wbndaes LI
1-X1 (num_var)) *XI (num_var-2) /Bg (Nodes|
X1 (num_var) “Rs (Nodes) X1 {nun_var-2) /B (Nodes) Yoh (brsdges ..
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((1-X1 (num_vaz-1)) *X1 (num_vaz-3) /Bg (Nodes-1) +
X1 (nun_vaz-1) *Rs (Nodes-1] *X1 (num_vaz~-3)/Bo (Nodes-1)) *b (bridg:
At tubing node
) = ((1-X1 (num_vaz-6)) *X1 (num_var-10) /Bg (Nodes-3) +
3) *X1 (num_var-10) /Bo (Nodes-3)) b (bridges-3) ...
- ((1-X1 (num_var) ) *X1 (num_y odes) +
X1 (nun_var) *Rs (Nodes) *X1 (run_vaz-2) /Bo(Nodes)) *b (bridges) ;
At annular node

-1);

func = £3;
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£31.m

Generate function matrix for Segment N
Input

Doil, Dgas : Precalculated coefficients

x1 each iteration
q

Lerac Liquid holdups

Bo,Bg,Rs t Black-oil propert
N Number of segment:
Generated

)
3

Bridge indexes

zo function matrix
Number of unknown temperatures

ansfer coefficients for fluid in

overall heat transfer coefficients for fluid in

b :
deltapa : Pressure drop between nodes for fluid in annulus

in tubing

deltar_t Pressure drop between nodes for fluid
KT Joule-Thompson coefficient

Ret

Fanction matzix for Segnent N

function func =

£37 (Dod1, Dgas, XT, g, L: N, £3, Nodes, bridges, K

Bo, By, R
/Kappa_a, b, deltaP_a,deltaP_t, KIT)

Enargy bulance st tubing

3(1) = - (Doil*q(bridges) *LErac (bridges)/Bo (Nodes)

+ Das* (q(bridgen) (1 “Lzac (bridges)) /Bg (Nodes) ...

qubridgen suezac bridges) ¥Rs (Nodes) /8o (Nodes) ) # ((XT (nun_vazT-1)~

T (num_var-2))) *b (bridges) ...

Doil*q(bridges- 1)‘Lfr-c (bridge:

" Dgas* (q (bridge:
L)

+ q(bridges-1) *Lfrac (bridge:
1)))* ((XT (num_vaxrT) -XT (num_varT-1)) -KJT*deltal
‘Kappa_t (N) * (T (num_varT-1) -XT (nun_varT-2)

func = £3;
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£lowzate

Categorize flow rates

*Input:

X1 Unknown parameters (converged values)

Nunber of segments

num_var Number of unknowns

Return:

tubingFlowrates Tubing flow rates
slotFlowRates Annular-to-tubing flow rates
annularFlowrates Annular flow rates
“inflowRates

Inflow rates at each inlet bridge

function [funcl, func2, func3, funcd] =
£lowrates (X1, N, num_var, bindex)

Segment 1

tubingFlowrates (1) = X1(3);
slotFlowRates (1) = X1(4);
annularFlowrates (1) = X1(5);
inflowRates (1) = X1(6);

Segment 2 to N-1
for i=liN-2

tubingFlowrates (i+1) = X1(3+9%1);
slotFlowRates (1+1) = X1(4+9%1);
annularFlowrates (i+1) = X1(5+9%4);
inflowRates (i+1) = X1(6+9%1);

end
Segme:

CubingFlonrates (M) = X1 (num iy 3
slotFlowRates (N) = X1 (nun

for i=1iN-1

) *bindex (4* (1-1)43);
) « 2
end

funcl = tubingFlowrates;
func2 = slotFlowRates;
func3 = annularFlowrates;
funcd = inflowRates,
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fractions.m

ategorize fractions

Input

:  Unknown parameters (converged values)
ber of segm

N nts

Number of unknowns

Return:

tubingFractions Liquid holdups in tubing
slotFractions Liquid holdups in lar-to-tubing flows
annularfractions : Liguid holdups in lus

function [funcl, func2, func3] = fractions(X1,N,num_var)

Segment 1
tubingFractions (1) = X1(7)
slotFractions(1) = X1(8);
annularFractions (1) = X1(3]

+ Segment 2 to N-1
for i=1:N-:

Subtageeactions (1) = XLOHEMY )
slotFractions (i+: 49+1) ;
mltractions (L41) = X1 (3434415

end

Sacp
mmngrmcuum(m = X1 (num_var-1);
slotFractions (N) = X1 (num_var);

funcl = tubingFractions;
func2 = slotFractions;
func3 = annularFractions;

128



gasmix.

all properties are at 100C
his £luid is a liquid at all temperature and pressure range shown
£luid composition is a random one

bara
Pressurs
1.00

901.00];

g/en3
Density Vap = [
0.0010
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0.0000
0.0000

)

Density Lig = [
0.8500

0.8083

0.7885

0.7802];

Viscosity Vap = [
0.0130

Viscosity_Lig=I
L3112

1.3087
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0.9270);

xBo = [
1.043
117
1.221
1.271
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Calculate pressure-dependent gas formation volume factors

Input:

1 :  Unknown parameters at each iteration

Number of nodes

‘Return:
rray containing gas formation volume factor at every node in the

netuork

function func = 1, pres, By_: \_var, Nodes)

Bg = zeros(1,Nodes);
gasmix;

for 1=0:N-2

var = i*9;
Ki(l+vaz) = X1 (14var) spret/10°%) Change unit
of pressure from Pa to

X (2ovar) = X1 (2ovar) pref/10°57
of pressure from Pa to

Change unit

Calculate gas formaiton volume factor at tubing node of Segment

P = X1(Lsvar);
(i1, pl, 12, p2] = interpolate (p);

dp = pl-p2;
eradicates the possibility of division by zero
if dp==0

end
yBg = (p-pl)/dp * (xBg(il)-xBg(i2)) + xBg(il);
Bg(3+i+1) = yBg;

Calculate gas formaiton volume factor at annular node of

Segment i+l
P = X1(2+var);
(i1, pl, 2, p2] = interpolate(p);

dp = pi-p2;
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eradicates the possibility of division by zero
if dp==0
a

= (p-pl)/dp * (xBg(il)-xBg(i2)) + xBg(il);
Eg13'1+2) = yBg:

Gas formaiton volume factor at inlet node = oil formaiten
volume factor in the reservoir
Bg(3+i43) = Bg_res(i+l);

end

X1 (num_var-5) = X1 (nun_var-5) *pref/10"5; Change unit
of pressure from Pa to bara

X1 (num_var-4) = X1 (num_var- 4|‘p(ei/10"5, Change unit
of pressure from Pa to ba

Ca)cL] te gas formaiton volume factor at tubing node of Segment N
= X1 (num_var-5);

1, P, 17, p2] - interpolate(p);

dp = pl-p2i
\ eradicates the possibility of division by zero
if

dp = 2;
end

¥Bg = (P pl)/dp *+ (xBg(i1)-xBg(i2)) + xBg(il);
Bg (Nodes-1) = yBa;

]c late gas formaiton volume factor at annular node of Segment N
= X1(num_var-4) ;
Ri1, b1, 12, p2) = interpolate(p):

dp =
e):d)carés the possibility of division by zere
1if dp==t
dp = 2;
end

yBg = (P pl)/dp + (xBg(11)-xBg(i2)) + xBg(il);
By (Nodes) = yBg

func = Bg;




generateBgres

Calculate pressure-dependent gas formation

volume factors

Input:
N Number of segments

pres Reservoir pressures at reservoir nodes
= Bubblepoint pressure

Return

Array containing gas formation volume factors at inlet nodes

function func = generateBgres (N,pres,pb)

pres_temp = pres/10°5; Change unit of pressure from Pa
Bo_ren = zeros(L,-1)s
gasmix

for imliN-1

P = pres_temp (1)
(i1, p1,7i2, p2] = interpolate(p);

dp = pl-p2;
eradicates the possibility of division by zero

19 = o pu/dp (xBg(i1)-xBg(i2)) + xBg(il);
g_res (i) =

£ pres_temp (i) <pb For pressures below the

JkLebs e Easrey
all] = de-00t5ren temp (1)43 + 2a-0Gipren tempit) 2 -
0.00044pres Tonp(L) + 0.037 ) Expression obtained from

curve-titsing of pre- aaeatid vaLin: A5iby ah moe
For pressures above the

hubbJEpmnc preasues
S(1) = ~4e-09+pb"3 + 2e-06+pb"2 - 0.0004*pb + 0.0378;

end

func = Bg_res;
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¢ Generate indexes for directions of flow through each bridge

bindex value of +1 means flowing toward well's heel
bindex value of -1 means flowing toward well's toe
bindex value of 0 means the bridge is removed

bindex = ones (1,bridges); Assign "+1" for all bridges

for blah=
' mndexu‘khhh 143) = -1;
annulus of Se:
bindex (4* (blah-1)42) =
Subiing Bridges
nd

To create reversed flow in

% To remove the annular-to-

¢ bindex(4* (N-1)+1) = 17
Segment blah

% bindex(4*(N-1)+2) = 1;
bridges

% To create reversed flow in annulus of

' To remove the annular-to-tubing

% Assign "-1" or "0" as required

+ For Example case 1 where there is a S00-meter packed off at the end

of the well, type:

+ bindex (4* (143-1)43) % To remove the annular bridge

sepresentiog pack-off material
for i = 150:1! ove the annular-to-tubing

bridges xepxesen(inq dis:onne:ucn! “batween anmulus and tubing

Andex (4* (1-1)42) =

o en

A{Roz Cam Bl et e maleloTalfofi b coderal. malons]

% bindex (4*(69-1)+3) = move the annular bridge

o e e
remove the annular-to-tubing

To re
xmavu Tepresenting disconnections between annulus and tubing
bindex (4* (i-1)42) =

% bindex (4*(95-1)42) = 1;
through ICV 2 at Segment 95
BLoda1AN(95-1)43) =101

of Segment
“ bxndex(d‘(?é 1+3) = -1

% To create annular-to-tubing flow
% To create reversed flow in annulus
% To create reversed flow in annulus

% To create reversed flow in annulus

V oingenide (98-11+3) = <11 % To create reversed flow in annulus

of Segment



For Case 2-C (well with two temperature zones), different-pressure
case,

bmdsx!é'u‘/u 1)43)
Zone-1 and Zone- v

% for i = 10L:1
b)ndsx[l'kl 1)42) = 0; To remove the annular-to-tubing

Eridges xapresenting Qisconnections between the two wells

To create discontinuity between

To remove the annular bridge

+ bindex (4% (69-1)+3)

representing pack-off naterial
70: To remove the annular-to-tubing

annulus and tubing

bridges representing discomnections betueen
bindex (4* (1-1)42)

Pindex(at 5-1)42) = 1 To create annular-to-tubing flow
through ICV 2 at Seqment 95 ]
bindex (4* (55-1)+2) To create reversed flow in annulus |

of Segment
» bindex (4 56-1+3) i To create reversed flow in annulus ‘
of Se s

2 bindex (41 (57-1)43) = - To create reversed flow in annulus

of Segnent |

¢ To create reversed flow in annulus

* bindex (4* (98-1)43)
of Segment 9
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% Calculate pressure-dependent oil formation volume facters

Input:
x1 i Unknown parameters at each iteration
‘pres Reservoir pressures at reservoir nodes
Bo_res 011 formaiton volume factor in reservoir
ipref Reference pressure

“pb Bubblepoint pressure

Nunber of nodes

‘Nodas

‘Return:
‘Array containing oil formaiton volume factor at every node in the

networ

function func = Bo_ £, pb, N, num_var, Nod

Bo = zeros (1,Nodes) ;
gasmix;

for 1m0:N-2
var = i%9;
i = eSSy Change unit of

pressure from Pa to ba
X1(24var) = X1 (zwm *pre£/10°5; % Change unit of

pressure from Pa to
Calculate gas formaiton volume factor at tubing node of Segment
141
P = X1 (L+var)
(41, pl, 12, p2) = interpolate(p);

ap = pl-p2;

+ eradicates the possibility of division by zero
if dp==0

dp = 2;
end

yBo = (p-pl)/dp * (xBo(i1)-xBo(i2)) + xBo(il);
Bo(3*1+1) = yBo;

4 Calculate gas formaiton volume factor at annular node of

Segment i+1
P = X1(2+var);
[41, pl, 12, p2) = interpolate(p):
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dp = pl-p2;
erodicates the possibility of division by zero
if dpm=0
dp = 2

end

= (p-pl)/dp * (xBo(il)-xBo(i2)) + xBo(il);
Bo(3+142) = yBo;

Gas formaiton volume factor at inlet node =
volume factor in the reservoir

Bo(3+143) = Bo_res (i+1);

il formaiton
end

XL (nun_vaz-5) = X1 (m_vaz-5) *pret/10°5; Change un
pressure from Pa to

t of
X1 (num_var-4) = X1 (oum, vaz-4) +pre£/10°5; Change unit of
pressure from Pa to b

« Calculate gas formaiton volume factor at tubing node of Segment N
P = X1 (num_var-5);
(i1, p1, i2, p2] = interpolate(p);
dp = pl-

P27
eradicates the possibility of division by zero
if dp==0
dp =

end

yBo = (b-pl)/dp * mo(m -xBo(12)) + xBo(il);
Bo (Nodes-1) =

ﬂmcung sas fomaiton volume factor at annular n
= X1 (num_vaz-

ode of Segment N
)i
B M s ) © interpolate (p)s
dp = pl-p2;
eradicates the possibility of division by zero
if dp==0

dp = 27
end

yBo = (p-pl)/dp * (xBo(i1)-xBo(i2)) + xBo(il):
Bo (Nodes) = yBo;

func = Bo;
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Calculate pressure-dependent oil formation volume factors

Input:

N Number of segment

pres Reservoir sures at reservoir nodes
b Bubblepoint pressure

Return:

Array containing oil formation volume factors at inlet nodes

function func =

nerateBore

(N, pres, pb)
pres_temp = pres/10°5;
bara

Bo_res = zeros (1,N-1);

Change unit of pressure from Pa to
for i=1:N-1

p = pres_temp (i
141, p1,712, pZ) = interpolate(p);

dp = pi-
eradicates the possibility of division by zero
if dp==0

end

1o = (o pn/ap * (xBo(il)-xBo(i2)) + xBo(il);
s(i) =

end

func = Bo_res;




Generate flow rates for use in temperature calculations and

from m*3/d to m°3/s

q = zeros(1,bridges);

for 1=0:N-
praghoe nt 1
qUitasn) = mm..qn.m.m(m)/(su-so-zm

tubing

q(i*442) = slotFlowRates(i+1)/(60460°24);
annular-to-tubing flow

Q(i*443) = annularFlowrates (i+1)/(60*60424);

q(i*4+4) = inflowRates (i+1)/(60%60°24);

qwm) - r.ubinwllevzllel (141)/(60460+24) 5

tubing

q(14442) = slotFlowRates (i+1)/(60460424) 7
annular-to-tubing flow
end

end

141
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calculations

uid holdups for use in temperatur

Lfrac = zeros(1,bridges);

N-1
1~=N-1 Segment 1 to N-1
Lfrac(i*4+1) = tubingFractions (i+1);
Lfrac(i*442) = slotFractions (i+1);
tubing flow

for i=0
if

tubing
annular-to-

Lfrac(i*4+3) = annularfractions (i+1); n annulus

Lfrac(i*4+4) = alpha_res(i+1); inflow
elseif i==N-1 Segment N

Lfrac(i*4+1) = tubingFractions (i+1); In tubing

Lfrac(i*442) = slotFractions (i+1); In annular-

tubing flow
end
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fficients

less variables
Segment 1 to N-1

Calculate dimens:
for i=1iN-1

Reynolds numbers of fluid in tubing
Re_No(i) =
tubingFlowrates u)/sa/sn/zu(pun(x)*zy'!z-xum-muzuu»
1) *4+2) /muzP ( (1-1) *4+;
Reynolds numbers of L
nularFlowrats l(i)/ﬁﬂ/&ﬂ/Zl/(pﬁ'!u(i)*z-
(i

._ann
PATEL (3) ) * (4 (pivzo (1) 2
PL*Ti (1) %2) / (24Pi4x0 (1) +2°pi*ri (1)) *rho2B ((i-1) *4+2) /mu2P ((i-
“442);
Prandtl

umb
Pr_No(i) = CovmuZP((1-1)+442) /h_£1;

end
* Segment N
Re No(N) =
cubingFlowrates (N)/60/60/24/ (pi*ci (¥ °2) * (2414 (W) *Tho2P (V-
l'l‘z)/muzl’( (N-1) *4+:
o (N) = Co*mu2P( (N-ll *4+2) /h_£1;

Calculate overall heat transfer coefficients

-1 For Segment 1 to N-1

for i=

if Re_ann(i) < 3000 or laminar flows
h_ann(i) = 3.656*h_£1/(xo(i)-xi(i));
d in annulus
or turbulence flow:
_ann(4) = 0.023+Re_ann (1) 0. 845 -_No(1)"0. azm £1/(xo(4)-ri(1));

HasE cranster coufticient of £

ann(i) = (x_cem/k_cemtx_case/k_case+1/h_ann ()" (-1);
OveTall heat transfer coefflcient of fluid In annulus

if Re_No(4) < 3000 or laminar flows
h_fluid(i) = 3.656*h_£1/2/ri(1);
HesE cranster costticiént of tluid in tubing
For turbulence flow
h _£1uid(4) = 0.0234Re_No (4) 0.8+Pr Mo (1) 0.33+h_£1/2/r1 (1)

tube (1) = (x_tube/k_tube+1/h_fluid(1))*(-1);
OVeELAL Nekt tramefer SoeEfietant of £latd n tubing

e e e e Sl G e oo enc T et canafa
=0

ca
LE iR L) 3 Flow throught slot
Kappa_t (i) = gam_tube*U_ m»m'z-pA-nu)-v_m-ruz;
Heat transfer coefficient of fluid n tubin
o slots -- no annular-to-

else
tubing flow
Kappa_t (i) = 1*U_tube (i) *2*pi*ri (1) *L(1) *Tref;
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end
Kappa_a (i) = gam_ann*U_ann (1) *2*pi*ro (i) ‘L (1) *Tx;
Heat transfer coefficient of f in ann

end

For Segment N

h_fluid(N) = 0.023*Re_No(N)"0.8+Pr_No(1)"0.33*h_£1/2/zi ()}
4"Heat transfer coefficient of fluid in tub;

U_tube (N) = (x_tube/k_tube+1/h_fluid(N)"(-1);

ppa_t (N) = U_tube (N) *2*pi*ri(N) *L (1) *Tref;

To exclude heat transfer between fluid and surroundings, type:
Kappa_a = Kappa_a*0;
Kappa_t = Kappa_t*0;




Calculate pressure/temperature dependent viscosities

Input:

Temperatures used in isothermal calculations
Unknown parameters at each iteration

Reservoir temperatures at reservoir nodes

:  Reference pressure

Bubblepoint pressure

Number of segments

Number of unknowns in isothermal calculations
Number of unknown temperatures

Number of nodes

Number of bridges

:  Gas solubilities

Two-phase viscosities at reservoir conditions
Viscosities of both phases at reservoir conditions

T_temp
xT

Return:

mu2e Two-phase viscosities in every bridge in the network
sma Viscosities of both phases at every node in the
network
function [funcl func2] =

temp, X1, £,pb, N, nun_var, num_varT, Nodes, bridges, R

Smuzs res,mu_res)
pb_tempepbs  Bubblepoint pressure in
Eara

Pb = pbtlez; Bubblepoint pressure in
Fea

mu = zeros (2,Nodes) ; Viscosities of both

phases (1=liquid, 2=gas)

mu_od = zeros (1,Nodes) ; Dead-oil viscosities
mu_sat = zeros (1,Nodes) saturated of
viscosities
gasmix;
for 1=0:N-2

var = 149

X1(Lavar) = X1 (l+var) *pref/10°3; Change unit of
pressure from Pa to kPa

X1 (2+var) = X1(2+var) *pre£/10"3; Change unit of

X1
pressure from Pa to kPa
Calculate viscosity for the gas phase (from curve-fit to values
£rom EOS)
X_temp(1) = X1(L+var)/10"2; * Change unit of
pressure from kPa to bar
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femp(2) = X1 (2+vaz) /102
pressure i)

Tubing node - calculating viscosity (gas phase)

p = X_temp(1);
{11, B1, i2, p2] = interpolate(p);

dp = pl-p2;
1f dp==0

dp = 2;
end

mu(2,34141) = (p-pl)/dp * (Viscosity Vap(il)-Viscosity !

Viscosity vap (11)

Viscosity_Lia(il)s

Annular node - calculating viscosity (gas phase)

P = X_temp(2);
(i1, 71, i2, p2] = interpolate(p);

dp = pl-p2;
if dp==0

dp = 2;
end

ap (12)) +

N pl)/dp * (Viscosity Liq(il)-Viscosity Liq(i2)) +

w(2,3*142) = (p-pl)/dp * (Viscosity Vap(il)-Viscosity Vap(i2)) +

vn:a.x:y Vap (i

1)
mu(1,34442) = (p-pl)/dp * (Viscosity Liq(il)-Viscosity Liq(i2)) +

Viscosity_Lig(il);

Reservoir node - calculating viscosity (gas phase)

nu(2,34443) = mu_res (2,1+1);
mu(1,34143) = mu_res(1,4+1);

S . Ve = L e 5) *pre£/10°3;
pressure from Pa to

X1 (num_var-4) = Xl(num \_var-4) *pref /10"
pressure from Pa to

Calculate viscosity for the gas phase (from curve

fece 2o,
X_temp (1) = X1(num_var-5)/10°2;
pressue from kPa to bara
emp(2) = X1 (nun_var-4) /10°2;
pressure b seagr- Ak

Zublig seds < calailating viscosity (gas phase)

P = X_temp(1);
ti1, 51 52, p2) = interpolate(p)s
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dp = pl-p2;
Jp=-

(2, Nodes-1) = (p-pl)/dp * (Viscosity Vap(il)-Viscosity Vap(i2))
1)

+ mmuy Vap (i
u (1, Nodes-1)
+ Viscosity Liqlis

(p-pl)/dp * (Viscosity Liq(il)-Viscosity Liq(i2))

Annular node -
P = X_temp(2)7
(i1, p1, i2, p2) = interpolate (p);

calculating viscosity (gas phase)

dp = p1-p2;
1f dp=

(2 Nodes)
VLsceaSl’.y Vap (i

Yoden) 2 (pepl) dp ¢ (Viscosity Liq(il)-Viscosity Liq(i2)) +
Viscosity Ligtil)s

(prpl)/dp * (Viscosity Vap(il)-Viscosity Vap(i2)) +

mu2P = zeros (1,bridges) ; Generate two-phase viscosities

for 1=0:N-2
var = i+9;

Mu2P(14441) = mu(1,3%141) *X1(var+?) + mu(2,3%1+1)* (1-X1(var+7));
Tubing bridge of Segment i+l
= mu(1,3+1+2) *X1 (var+8) + mu(2,3*1+2)%(1-X1(var+8));
Annulus-to-tubing bridge of Segment i+l

mu(1,3%142) *X1 (var+9) + mu(2,3+142)* (1-X1 (var+9)) ;

Inlet bridge of Segment itl
end

w2 letdgenct) =

mu (1, Nodes~1) *X1 (num_var-1) + mu(2,Nodes-1)* (1~
1 (nun_var-1))

bing bridge of Segment N
27 (hEidges) © mu(L,Nodes) X1 (num_var) + mu(2,Nodes)* (1-
X1 (num_var)); Annulus-to-tubing bridge of Segment
w

funcl
funcz

muZP*107 (-3) 7
mut10%(-3);
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Calculate two-phase fluid viscosities

Input:

mu_res
N
alpha_
pres
Pb

Return

Viscosities of both phases at reservoir conditions
Number of segments

Liquid holdups at reservoir conditions

Reservoir pressures at reservoir nodes
Bubblepoint pressure

res

Array containing two-phase viscosities at inlet nodes

function func = N,alph

mu2P_res =

ros (1,N-1)

for im1:N-1

if pres(i)/le5 < pb

ol
mu2P_res(i) = mu_res(1,1)*alpha_res(i) + mu_res(2,1)* (1~

alpha_res (i)}
else

end

mu2P_res (1) = mu_res(1,4);

func = mu2p_res;




Calculate pressure/temperature dependent oil visco

Input:
Tres Reservoir temperatures

pres Reservoir pressures at reservoir nodes
pb Bubblepoint pressure

N Number of segments

‘Rs_res :  Gas solubilities in reservoir

Return:
Array containing oil viscosities at inlet nodes

(Tres,pres,pb,N,Rs_res)

function func = generatemure

pres_temp = pres/10%5; Change unit of pressure from Pa to
ra

_temp=pb; Bubblepoint pressure in bara

pb7= pble2; Bubblepoint pressure in kPa

pres = pres/led; Change unit of pressure from Pa to

kPa

\_res = zeros(2,N-1); Viscosities of both phases in
reservoir (1=liquid, 2=gas)

mu_od = zeros(1,N-1); Dead-oil viscosities
mu_sat = zeros(1,N-1); Saturated oil viscosities

P = pres_temp(itl);
1i1, p1, 2, p2] = interpolate(p);

dp = pl-p2;
eradicates the possibility of division by zero
if dp==0
dp = 2;
end

 exlouiating viseosity Ugas. phas
+1) = (p-pl)/dp * (vuco-sty Vap(i1)-Viscosity Vap(i2))

s 2

+ Viscasity vap (i)

mu_res (I, 1+1) = (p-p1)/dp *
iscasity_Lig(il);

(Viscosity Liq(il)-Viscosity Liq(i2))

+ v

end

func = mu_res*10*(-3);
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between nodes

deltap_t = zeros(1,N); Pressure drop between nodes i
tubing
deltaP_a = zeros(1,N-1); Pressure drop between nodes in
annulus
for i=l:N-

deltaP_t(i) = (p_tubing(i+1)-p_tubing(i))/Tref;

deltab a(i) = (p_annulus(i+1)-p_annulus (i))/Tre
end

deltaP_t(N) = (pbh*le-5-p_tubing(N))/Tref;

To exclude
deltaP_t = d
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properties

ervoir nodes

ures at r

Bubblepoint. pressare

0il forma
Gas forma
Gas sol

olume
iz

function [funcl func2 func3] = generateResprop (N,pres,pb)

of pressure from

pres_temp = pres/10°5; Change uni
zeros (1,8-1)
zeros (1,8-1)
res = zeros(1,8-1);

RsD)
gasmix;

for i=liN-1

= pres_temp(i);
(i1, p1,7i2, p2]

interpolate (p);

dp = pl-p2;

eradicates the possibility of di

calculating Bo
Bo = (p-pl)/dp * (xBo(il)-xBo(i2)) + xBo(il);
es (i) = yBo;

calculating By
yBg = (p-pl)/dp *
Bg_res(i) = yBg:

(xBg(i1)-xBg (i2)) + xBg(i1);

calculating R
Rs_res (i)

(p-p1)/dp * (xRs(il)-xRs(i2)) + xRs(il);

func3 = Re_res;



Calculate pressure-dependent densities

“Input

Unknown parameters at each iteration

of both phases at reservoir condition:
Reference pressure

Bubblepoint pressure

Nunber of segments

Number of unknowns in isothermal calc
Number of nodes

Number of bridges

lations

Do-phase dansities in evecy bridge in the netvork
Densities of both phases at od

e in the network
function [funcl,func2) =

ho2P_res, rho_ £,pb, N
)

\_var, Nodes, bridges

tho_res = rho_res/10"(3); * Change unit of
pressure from kg/m'3 to g/cm"3
rho2P_res = rho2P_res/10"(3) Change unit of
pressire from kg/m*3 to g/em"3

Calculate densities of each phase at every node

rho = zeros (2,Nodes);
gasmix;

for 1=

-2
var = i49;

X1(1+vaz) = X1(1+var) *pre/10°5; Change unit of
pressure from Pa to ba
Xi2evaz) = il (zevec) sprat/10°5) Change unit of
pressure from Pa to
Tubing node
b = Xl (14w
ti1, B1, 12, p2] = interpolatep)s

ho(2,3+141) = (p-p1)/dp * (Density Vap(il)-Density Vap(i2)) +
Density Vap(il);
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rho(1,3+i+1) = (p-pl)/dp * (Density_Liq(il)-Density Liq(i2)) +
Denaity Ligiil)s
ular node
X1 (2+var) ;
B4, 51, 12, 521 = interpolate(p)s

dp = pl-p2;
if dp:

rho(2,34142) = (p-pl)/dp * (Density Vap(il)-Density Vap(i2)) +
Density Vap(il);
T1,34142) = (p-pl)/dp * (Density_Liq(il)-Density Liq(i2)) +
Density Liq(il);
Inlet node
Tho(1,3+4+3) = rho_res(1,i+1);
rho(2,3+1+3) = rho_res(2,i+1);

end

X1 (nun_var-5) = X1 (nun_vaz-5) *pre£/10"5; Change unit of
pressufe from Pa to bar.

X1(num_var-4) = X1 (num_var-4) “pre£/10°5; Change unit of

pressure from Fa to bara

’rubmu node
1 (num_var-5) ;
T, px, 12, p2] = interpolate (p);

dp = pl-p2;
if dp==0

dp = 2;
end

rho(2,Nodes-1) = (p-pl)/dp * (Density Vap(il)-Density Vap(i2)) +
Density Vap(il);
rho(l,Nodes-1) = (p-pl)/dp * (Density Liq(il)-Density Lig(i2)) +

P = X1 (num_var-4);
(41, p1, 12, p2) = interpolate(p);

dp = pl-p2;
if dp==0

e
en

tho(2,Nodes) = (p- p1)/dp * (Density Vap(il)-Density Vap(i2)) +
Density_Vap(

rho(l, Al (p-p1)/dp * (Density Liq(il)-Density Liq(i2)) +
Density Liq(il);

Generate two-phase densities in every bridge
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rho2P = zeros(1,bridges);
for 1=0:N-2

var = i%9;

£hoZP (144+1) = £ho(1,3%4+1) X1 (vars?) 4 rho(2,3+441)* (1~
i Segment i+

X1(var+7)); Tubing bridge of
rho2P (1#442) = rho(l,3+142) *X1(var+8) + rho(2, Sarea-

X1 (var+8)) nnulu ub
EhozP (1+443) = tho(1,3+442) *X1(var+9) + rho(2,3+442)* (1=
X1(var+9)) Annular b £ Segment i+1
ThoZP (i*4+4) = rho2P_res (i+1)
Inlet bridge of Segment i+l

1) = sho(1,Nodes-1) *X1 (num_var-1) + rho (2, Nodes-1) * (1-
X1 (num_var-1)) ng bridge of Segment N

rho2P (Bridges) = rho(1,Nodes) iy nam_vaz) + £ho (2, Nodes) * (1-

X1 (num_var)) ; ‘Annulus-to-tubing bridge of

Segment N

fho = thovle" (31 Change unit of pressure from g/cm'3
to

mzp - £hoze+10"(2)s Change unit of pressure from g/cm’3
to

funcl = rho2P;
func2 = rho;
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Calculate pressure-dependent densities

Inpu

Reservoir pressures at reservoir nod

Bubblepoint pressure
Nunber of segments
Liquid holdups in reservoir

Densities of both phases at reservoir conditions
Two-phase fluid densities at reservoir conditions

function [funcl func2) = generateRhores (pres,pb,N,alpha_res)

pres_temp = pres/10°5; Change unit of pressure from Pa

Calculate densities of each phase at inlet nodes
ng of pi values

cbtained from

using an EOS
rho_res = zeros(2,N-1);
gasmix;

for 1=1:N-1

= pres_temp (i
[ttty pZ] = interpolate(p);

dp = pl-p2;

eradicates the possibility of division by zero

calculating density (gas phase)
tho_res(2,4) = (p-pl)/dp * (Density Vap(il)-Density Vap(i2)) +
Density Vap(il);
rho_res(1,i) = (p-pl)/dp *
Density Lig(il):

(Density_Liq(il)-Density Liq(i2)) +

end

Calculate tuo-phase densities at inlet nodes
rho2P_res = zeros(1,N-1);

for i=1:N-1
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rho2P_res (i) = rho_res(1,i)*alpha_res(i) + rho_res(2,1)*(1-
alpha_resTi)):

end

rho_res = rho_res*10%(3); Change unit of pressure
from g/em’3 to kg/m'3

rho2?_res = rho2P_res+10%(3); Change unit of pressure
from g/cm’3 n"3

funcl = rho2p_res;

func2 = rho_res;
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generateRs.m

ulate pressure-depe

erats
ir nodes

ry node in the network
function func = generateRs (X1,pres,Rs_res,pref,pb, N, nun_var, Nodes)

Rs = zeros(1,Nodes);
gasmix;

var = 149;

Ki(Lavar) = X1 (1tvar) ‘pref/10°5; Change unit of
pressure from P

W Grvar) = X1 (24var) tpre£/10°5 Change unit of
pressure from Fa to bara

umm node
X1 (14var) ;

%11, 51, 12, $2) = interpolate(p)s

dp = pl-p2;
‘ if dpm=0

dap = 2;
end

Rs(344+1) = (p-pl)/dp * (xRs(il)-xRs(i2)) + XRs(il);

anular node
P = Xl (2bvar) s
: (i1, p1, 12, p2) = interpolate(p);
dF = pl-p2;
apest
dp = 21
end

Rs(34442) = (p-pl)/dp * (xRs(il)-xRs(i2)) + xRs(il);
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Rs(3+143) = Rs_res(i+1);
en

X1 (num_vaz-5) = X1 (num_vaz- 5)*pre£/10°5;
pressure from Pa to

X1 (num_var-4) = )ﬂ(num var-4) *pre£/10%5
pressure from Pa to bar

Calculate gas sol:
p = X1 (nun_var-5);
{11, p1, 42, p2) = interpolate(p);

dp = pl-p2;
if dp==0

Rs (Nodes-1) = (p-p1)/dp * (xRs(il)-xRs(12)) + xRs(il);

Caisulece gas salubilicy st tublng node of Segne
P = X1 (num_var-4
B oA T2, 52 © interpolate (p):

dp = p1-p2;
if dp==0

dp = 2;
end

Rs(Nodes) = (p-pl)/dp * (xRs(il)-xRs(i2)) + XRs(il);

func = Rs;
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calculate endent gas solubilities
Inputs

N : Number of segments

pres :  Reservoir pressures at reservoir nodes
pb :  Bubblepoint pressure

Return:

Array containing gas solubilities at inlet nodes
function func = generateRsres (N,pres,pb)

pres_temp = pres/10%5; Change unit of pressure from Pa

to bara
Rs_res = zeros(1,N-1);
gasmix;

for i=1:N-1

p = pres_ter '
141, p1, 42, p2) = interpolate(p);
dp = pi-p2;

eradicates the possibility of division by zero

if dp==0
dp = 2;

end

ating density (gas phase
Rs xum = (p-pl)/dp * (xRs(i1)- Lrati2)) + xme(i1)s

end

func = Rs_res;
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to be used in isotherma:

esponding segment
T_temp = zeros (1,num_varT) ;

for 1 = 0:N-1

T_temp (1+2+1) = Tres(i+l); Annulus
Totemp (1+2+2) = Tres(itl); Tubing
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Tres = 100%ones(1,N);




n parameters

Generate distances from toe of well (e.g. 10m, 20 m ...,
for 10-m segments)
lengths = [1;
3 i

=0,

for i=1:N

lengths (i) = L(i) + temp;
temp = lengths(i);

end

Generate initial guessed unk
X1_temp =

(pres, I, L, alpha £, qref, pbh, N, num_var, ri, ro) ;

Let unknowns (X1) used in the functions equal initial guessed
values
X1 = X1_ter
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Reservoir pressures at reservoir node:

pres
1 Fre-calculated coefficient for inflow equations
1 Segment lengths

alpha_res Liquid holdups in reservoir inflows

pres Reference pressure

qref Reference flow rate

bh Bottomhole pressure

N Number of segments

*nun_var Number of unknowns

i Tubing diameter

ro :  Annular cuter diameter

Retuzn:

Array containing initial guessed values of unknoun parameters

function func =
bh, \_var, £, ro)

a=0;
b= 0;
" a is the sum of all segment lenghts up to the considered segment

for im1

a4+ L)

end
% The sum of all segment lenghts = the total length

sum = a;
of the well

! Calculate guessed unknown para
\ Frassures serumed 1ineatly deccessing from reservolr to heal of
well

Flow rates proportional to cross-sectional areas of the flow paths
iquid holdups assumed equal to the values in the reservoir of the

corresponding segments

=0

qu
Pressure in annulus

! Tubing area

+ Annular area

p3k_1
Al = zeros(1,N);
A2 = zeros(1,N-1);
for 1=0:N-2
Calculate cross- muen.l areas

AL(1+1) = pi*(ri(i+1)"
A2(i41) = pi* (:e(m)*z-:i(:m*z).

Calculate guessed pressures




gment 1

if(3 = 0)
= well lenght - length of Segment

a - L(i+); &

b=b+ L(i+1); b = length of Segment 1

(a*pres (i+1) + b*pbh)/ (sum*pref); Pressure i

guess(1 + 9%%) = p3k_1; Guessed pressure in

annulus of Segment 1
iess (2 + 9¥1) = guess(1+9%1);
tubing of Segment 1 = pressure in annulus

in

Guessed pressur

else Segment 2 to N-1
(1 = (a*pres(i+1) + b¥pbh)/(sum*pref); Fressure in
annulus of Segment i+l

ess(1 + 9%1) = p3k_1; Guessed
pressure in annulus

ss(2 + 9%1) = guess(l + 9%1); Guessed
n tubing = pressure in annulus

pressure

end
Calculate guessed flow rates
q3k_3k_1 = I(i+1)* (pref/qref)* (pres(i+1)/pref - p3k_1);
Inflow of Segment i+l
if(d == 0) Segment 1
ess (6 + 9%1) = g3k_3k_1;
Guessed inflow rate
uess (3 + 9%i) = uuum/mummz(mnt'qsk 3k_1);

:uessed tubing flow rat

o (44 941) = guess(3 + 9%1)7
Guesseq s1ot/valve flow rate = tubin
s(5 + 9%i) = UAZ(M))/km(iuhnz(ul)))'qzk 3k 1)

Guessed annular flow rat
else Segment 2 to N-1

quess (6 + 9*1) = g3k_3k_1;

Guessed inflow rate
2(3 + 9t) = (AL(41)/ (AL (L) AZ (1)) * @3k 3k L

4 Tubing flow rate

guess (9 (1-1)45)) + guess (9° (-1)43)7
O tibing cate of Segment i+l + tubing rabe of Segmant. &

4+ 9%5) = (AL(i+1)/(AL(3+1)+A2 (1+1)))*(g3k_3k_1 +

Guessed slot/valve flow

quess (9% (1-1)45)) 7




quess (5 + 9%4) = (A2(4+1)/ (AL (4+1)+A2(1+1)))* (g3K_3k_1 +
(9% (4-1)45)) 7 Guessed annular flow

Calculate guessed liquid holdups

guess (7 + 9%1) = alpha_res(i+1); Guessed 1iquid holdup in
tubing

guess (8 + 9*1) = alpha_res(i+1); Guessed 1iquid holdup in
slot/valve

quess (9 + 9°1) = alpha_res(i+l); Guessed 1iquid holdup in
annulus

1f (1m=N-2) Segment N-1

guess (num_var - 5) = pbh/pref;
Guessed pressure in tubing of Segment N = bottomhole pressure
qguess (num_var - 4) = pbh/pref;
Guessed pressure in annulus of Segment N = bottomhole eiad
ess (num_var - 3) = quess(3 + 9*i) + guess(5 + 9%1)
Guessed {law rate in tubing of Segment N
s (num_var - 2) = gue: .
Guessed Flow rate in S16t/valve Of Segeant N = flow sate in nmalus
of seqmen et
s (num_var - 1) = alpha_res(i+1);
Guessed nqnm holdup in tubing of Segment N
= alpha_res(i+1);
Sovased Tiquin relia 1y ol oF Sagmut B

break;
d

% Update a and b values for calculating the parameters of the next
segment.

a=a-Lii+2);

b=b+ L(142);

end

func = guess;



Generate initial guessed unknown temperatures

Inputs:

Tres :  Reservoir tem

L Segment length:

Toh Reference temperature

Tbh Guessed bottomhole temperature
N Number of segments

Retur:

Initial guessed unknown temperatures

function func = guessGeneratorT (Tres, L, Tref, Tbh,N)

4 Sum of all the segment legths —- the length of the well
for i=1:N
a=a+Li);
end
sum = a;

Generate initial temperature valves sssuming lineazly ncreasing
rom

%6 heel of uell
quess = (17

71
for 1:
a - L(i+1);
b+ L(i+1);

b
i£(4 == 0)

guesa(l + 244) = Tres(1+1) /Teats | Temperature at tubing node
else Segment 2 to N-1
T_1 = (a*Tres(i+l) + b*Tbh)/ (sum*Tref);
giess(2 + 2¢(i-1)) = T_1; * Temperature at annular n

guess(1 + 2+i) = guess(2 + 2*(i-1)); szrpgxa(ure(ub)ng node
end

guess (2*N-2) = Tbh/Tref;
qguess (2¢N-1) = Tbh/Tref;
guess (2*N) = Tbh/Tref;

Temperature at annular node
Temperature at tubing node
Temperature at the bottomhole

func = guess;




input_alpha.m

Calculate 1iquid holdups in the reservoir
alpha_res =  zeros(1,N-1); ‘all gas
for i=1:N-1 Generate alpha_res for N-1 segments

ressures below the bubblepoint

£ pres(i)/le5 < pb For
pressures
o(1) = keo) /my_ren (1,4) /
(2,407

alpha
tkzo ), /mu res (1, 4) +krg (1) /m

For pressures above the bubblepoint

pmsum
alpha_res(i) = 1;




input c.m

Input slot/valve discharge coefficients

e 10%ones (1,8); Generate discharge
Soetficients of annular-co-tubing flows in all N segments

To change discharge coefficients of annular-to-tubing flows in some
segnents ¢.3. Segnent 200

c(200) = L6eé;

For case 3 (vell with multiple intlow control valves),

c(9s) = .5eT; Discharge coefficient of

100y = 0. Discharge coefficient of

17 1 before being p)aqged with asphaltene precipitate
% After the plugging resulting in reversed flow in 3 segments after
the 95th-setnent valve

(55! Discharge coefficient of
o 2

c{100) =  100e7; Discharge coefficient of
oV 1




input_data.m

Input data

N 100; * Number of segments

B =5 Segment length (when all
segments are of the same length odify input_L.m)

threshold = le-12; Tolerance value to check for
convergence

stop = 100; Number of iterations before

stop iteratiing

Drainage radius (m)

i 540.0254/2; Inner radius (m)

o = ri+0.02; Outer radius (m)

i = ritones(1,N); Generate i for all N segments
o = ro*ones (1,N-1); Generate ro for all M-

Inner radius of annulus (m)
Reservoir pressure (bara) (when
ir pressures or modify input_p.m)
Bottomhole pressure (bara)
Bubblepoint pressure (bara)
slot density (slots/m)
slot length (m)

001; ¢ Slot width (m)
So = 1*ones(1,N-1); % 0il saturation (when So's are
equal for all segments)

nk = 2+ones (1,N-1); Exponent for calculating
Silesive purmenilivics b n_k's are equal for all segments)
generateTres; Generate reservoir temperatures

delta pbh = 3e5;

num_var = 9+N-3, Calculate number of unknowns in
oihacasl ‘caleIaESonn

Nodes = 3*N-1; % Calculate number of nodes
bridges = 4*N-2; Calculate number of bridges
num_varT = 2+N; % Calculate number of temperature

unknowns in temperature calculations

pbh = pbh*10%5; Change unit of pressure from
bara to Pa
generateT, Generate wellbore temperature

o be used in isothermal calculations

For Case 2-C (well with two temperature zones), different-pressure

i - Inner ra m
ro Outer radius
¢ i rivones (1,7 Generate ri for all N
segments
o = ro*ones (1,8-1); Generate ro for all N-1
segments
b or ri; Inner radius of annulus (m)
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r_temp(i)=0; Annulus used as tubing in the
well in Zone 2

end
for i = 101

uter radius of well in Zone

roli)

* end

+ presl = 370; Pressure in Zone 1
pres2 = 360; Pressure in Zone 2

# For case 3 (well with miltiple inflow control valves),
N = 100; jell divided into 100

segments

4 For Case 4 (well with restricted flow in annulus), assign
r_temp(170) = ri(169)+0.005;
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rature dependent visco:

ties

X1 :  Unknown temperatures (converged)
Array containing pressure parameters
Reservoir temperatures at reserveir nodes
Reference pressure

Bubblepoint pressur

Nunber of segments

Number of unknowns in isothermal calculations
Number of unknown temperatures

Number of nodes

Number of bridges

Gas solubilities

Two-phase viscosities at reservoix conditions
osities of both phases at reservoir conditions

Return:

mu2p Two-phase viscosities in every bridge in the network
ma Viscosities of both phases at every node in th
network

function func =

updatemu (XT, X1, £, pb, N, nun_var, nun_varT, Nodes, bridges, R
2P_res,mu_res)

pb_temp=pb; ) Bubblepoint pressure in bara

pb = pb*le2; 4 Bubblepoint pressure in kPa

XT_toe = Tres(1); Temperature at toe of well

mu = zeros (2,Nodes) Viscosities of both phases (

=gas)

mu_od = zeros(1,Nodes) ; Dead-oil viscosities
sat = zeros(1,Nodes) ; Saturated oil viscosities

var = i*9;

X1(l+var) = xl(l?var) *pref/10%3; Change unit of
pressure from Pa to kPa
XL (2+var) x) Gavvan) pret/10°3; Change unit of

pressure from Pa to

(from curve-fit to values

Calculate viscosity for the gas p
£rom EOS)

X_temp(1) = X1(1+var)/10°2; Change unit of
pressuze Tron kea to bara
temp(2) = X1(2+var) /10°2; Change unit of

pressure ?xmn kPa to bar:
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< phase)

Tubing node - calculating viscosity
p = X_temp(1);
{41, p1, i2, p2) = interpolate(p);

dp = p1-p2;
if dp==0

ap = 27
end

mu(2,344+1) = (p-pl)/dp * (Viscosity Vap(il)-Viscosity Vap(i2)) +
visconiey s

ap (1) 7
1,35 =t pl)/dp * (Viscosity Liq(il)-Viscosity Liq(i2)) +
Viscosity_Liq(il)
Annulas node - calculating viscosity (gas phase)

P = X_temp(2);
3 o2, 52 = interpolate (p)s
dp = pl-p2i
if

dp = 2;
end
ma(2,3+442) = (p-pl)/dp * (Viscosity Vap(il)-Viscosity Vap(i2)) +

viscority vap(ii)s
1%2) = (p-pl)/dp * (Viscosity Liq(il)-Viscosity Lig(i2)) +

3!
vucuu:y Liq(il);

Resexrvoir node - calculating viscosity (gas phase)
mu(2,34443) = mu_res(2,i+1);
mu(1,34143) = mu_res(L,i+1);

end
X1 (num_var-5) = X1 (num_var-5) *pref/10°3; Change unit of

pressure ffcm 1o co KPa
1 (num_vaz-4) = X1 (nom_var= 4) *pref/10°3; Change unit of

pre!suxe fTom Pa to

lculate viscosity for the gas phase (from curve-fit to values

£rom EOS)
X temp(1) = X1 (nun_var-5)/10'2¢ Change unit o
pressuse | From kPa to bar
temp(2) = X1 tnam_vaz-4) /10°2;
pressure From Aen, o b

¢ Change unit of

ublnq node - calculating viscosity (gas phase)

p= 1
1, pl, T p2] = interpolate (p);
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dp = pl-p2;

if dp==0
@ = 2;
end
u(2,Nodes-1) = (p-pl)/dp * (Viscosity Vap(il)-Viscosity Vap(i2))

+ Vh:unr.y Vap (11

/Nodes-1) (Viscosity_Liq(il)-Viscosity_Lig(i2))
+ viscosity Ligii1ls

(p-pl)/dp *

scosity (gas phase)

Jorlar: bede - exlcolating

= X_temp(2);
Tl B e B = tnterpotate(p)s

dp = pl-p2;
if dp==0
dp = 2;
end
(2, Nodes) = Ke P1)/dp * (Viscosity Vap(il)-Viscosity Vap(i2)) +
vucouty Vap (i1
1 Todes) = (p-pl) /dp * (Viscosity_Liq(il)-Viscosity Liq(i2)) +

mu
Viscosity tatin

mu2P = zeros(1,bridges); Generate two-phase
in every bridge

for i=0:N-2
var = i9;
mu2P(1#4+1) = mu(1,3%5+1) *X1 (var+7) + mu(2,3%1+1)* (1-X1 (var+7));
Tubing bridge of Segment i+l
mu2P (1+4+2) = mu(1,3%1+2) *X1 (var+8) + mu(2,3%i+2)*(1-X1(var+8));
141

Annulus-to-tubing bridge of Segment
MUZP(14443) = mu(1,34142) *X1(var+9) + mu(2,341+2)* (1-XL (var+9)) ;
Annular bridge of Segment i+l
Mu2P (144+4) = mu2P_res (i+1);
Inlet bridge of Segment i+l

end

muzp (bridges-1) = ma(1, Nodes-1) X1 (num var-1) + mu(2,Nodes-1)* (1- !
X1 (num_var-1)) ; Tubing bridge of Segment |
2P (bELdges) - ma (1, Nodes) X1 (num_yaz) + ma(2, Hodes a0

X1 (num_var) ) ; ulus-to-tubing bridge of '
Segment |

fune = mu2p*10” (-3);
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Anput K.
Input absolute permeabilities

K = 0.8%nes(1,N-1); erate reservoir permeabilities for

N-1 segments (K = 0.8 Darcy in this case)

To change discharge coefficients of annular-to-tubing flows in some
segments e.g. Segment 200
200) 0.5;

K = K410~ (-12)7 Change unit of permeability from Darcy
to m"2

174



krg = zeros(1,N-1);

for i=liN-1

krg (4) = (1-So(i))*n_k(1);
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input_kro.m

culate o rmeabilities

kro = zeros(1,N-1);
for i=1:N-1 Generate kro for N-1 segments

kro() = So(i)*n k()i
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input L.m

ngt

Input segment

s of all N

L= Ltones(1,N);
segnents

To change discharge coefficients of in some

segments e.g. Segment 200
1(200) 20;
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input p.m
Input reser: essures

pres = prestones(l,N-1); Generate pres for N-1 segments

prae = preatines; Change unit of pressure from

bara t

pref = pres(1); Assign reservoir pressure at

Segment 1 as reference pressure

For Case 2-C (well with t

Zone 1

pres = presltones(l,N-1);
1013w Zone 2

Change unit of pressure from

Assign reservoir pressure at

pref = pres(1);
Segment 1 as reference pressure



1*ones (1,8-1) 1

hange discha:
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interpolate

function (4, v, ¥o _*1 = tnterpolate(p)
alculate:

s, Bo, Bg, miu

p=200;
data from PVTsim
gasmix;

for 1 = 1:22
if Pressure(i,l
S sssice (il
p2 = Ptessu:t(l,l),

11
12 = ir
break

else if Pressure(i,1)<p
pl = Pressure (i,1);

else

p2 = Pressure(i,1);




ions to solve for unknowns using Newton-

zeros (1,9
zeros (1, mln\ var-(9+6));

Function matrix for
nction matrix for

1
Segment 2 to N-

zexos(1,6); B

ction matrix for Segment N

31 = zeros(9,num_var) ; Jacobian maf
1

x £

segment
32 = zexos (num var-(9+6) ,nun_var) ; Jacobian matrix for Segment
o -

33 2 Serosts, num_var) ; Jacobian matrix for

gment

commargs 0

Vhite (f1ag)

vergence value to be

mpared

lerance value

Generating function matrices

£ =
)Generator (X1, I, pres, beta, alpha, B, Bo, Bg, Rs, muzP, rho2P, alpha_res, £1,p
ref,gref);
2=

(1 1pha, B, T Bo, By, Rs,mu2P, tho2P, alpha_res, £2,p
zef,qzes,n,bmdexl i
£36enorator (X1, beta, B, Bo, By, Rs, mi2, rhoZ, £3, pref, pbh, N, num_var, Nodes
/bridges, bindex) i

£= [£1 £2 £3];

enerating jacobisn matrices

J1Generator (I,X1,beta, alpha,B, 31,Bo, Bg, Rs, tho2P, miZP, alpha_res,pref,d
ref);
32

,beta, alpha, I, B, 32,80, By, R P, alph

_res,pref,q
Tef, N, bindex);

{3Generator (X1, beta, B, 33, Bo, Bg, Rs, tho2P, mu2e, pref, N, num_var, Nodes, bri
dges, bindex) ;

Jac = [§1:32:331; Combine the matrices

Lu factorization -- Inversion of the jacobian matrix

(11 v1) = lu(jac);

L1_INV = inv(L1);
U1TINV = inv(U1);
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templ = L1_INV*transpose (f);
temp2 = U1_INV*templ

temp3 = transpose (temp2) i
X2 = X1 - temp3;

ence. If checkConvergence finds that the

Checking for com
method
converges it will set flag to false and the program will stop.
iflag, test) = checkConvergence (i, %2, mum_vat, threshold);
converge (sentinelCount+1) = nvergence value of
each iteral

the next iteration

Setting ¥n = Xn*l

x1 = K2

~RECALCULATE WELLBORE FLUID PROPERTIES BECTN
Nodes) ;

/pres,Rs_

Calcu]ate pressure-dependent gas solub:
/pres, Bo_res, pref, pb, N, o acs eden) )

= generateBo (XL,
| Catoutate pressure-depende o <13 formation volume factors
= (X1, pres, B £, 55, N _v.x,m:dem

e pressure- P mdent gac formation volune factors

caleul

imize o] =
£, pb, N, num_vaz, m e dges, R

D ete oressurs, renperature dependent

mu2e_res, mu_ =]

Jiscosities For each phase and tuo-phase (TP)
[rhoze xho]

ho2P_res, rho, des, brids

Calculate pressure-dependent Sensities for each

)
phase and two-phase (TP) fluid

RECALCULATE WELLEORE FLUID PROPERTIES END-

iteration stops if
of iteration

This if statement makes sure th
the method does not converge Vhithin a numbe

input by the
user in input_data.m

if (sentinelCount == stop)

p(' )
Qisp('Did not converge whithin the limitations given!');

break;

end

Update iteration index (sentinelCount)
sentinelCount = sentinelCount + 17
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r i=1:num var
if imag(x1)<le-12
than a value it
Xl=real (X1);

disp(*inag');




Iterate function calcula
using
Newton-Raphson method

£1 = zeros(1,3); Function mat: x Segment
£2 = zeros (1,num_varT- (4)); Function matrix for Segment 2 to N-
£ = zeros (1,117 Function matrix for Segment N

11 = zeron (3, nam_vart)s Jacobian matrix for Segment
22 = zeros (num_varT- (4),num_varT); Jacobian matrix for Segment
13 e (1, num_varT) ; Jacobian matrix for Segment

generateFlow; ' in
temperature calculations and conv
generateFractions;

temperature calculations

converge = 0; Convergence value to be compared
with the tolerance value

while (£1agT)

) Generating function matrices
£ =

£17(Doil, Dgas, Tres, Tref, XT, q, LErac, Bo, Bg, Rs, Kappa_t, Kappa_a, £1, deltaP
a,deltab_t,KIT) ;

2 =
£2T (Dol XT,q, L N, Kappa_t, Kappa_a, £2,bind

ek dalan i dalcar i Im) )
P . 1_varT,Nodes, bridges, Kappa_t
/Kappa_a, bindex, deltaP_a,deltaP_t,KJT);

£= (1 £2 £3); Combine the matrices

4 Generating jacobian matrices
31 = 31T (Doil, Dgas,XT,q, LErac, Bo, By, Rs, Kappa_t,Kappa_a, 31) ;

32 =
J27 (D01, Dgas, KT, G, Lrac, Bo,Bg, R, N, Kappa._t, Kappa_a, 32, bindex) ;

ssridor, D98z, X1, Lxac, Bo, B9, Ra, N, 33, num v, Nodes, bridges, Kappa_t
/Kappa_a, bindex)

Jac = [31732:33); Combine the matrices

LU factorization

Inversion of the jacobian matrix

[L1 U1) = lu(Fac);
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L1_INV = inv(L1);
VITINV = inv(U1);

templ = L1_INV*transpose (£);
temp2 = UL INV*templ;

temp3 = transpose (temp2) i

XTL_temp = XT;
XT27= XT - temp3;

rgence finds that the

Checking for convergence. If checkConv
method

converges it will set flag to false and the program will stop.

[£1agT, test] = checkConvT (XT,XT2,num_varT, threshold)

converge (sentinelCount+l) = test Convergence
value of each iteration

Setting Xn = Xn+l for the next iteration

AT = XT23

at the iteration stops if

This if statement makes sure

the method does not converge whithin a number of iteration
input by the
user in input_data.m
if (sentinelCount == stop)
disp(* );
Qisp('Did not converge whithin the limitations given!');
break;
end

Update iteration index (sentinelCount)
sentinelCount = sentinelCount + 1;

end

Categorize converged temperature variables and
result display
displayoutputT;
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Generate jaccbian matrix grent 1

Input:
1 . Pre-calculated ccefficient for inflow equations
X1 ©  Unknown parameters at each iteration

b i Pre-calculated coefficient for tubing flow

lculations

alpha :  Pre-calculated coefficient for annular
£lowcalculations
Pre-calculated coefficient for slot/valve flow

B
«.alLu)atxcn:

Generated zero jacobian matrix
i, 29,6 Black-oil properties
mu Two-phase viscosities
Thote Two-phase densi
alpha_res Liquid holdups in reservoir
pref :  Reference pressure
tqref :  Reference flow rate

Jaccbian matrix for Segment 1

function func

]lGenerutez(I %1, beta, alpha, B, 31,0, Bg, Rs, rho2P, mu2®, alpha_res, pref,q
ef)

31(1,3) = -X1(7)/Bo (1)}
31(1,4) = X1(8)/Bo(2)
31(1,7) = -X1(3) /Bo (1)
31(1,8) = X1(4) /Bo (2!

@ = -
31(2,5) = -X1(9)/Bo

31(2,6) = alph :um/uum:
31(2,8) = -X1(4)/Bo(2)
31(2,9) = -X1(5)/Bo(2)

31(3,2) = I(1)* (pref/qref);
3136

3104,1) =
3104,3) = Er——rE
3104,10) = =15

£0.75) *£ho2P (1) 0. 75+mu2P (1) "0.25;

31(5,1) = -1;
31(5,2) =
31(5,4) = -24B(1) *X1(4) *rho2P (2);

31(6,2) = 15
J1(6,5) = -1.75¢alpha(1)* (X1 (5) "0.75) *zho2P (3) "0.75+mu2p (3)0.25;

31(6,11) = =
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31(7,3) = - ((1-X1(7))/Bg(1) + X1(7)*Rs (1) /Bo(1));
J1(7,4) = ((1-X1(8)) /Bg(2) + X1(8)*Rs(2)/Bo(2))7

3107,7) = -(-X1(3)/Bg (1) + Rs(1)*X1(3)/Bo(1));

31(7,8) = (-X1(4)/Bg(2) + Rs(2)*X1(4)/Bo(2))7

31(8,4) = -((1-X1(8))/Bg(2) + XL(8) *Rs(2)/Bo(2));

31(8,5) = -((1-X1(9)) /Bg(2) + X1(9)*Rs(2)/Bo(2))7

31(8,6) = ((1-alpha_res(1))/Bg(3) + alpha res(1)*Rs(3)/Bo(3)):
31(8,8) = - (-X1(4)/Bg(2) + Rs(2)*X1(4)/Bo(2))7

31(8,9) = -(-X1(5)/Bg(2) + Rs(2)*X1(5)/Bo(2));

31(9,8) = -1;

319,9) = 1

func = 317
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S1T.m

Generate jaccbian matrix for Segment 1
Input:

Precalculated coefficients

Doil, Dgas :
XT Unknown temperatures at each iteration

Flow rates
Lerac Liquid holdups

Bo,Bg,Rs : Black-oil properties

Kappa_t  : Overall heat transfer coefficients for fluid in
tubing

Kappa_a  : Overall heat transfer coefficients for fluid in
annulus

31 :  Gemerated zero jacobian matrix

Return:

Jacobian matrix for Segment 1
function func = J1T(Doil,Dgas,XT,q, LErac, Bo,Bg, Rs, Kappa_t, Kappa_a, 31)

j1a,1) =
e = '(Deil‘#(zY‘L!:uc(ZY/!o(z)
@(2)* (1-Lerac (2)) /Bg (2
1 gy Lbtac (2) Ra () a0 DI+ (413 ..
- (Doil*q(l)*Lfrac(1l)/Be(l)...
+ Dgas*(q(1)*(1-Lfrac(1))/Bg(1)..
+ q(1)*Lfrac(1) *Rs(1)/Bo(1)))*(-1)...
- Kappa_t(1)* (+1)7

31(2,3) = - (Doil*q(l)*Lerac(1)/Bo(1)...
+ Dgas* (q(1) * (1-Lfrac(1)) /Bg(1) ...
+ q(1) *Lerac(1) *Rs (1) /Bo(1))) * (+1);

JLE1) = - 00 otleqi2)Ltrac(z) Bo(2). .,
+ Dgas* ((2) * (1-LErac (2)) /Bg (2!
3 a2y Licac (2) oRa ) B0 DN+ (413 ..
+ 0*Kappa_t (1) *(+1);
313,2) = - (Doil*q(3] *Lfrac(3) /Bo(2) ...
+ Dgas* (q(3) * (1-Lrac(3)) /8g(2) ...
+ q(3) *Lerac (3) *Rs (2) /Bo (2))) * (+1) 7

func = j1;



32Generator.m

Generate jaccbian matriz for Segment 2 to N-1

x1 (e i cala each iteration
culated coefficient for tubing flow

lculated coefficient for annular

Pre-calculated coefficient for inflow equations
Pre-calculated coefficient for slot/valve flow

:  Generated zero jacobian matrix
Bc (Ba,Rs ¢

=
alpha_res Liquid holdups in reservoir
pref Reference pressure

aref Reference flow rate

N Number of segments

b Bridge indexes

Feturn

Jacobian matrix for Segment 2 to N-1

function func
stenez.ux(x) beta, alpha, I,B,2, B0, Bg, Rs, rho2P, mu2P, alpha_res,pref,q
ref,N,

for 1=0:N-3
var = 9%i;

32 (14var, 3+var) = X1(T4var) /Bo(3+*i+1) *b(4+i+1);
32 (14var, T4var) = X1(34var) /Bo(3+*i+1)*b(4¥i+1);
32 (14var, 12+var) = -X1(16+var) /Bo(3+i+d) *b(4+i45);
32 (14var, 13+var) = X1(17+var) /Bo(3*i+5) *b(4+i+6) ;
32 (14var,16+var) = -X1(12+var) /Bo (3*i+4) *b(4*145) 5
32 (14var,17+var) = X1(13+var) /Bo(34i+5) *b(4+1+6)

)zmv-z,swm = X1(94var) /Bo(3+142) *b(4+143) ;

+var) = X1(S+var) /Bo(3+i+2)*b(4+i+3);
124z+v.z. 13+var) = -X1(17+var) /Bo(3+i45) *b(4+1+6)
32 (24var, 14+var) = -X1(18+var) /Bo(3*i+5) *b(4+1+7);
j2(zivar, 134vaz) = alpha ces (i 142) /Bo (3+146) *b (4+1+8) 7
32(24var,17+var) = -X1(13+var) /Bo(3*i+5) b (4+i+6);
mzw.rnswm = -X1(14+var) /Bo(3*4+5) *b(4+1+7);

(Tevax, 34var) = ((1-X1(Tevar)) /Bg(3+ael) +
X1(T+var) #Rs (3+1+1) /Bo (3+441)) b (4*

2(7+var, T+var) = (-X1(3+v: lx)/!g(i'hl) +
s (3*1+1) *X1 (34var) /Bo (34141)) *b (44141) 5
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2(7+var, 124var) = - ((1-X1(16+var))/Bg(3*i+d) +
X1(16+var) *Rs (3*1+4) /Bo(3*1+4)) *b(4+1+5) ;

2(7+var, 13+var) = ((1-X1(17+var))/Bg(3+i+5) +
X1(17+var) *Rs (3+1+5) /Bo (3+1+5)) *b(4+1+6) ;

32 (7+var, 16+var) = - (-X1(12+var) /Bg (3+i+4) +
Rs (3+1+4) X1 (124var) /Bo (3*3+4)) *b (4*1+5) ;

32(T+var, 17+var) = (-X1(13+var) /Bg(3+145) +
Rs (3+145) X1 (134var) /Bo (3+1+5)) *b (4*1+6)

(8+var,Stvar) = ((1-X1(9+var))/Bg(3+i+2) +
X1(9%var) *Rs (3+1+2) /B0 (3+142)) *b (4+1+3) 5
2(B+var, 9+var) = (-X1(S+var)/Bg(3+i+2) +
Rs (3%1+2) *X1 (S+var) /Bo (341+2) ) *b (4*143) 1
32(8+var, 13+var) = - ((1-X1(17+var)) /Bg(3*145) +
X1(17+var) *Rs (3*1+5) /B0 (3+145)) *b(4+1+6) ;
sivar, Lsvar) = - ((1-X1 184va)) /Bg (344+5) +
K1(1B4vaz) eBa (34145) /Bo(3+448)) b 4
(84v: ar) = ((l-alpha_ re:(ioZH/Bg{B'hey +
alpha; xes()oﬂ‘Rs{B'ioSl/EoB‘UG))'b(d'x*
32 (8+var, 17+var) = - (= xluswax)/sg(z'xd) +
R (3+145) *X1 (13+vax) /Bo (3*1+5) ) *b (4*1+6)
§2 (84var, 18+var) = - (-X1 (14+var) /Bg (341+5) +
Rs (3%1+45) *X1 (14+var) /Bo (341+45)) b (4¥1+7

if b(4+i48) ~= 0 There is inflo:
32 (3+vax, 1+var) = I(i+2)*pref/qre:
32 (3+var, 15+var) = 1

else here is no inflow equation
32 (3+var,15+var) = 1;
d

32 (44var, 10tvar) = 17
2 (d+var, 12+var)
i 75Tbeta (152)+ (X1 (124vaz) » (0.75)) *rhoZP (4+4.+5) 0. 754muZp (441+5) 0,25

32(4+var, 19+var) =

if b(4*146) ~= 0 ere is annular-to
1svar) = 1;

32 (S+var, 10+var) = -1

32 (5tvar, 13+var) = -2'5[1421‘Xl{13»v‘:)‘xheZPM‘HS},

W equation

else e is no annular-to-tubing flow equation
32 (s+var,13+var) = I
32(s+var,17+var) = 1
32(s+var, 18+var) = 1;
end

L B(4*147) ~
szv.nuwm =y
32 (64var, La+va
upn-mzm 7581 (L4var) ~ o 75) *xho2P (4+147) "0.754mu2P (4+147) *0.25;
32 vu,znwnn
o
is split equutxcn
32(94var, 17+var) = 1;
32(94var, 18+var) = -1;

There is annular flow equation

"there is tubing flow equation -- there
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end
if b(4*i4T)

well
32 (6+var, 11+var)
32 (6+var, 20+var)

end
elseif b(d*i+7) == 0
32 (6+var, 14+var)
affect the results

if b(a*ite) == 0
32 (6+var, 17+var) = le-20; To avoid singularity
32 (2+var, 14+var) = le-20;
32(2+var, 17+var) = le-20;
32(8+var, 14+var) = le-20;
j2(8+var,17+var) = le-20;




321

Generate jaccbian matriz for Segment 2 to N-1

Doil, Dgas : Precalculated coefficient
X1

Lfrac

Bo, By, Rs

Kappa_t

tubing

Kappa_a  : Overall heat transfer coefficients for fluid in
32 Generated zero jacobian matrix

b Bridge indexes

Return:

Jacobian matrix for Segment 2 to -1

function func
327 (Do, Dgas, XT, , LErac, Bo, By, Rs, N, Kappa_t, Kappa_a, 32,b)

var = 4*i;

32(14244,24143) = - (DOL14q(Var+e) *LErac (var+6) /B0 (3+445) ..
+ Dgas* (q(var+6)*
Lerac (var+6)) /Bg (3+145) ...

q(var+é) -mac(vansvnsu-nsy/soumsm-my-mvm ).
q(vms»-mmvms)/m:mn
Y oo tatvaresr s 4
Lfrac(var+5)) /Bg(3+itd) ...

vartS) *Lesac (vaxtS) s (14+4) /B0 (35414))) ¢ (1) B (vars3) ..
- Kappa_t (i+2)*
32(1424,24142) = - mou'q(vans)-maz(vnm/ae(z-usw
+ Dgas* (q(var+6) *
Lfrac (var+6)) /Bg (3+i+5) ...

+
(Var+6) *Lirac (var+6) HRs (3+145) /B0 (34145))) ¥ (-1) *b (var+é) ..
- Kappa_t (142) * (-1

32(14244,24145) = - (Doil¥q(vars5)* macwmsuaoumu
+ Dgas* (q(var+$) *
Lfrac (var+5)) /Bg (3*i+4) ..

+
Q(var+s) *LErac (var+s) *Rs (3+i+4) /Bo (3#1+4))) * (+1) *b (var+5) ;
$2(24244,24442) = - (DoA14q(VATE) HLEEAC (1az+8) /B0 (3*446)

Dgas* (q(var+8) *
Lerac(var+8)) /Bg (3+146) ...
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.
Qvazs) ‘Lezac (vazst) Re (34146) /B0 (35414611 ) ¢ (41) b (vaz+s)
- Kay

= (Doil’
+ b

(var+7) -um {var+T) /80 (30445)
(q(var+7)

Lfrac(var+7)) /Bg(3+445) ...

q(var+7) *LErac (var+7) *Rs (3*145) /Bo (345+5)) ) * (1) *b (var+7)
2(242%1,24144) = - (Doilvq(var+7) *LErac (var+7)/Bo(3+4+5)...
Dgas* (q(var+?) * (1

Lfrac(var+7)) /Bg(3*4+5) ...
+
q(var+?) *LErac (var+7) *Rs (3+145) /Bo (34145))) * (+1) *b (var+7) ;

Lf b(44147) =
32 z4zq 24444) = 1;
end

end
func = 32;

For case 3 (well with multiple inflow control valves), add
% ¢ is bridge indices
 Create all-positive bridge indeces so that the temperature change
due to
pressure drop is dependent on the flow direction but only on the
pressure
¥ cep Tadelir PAMAtin oF BSKEIVE changh alaog Khe (Elaw diSacris]
W for =1 2)
i by
b(1)=-b(1);

s end

d
Flow directions can still be determined using "c". At the annular
node

where the reversed flow first starts, the temperature is fixed so
that it

equals to the temperature of the reservoir inflow.
-1

J2Giedion, 2 Dewr =
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Generate jaccbian matrix for Segment N

Input:
%1 Unknown parameters at each iteration
b Pre-calculated cosfficient for tubing flow

calculations
B ;. Pre-calculated coefficient for slot/valve flow
calculations

3 Generated zero jaccbian matrix

Bridge indexes

Return:
Jacobian matrix for Segment N

function func =

,beta, B, j3, Bo, By, Rs, rho2P, 2

dges, b)

33(1, num_vaz-12) = X1 (nun_vaz-8) /Bo (Nodes-4) +b (bridges-5);
33(1, num_var-8) = X1 (num 3 r ar-12) /Bc()loda -4) *b (bridges-5) ;
33(1, num_var-3) = -X1 (num_vax-1)/Bo (Node: -1)-mbnag=s 1)
334, e X1 (num_v H/Bn()ludu} *b (bridges

33(1,nu 1) = -X1 (num_va-3) /Bo (Nodes-~! n'b(bndgea 0
33(1, num_y var) = X1 (nun, vaz-2) /Bo (Nodes) +b (bridges) s

§3(2, num_vaz-10) = X1 (num_vaz-6) /Bo (Nodes-3) *b (bridges-3);
33 (2, nun_vaz-6) = 1 (num Sax~10) /B (Nodes~3) *b (bridges-3)
33(2, nun_var-2) = -X1 (nun_var) /Bo (Nodes) *b (bridges) ;
33(2, nun_var) = -X1 (nun_var-2) /Bo (Nodes) *b (bridges) ;

43(5,nun_vaz-12) = ((1-XI (nun_vaz-6))/Bg (Nodes~4) + X1 (num_var-
3) e (Nodes—4) /Bo (odes- awbm idges-5)

3(5, num_var-8) = (-X1( x-12) /89 (Nodes
1) vxL (i, var-12) /o (Nodes=4)) b (bridges
33(5,num_vaz-3) = - ((1-X] (nun_va; ) Fog Rodes-1) + X1 (mum_vac-
1) *Rs (Nodes-1) /Bo (Nodes- m-bumsgu 1);

33(5, num_var-2) = ((1-X1 (nu ) /Bg (Nodes) +

1 (num_vii) +Re (Nodes) 750 (Rodea)) ob (eidges) 5

§3(5, mim_vaz-1) = - (-X1 (nun_var-3) /Bg (Nodes-1) + Rs (Nodes~

1) *X1 (num_var- ) 750 (Nodes- m'b(budqu

33(5, num_var) = (X1 (num_var-2; qmeauy + Rs(Nodes) *X1 (num_vax~

2) /Bo (Nodes) ) *b (bridges) 7

4) + Rs (Nodes-
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33(6,num_var-10) = ((1-X1 (num_var-6)) /B (Nodes-3) + X1 (num_var-
§) *Rs (Nodes-3) /Bo (Nodes-3) ) *b (bridges-3) 7

33(6, num_var-6) = (-X1(num_var-10) /Bg (Nodes-3) + Rs (Nodes-

3) *x1 (num_var-10) /Bo (Nodes=3)) *b (bridges-3) ;

33(6,num_var-2) = - ((1-X1 (num_var)) /Bg (Nodes) +
X1 (num_vaz) *Rs (Nodes) /Bo (Nodes) ) *b (bridges) ;

33(6, nim_var) = - (-X1 (num_var-2) /Bg (Nodes) + Rs (Nodes) *X1 (num_var-
2) /Bo (Nodes) ) *b (bridges) i

33(3, num_var-5) = 1;
33(3, num_var-3) = -1.75'
1)%0.75*muzp (bridges-1)

“beta (N) * (X1 (num_var-3) *0.75) *rho2P (bridges—
~0.25;

o There is annular-to-tub:

if b(bridges)
equation
33 (4, num_var-5)
33 (4, num_var-4)
33 (4, nun_vaz-2)
else
equation
33 (4, num_var-5)
results
33 (4, nun_vazr-4) = 17
33(4,num_var-2) = 17

X1 (num_var-2) *rho2P (bridges) ;
pe annular-to-tubing flow

" does not affe

end

func = 33;




33T.m

Generate jacobian maf

triz for Segment N

Input:

Doil, Dgas : Precalculated coefficients

xT {1 RVl dimpaaCREN AE pach IEaEREisn
:  Flow rate

Lrac ! Liquid holdups

Generated zero jacobian matrix
Number of unknown temperatures

Number of nodes

Number of bridges

Overall heat transfer coefficients for fluid i

Overall heat transfer coefficients for fluid in

annulus
b

idge indexes

Retur
Jacobian matrix for Segment N

function func =
337 (Doil, Dgas, XT, q, Lfrac, Bo, By, Rs, N, 33, num_varT, Nodes, bridges, Kappa_t
b)

33(1,num_varT-1) = - (Doil*q(bridge lY'!.k‘uc(bndq'-lYlBo(ilod.l).

+ Dgas* (q(bridges,

Lfrac (bridges) ) /Bg (Nodes) .
+

q(bridges) *Lfrac (bridges) *Rs (Nodes) /Bo (Nodes) ) ) * (+1) *b (bridges)
- (boilvq ) )
)
+ Dgas* (q(bridges-1) * (1-Lerac (bridges-
1)) /8g (Nodes-1)

) )
1) /B0 (Nodes=1)))* (- n-mmaq 1
pa_t () (+1

33(1,num_vart-2) = -(Dexl'q(budqll)'L(xnc(bndqlll/Bo(llodelb. .
+ Dgas* (q(bridge

Lfrac (bridges) ) /Bg (Nodes) .

q(bridges) *Lerac (bridges) *Rs (Nodes) /Bo (Nodes) ) ) * (~1) *b (bridges)
- Kappa_t (W) * (-1)

33(1,num_varT) = - (Doil+q(bridge
1

Disri

1) *Lerac (bridges-1) /Bo (Nodes-

+ Dgas* (q(bridges-1)* (1-Lerac (bridges-1)) /Bg (Nodes-

e

+ q I ) )
1)))* (+1) *b (bridges-1) ;

func = 33;
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for zz = 1:5

networkSolver;
TempSolve:

while (flagmu)

2P _temp
updatemu (XT, X1, T £, pb, N, num_var, num_varT, Nodes, bridges, R:
mu2P_res, mu_res) ; Recalculate pressure/temperature dependent

viscosities

[flagmu epsilonmu] = checkconvmu(mu2P,mu2P_temp,bridges, threshold) ;
Check for convergence
convergemu (muindex+1) = epsilonmu

lculated temp for use in recalculating flow
parameters
% in isothermal calculations
mu2P=mu2P_temp; Update mu2P
T_temp(1)Tres(1); .\ Generate new I_temp for pressure calculations
for

2 ummxxru 1
muindex = muindexsl
flag = true;
sentinelCount =
iteration
TempSolver

end

Categorize viscosity values

displaymi;
Get flow parameters at the location where asphaltene precipitation

is
suspected to be used in the detailed analysis

location:

1c;

disp (nun2stx (p_tubing (100))) 7

disp (nun2str (tubingFlowrates (100)));

22p(22)= p_tubing (100)
220(22)= tubingFlowrates (100)
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zzpbh (z2)= pbh
end

plot (zzp, 22Q)
ylabel (*Flowrate (m"3/d)
Xlabel ('Pressure (bara)')
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mysubplots.m

subplot (2,2, [1 31)
plotflowrates;

subplot (2,2,2)
plotpressure;

subplot (2,2,4)
plotfractions;



-DATA LOADING BEGIN-
input_datas Input data file

pbh = pbh - zz * delta_pbh ;

input_p; Input reservoir pressures
Input segment lengths
Input slot/valve discharge

Input absolute permeabilities
Calculate oil relative

permeabilities

input_krg; Calculate gas relative
permeabilities

input_s; Input skin factors

-GENERATING RESERVOIR FLUID PROPERTIES BEGIN-
Calculate fluid properties at inlet (reservoir) nodes.

[Bo_res Bg_res Rs m] generateResprop (N, pres, pb) ;

Caltulate P black-oil at reservoir

conditions

mu_res = generatemures (Tres, pres, pb,N,Rs_res) ; ¢

Calculate pressure/temperature dependent oil viscosities

input_alpha;

Caleulate liquid holdups in the reservoir

(rho2p_res rho_res) = generateRhores (pres,pb,N,alpha_res)

Calculate pressure-dependent densities for each phase and two-phase

(18) fluid

nu2p_res = | res,N,alpha_ b) 1

Calcllate two-phase (TP) fluid viscosities

-GENERATING RESERVOIR FLUID PROPERTIES END--

~DATA LOADING END

~PRE-CALCULATIONS BEGIN--

precalculations; Precalculate some coefficient
values to help incrase the calculation rate
guess; Initial guessed values of

unknown parameters

-~GENERATING WELLBORE FLUID PROPERTIES BEGIN-
Calculate fluid properties at all nodes in the well netuork based

on the guessed unknown paraneters.
R £,

b, N, num_var, Nodes) ;
Calculnte el il solubilities

Bo _res, \_var, Nodes) ;
Caculata pressure- dependent oil formation valune factors
g = \_var, Nodes) ;
e Braknia mamen Lot dad Potnd hon matera Tactors
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[mu2e mu)

r_temp, X1, £, pb, N, num_var, num R
mu2P_res, mu_res) ; Calculate press.«xe/(empexa[uxs dependent.
viscosities Tor each phase and two-phase (TE)
[xho2p rho)

rho2e.

o, £ho, £,pb, N Nodes, brid

T calculate pressure-dependent densities for
each phase and two-phase (TP) fluid

-GENERATING WELLBORE FLUID PROPERTIES END

~PRE-CALCULATIONS END:

ITERATIVE PROCESS BEGIN

SentinelCount counts how many iterations that has been done, so
that the

program stops when the desired number of iterations are reached
sentinelCount = 0;

Flag determines whether the iteration should stop (solutions

converged)
£, true;
generateBindex;
through each bridge
iteration; Iterate function calculations to solve
for unknowns using Newton-Raphson method

§ Generate indexes for directions of flow

ITERATIVE PROCESS END-

Isothermal network model end
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plot (lengths, integralFlovs, '

hold on;

plot (lengths, tubingFlowrates, ‘-
plot (lengths (1:end-1), annularFlowrates (1:end)
plot (lengths (1:end), slotFlowRates (1:end), ':6') 7

title
legend (' Inf1
Annular-to-tubing flo
legend('bexoft');

xlabel (*Distance from well
ylabel (" (m"3/d) ")

w rate profiles');
rate', ‘Tubing flow rate’, 'Annular
rate', 'Location', 'Best

¢ rate,

e m")

hold off;
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plotfractions.m

plot (lengths (1:end-1), alpha_res,

FIo% (Longths, SUMBTERGINS -3 )|
plot (lengths (1:end-1) ,annularFractions (1:end),

title('Liquid volume

Vi
xlabel ('Distance
ylabel('0

hold o




plotmu.m

plot (lengths (1iend-1), mu_reservoir(liend)*led, '~3')7

hold on;

plot (lengths, mu_annulus*le3, 'in');
plot (lengths, mu_tubing*led, '-b', '

ineifidth',2)7

title('Viscosity profiles');
legend('Viscosity in reservoir
tubing’, 'Location', 'Best');
legend('boxoff');

xlabel ('Distance from well toe (m)')
ylabel (*Viscosity (cp)'

axis ([0 xmax ynin ymax])

Viscosity in annulus',

hold off;



xnax = lengths (N);

ymin /1e5;
ymax = pres (1)/1e5+1;

plot (Lengths (1:N-1), pres/le5,

hold on;

), p_annulus (:end),

plot (lengths (1:end)
plot (lengths, p_tubing,

g
title('Pressure profiles');
lagendk Reservoir p
Jegend(‘berott) s

Xlabel ('Distance from well toe (m')
ylabel ('Eresure (bara)')

axis ([0 xmax ymin ymax])

hold off;
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plott

Tresplot = (Tres,Tres(end)];
7_tubing_plot = [T_tubing;
lengths_plot = [0,Tengths];

plot (lengths_plot, Tresplot,

hold o
Plot (Lengths_plot (Liend-1),T_annulus (Liend),'-5x') 7
plot (lengths plot, T_tubing plot, '-ri');

title('Temperature profiles');
legend('Reservoir temperature’
‘Temperature in tubing','Locat
legend (*boxofi');

xlabel (‘Distance from well toe (m)')
ylabel ('Temperature (C)')

‘Temperature in annulus',
on', 'Best');

hold off;



plotting.m
Blot results

disp(' (1) Pressure profiles'):
disp('(2) Flow rate profiles')s
disp(’(3) Liquid volume fraction profiles’
disp(’(3) Temperature profiles')

plotFlag = 0;
mozeplot = trues
figureFlag =
plotFlag = mpn:w

select a plot to be displayed ')

while (moreplot)
figure (figureFlag)

1f (plotFlag == 1) Select 1 to plot pressure profile
plotpressure;
2 to plot flow rate profile

elseif (plotFlag

plotflowrates;
elseif (plotFlag == 3) Select 3 to plot liquid holdup profile
plotfractions;

Select 4 to plot liquid holdup profile

elseif (plotFlag
plotT;

end
moreplot = input (you uant to sslect other plotst if yes = type "1
type *0" *);

figureFlag = figureFlag +
Pressure profiles');

disp(* (2) Flow rate profiles');

disp(* (3) Volume fraction profiles');

disp(' (4) Temperature profiles'):

plotFlag = input('Select a plot to be displayed ');

end




precalculations

te some coefficient values to help incrase the

calculation rate

Calculate cross-sectional areas and hydraulic diameters

spacing area = zeros (L, N-L)s Annulus -sectional
hydraul)c diameter = zeros(1,N-1); Annulus hydraulic diameter
tubing_diameter = zeros(L,N); Tubing diameter

tubing_area = zeros(1,N); Tubing cross-sectional area

for i=liN-1
if r_temp(i)== ri(i)
Spacing_area(i) = pi*ro(i)*2 - pitri(i)"2;
Annulus cross ional area
hydraulic_diameter (i) = 4 ((spacing area(i))/(2¢pivro(i) +
2*pi*ri(i))); ! Annulus hydraulic diameter

spacing area (i) = plaro(d)2 - piir_temp(t)zs
aulic_diameter(i) = 4*((spacing_area(i))/(2*pi*ro(i) +
2iptin :empmn

mban diameter (1) = 2*ri(i);
Tubing diameter
r.nbing_axealﬂ

Tubing cross-se

Ppit(ri(1)"2);
ional area

end
tubing_diameter (N) = 2+ri(N);
tubing_area(N) = pi*(ri(N)"2);

Calculate coefficients for momentum balance equations
I=1 Coefficients for inflow

alpha : Coefficients for annular
flow calculations

beta = [1; Coefficients for tubing
flow calculations

B =1 Coefficients for slot flow
caleulations

for i=1:N

iE( =W
if pres ) /1e5 <
T4 = GUpleRW L)/ (og salzo(h)) +
5(1)))* (kro (§) /mu_res (1, i) +krg (i) /mu_res (2, i
ose
160 = (LR L)/ (og re/zotd)) +
5()))* (kro (1) /mu_res (1,1

if (

1)
qref = I(i)*(pref (i)-pbh)* (N-1); Generate
reference flow rate (inflow at Segment 1 x number of inlet bridges)
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" =
(0.3164*L (i) * (qre£~1.75)) / (2+ (hydraulic_diameter (1)*1.25)* (spacing_ar
ea (1) %1.75) *pre!

end

) =
(0.3164+L (1) * (qre£~1.75)) / (2* (cubing_diameter (1) *1.25) * (tubing_area (i

)1.75) *pref) ;
B(1) = (c(i)*(qre£~2))/ (((slot_den*slot_L¥slot W'L(i))"2)*pref)s



pressures.m

Categorize pressures

Input:
X1 :  Unknown parameters (converged values)
Nunber of segments
rum_var ¢ Number of unknowns
Return:
ubing ¢ Pressures in tubing
Pannulas :  Pressures in annulus

function [funcl, func2] = pressures (XL,N,num_var)
Segment 1

p_tubing(1) = X1(1);

p_annulus (1) = X1(2)7

Segment 2 to N-1
for i=l:N-2

p_tubing (1+1) = X1(1+9%1);
p_annulus (1+1) = X1(249*%4)7

end
Segment
p_tubing (N) = X1 (num_var - 5);

p_annulus (N) = X1(num_var = 4);

funcl = p_tubing;
func2 = p_annulus;
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referen

Return:
nverted tempera

function func = Tconversion (XT,num_varT,Tref)

for i=1:num_varT

XT(1) = XT(1)*Tref;

func = X1
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Categorize temperatures

Unknown temperatures (converged values)
:  Number of segments
Number of unknown temperatur,
Reservoir temperatu:

Return:
T_tubing Temperatures in tubing
#T annulus Temperatures in annulus
function [funcl, func2] = Temperatures (XT,N,num_varT,Tres)

Temperatures in tubing
N-1 Segment 1 to N

for

T_tubing (1+1) = XT(1+241)
Bottomhole temperature

end
T_tubing (N+1) = XT(num_varT) ;

Temperatures in annulus

T_annulus(1) = Tres(1); Segment 1
for 1=0:N-2

T_annulus (142) = XT(24241); Segment 2 to N
end

funcl = T_tubing;
func2 = T_annulus;
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DATA LOADING BEGIN-

Lnput, datas Input data file for temperature
calculations

generatepdrop; Generate pressure drop between nodes

-DATA LOADING END:

—PRE-CALCULATIONS BEGIN-

X2 tenp = zezes (1, mum varT); Initial guessed
unknown temperatur

XT_temp = guessG!nexa[czT(TresyL Tref, Thh,N);

XT = XT_temp:

PRE-CALCULATIONS END:

ITERATIVE PROCESS BEGIN

SentinelCount counts how many iterations that has been done, so
that the

rogram stops when the desired number of iterations are reached.
sentinelCount = 0;
* Flag determines whether
convargea]
flagT = true;
iterationT terate function calculations to sel
for temperature unknowns using Newton-Raphson method

e iteration should stop (solutions

ITERATIVE PROCESS END

Network model for temperature calculations end
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updatemu.m

Recalculate pressure/temperature dependent viscosities

Input:
*r Unknown temperatures (converged)

%1 Array containing pressure parameters

Tres ! Reservoir temperatures at reservoir nodes

pret Reference pressure

rb Bubblepoint pressure

N Nunber of segments

nun_var Number of unknouns in isothermal calculations
num_var? Number of unknown temperatures

Nodes Nunber of nodes

bridges ¢ Number of bridges

rs i Gas solubilities

mi2P_res i Tuo-phase viscosities at reservoir conditions
mites  : Viscosities of both phases at reservoir conditions
‘Retuzn:

muze . Two-phase viscosities in every bridge in the network
mu . Viscosities of both phases at every node in

network

function func =

updatemu (XT, X1, £, pb, N, nun_var, nun_varT, Nod dges, R
mu2e_res, mu_res)

pb_temp=pb; Bubblepoint pressure in bara
pb = pb*le2; Bubblepoint pressure in kPa
XT_toe = Tres (1) Temperature at toe of well

ros (2, Nodes) ; Viscosities of both phases (1=liquid,

mu =
4 Dead-oil viscosities

2=gas)
mu_od = zeros (1,Nodes) ;
4 Saturated oil viscosities

mu_sat = zeros (1,Nodes);
Smix;
for 1=0:N-2

var = 149;
X1(1+var) = X1(L+var) “pref/10°3; Change unit of

pressure from Pa to kPa

X1(24var) = X1 (2+var) *pref/10"3; Change unit of
pressure from Pa to kPa

Calculate viscosity for the gas phase (from curve-fit to values

from EOS)
X_temp(1) = X1(l+var)/10°2;

pressure from kPa to

Change unit of
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temp(2) = X1(24var) /10°2; Change unit
R el

Tubing node - calculating viscosity (gas phase)
P = X_t

_temp(1);
[41, Bl, 12, p2) = interpolate (p):

dp = pl-p2;
if dp==0

dp = 2;
end

ma(2,34441) = (p-pl)/dp ¢ (Viscosity Vap(il)-Viscosity Vap(iz)) +

Viscosity, vap (i
(L) - (p-p1) /dp + (Viscosity Liqil)-Viscosity Lig(i2)) +

Viscosity_Lig(il);

Nise node = SASHAHOT ke TRy Loax phamal
p= ;
h S v - interpolate (p) ;

34442) = (ppll/dp ¢ (Viscosity Vep(il)-Viscosity Vap(s2)) +

(@,
Viacaaity yapll
L3¢ nz) = (p-p1)/dp + (Viscosity Liq(il)-Viscosity Lig(i2)) +

Vucelh.y_x.iq(u)

Reservoir node - calculating viscosity (gas phase)
mu(2,34443) = mu_res(2,i+1);
mu(1,34443) = mu_res(1,i+1);

end
X1 (num_var-5) = X1 (num_var-5) *pre£/10°3; Change unit of
pressure from Pa to kPa
1 {oum_vac=4) = X1 {uidn var-d) tpreg/10%3y Change unit of
pressure from Pa to kPa

* Calculate viscosity for the gas phase (from curve-fit to values
S )
temp (1) = X1(num_var-5)/10°2; Change unit of

pressuce | irum kPa to bara
emp(2) = X1 (num_var-4)/10°2; Change unit of

pressure Eove Ar v hax

Tubing node - calculating viscosity (gas phase)
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+ Viscosity Vap(il)
(p-pl) /dp * (Viscosity Liq(il)-Viscosity

o= P (1) 7
11, p), "2, p2] = interpolate(p)s

dp = pl-p2;
if dp==0

(2, Nodes-1) = (p-pl)/dp * (Viscosity Vap(il)-Viscosity Vap(i2))
(1, Nodes-1) = taGzn
+ Viscosity Lig(il);

iscosity (gas phase)

annular node - calculating

p = X_temp(2);
131, pl, i2, p2] = interpolate(p);

= pl-p2i
if ap==0
ap = 2
end
Nodes) = (p-pl)/dp * (Viscosity_Vap(il)-Viscosity Vap(i2)) +
Viscosicy, Vap (i1
mo (L odes) = (p-pl)/dp * (Viscosity Ligq(il)-Viscosity Liq(i2)) +
Viscosity_Liq(il);
Generate two-phase viscosities

zeros (1,bridges);

muzp =
in every bridg
for 1=0:N-2
var = %97
2P (£+441) = mu (1, 3+141) *X1 (var+T) + mu(2,3%i+1)* (1-X1 (vax+T))
Tubing bridge of Segment i+l
muzpu-uzy bl 3'.\v2)‘xl(van5) + mu(2,34442) * (1-X1 (var+8)) ;
ulus-to-tubing b Segment i+l
uzp (1+443) = ma(1, o) et (vared) + mu(2,30142) * (1X1 (var+9)) s
Annular bridge of Segment i+l
= muzp_res (i+1);

Inlet bridge of Segment it

end

muzp (bridges=1) = mu (1, Nodes~1) +X1 (num_var~ 1) + mu(2,Nodes-1)* (1~
X1 (num_var-1)) i bing bridge of Segment N

mu2P (bridges) = mu(l, Nodes) X1 (num_var) + ma (2, Nodes) * (1=

X1 (num_var) ) ; Annulus-to-tubing bridge of
Segme

func = mu2P*10%(-3);
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Vertical Model Code

File name

analytical_Tplotm

Plots analytical temperature profile and plots it on the
xisting figure

calculate_heatProp.m

Interpolates and converts fluid properties that are used in
Ramey's balance only

calculate_prop.m

Interpolates and converts fluid properties that are used in
the Hagedorn and Brown correlation only

calculateT.m Calculat profile using Ramey’s model
checkT2matchm | Checks if temperature profile matches to decide for
iteration
fuidm Contains tables of fluid properties
guessTZpzm Guesses the values of T1 and p2 for Hagedorn and Brown
correlation
‘ HB.m Hagedorn and Brown correlatio
‘ inputs.m Inputs into the Haged d Brown mrrelallon
polateT.m the value of
Ramey’s calculation in order to do the next Hagedorn and
‘ Brown
mainm Runs all the file name in sequence and stores the
calculated values for future use and plotting
mainQm Executes main.m file for different values of flowrate to
give alift curve
mainSINGLEm Runs main.m file for a single run
mainTd.m Beecutes mabun Sl o differenc vaes o Ti o ive
function
plot final_run_only.m | Plots the final results of th
lo h of calculation
plotHB. Plots all the vertical flow model
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analytical Tplot.m

Tamb = 212;

for counter = 1:length(xh)
Tana (counter, 1) = Tamb + (Tin-Tamb) * exp(-
1431 (counter, Ti pe

d on
plot ((Tana-32) *5/9,-0.3048xh (1:1ength (xh) , Titeration), '
ylabel (*height (m) ')

xlabel ('T("5C) ')
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calculate_heatProp.m

function (cp, €31 = catculate_prop (T /L)
ates heat propert

data from BVTsim
fluid;

for 1 = 1:11

if Pressure(i,1) == p
pl = Pressure(i,1);

Pressure(i,1);

else if Pressure(i,1)<p
pl = Pressure (i,1);

else

p2 = Pressure(i,1);

p] Tesssire (11,00

for j = 1:10
it Temerature(1,3) == 7

= Temperature (1,3)7

Temperature (1,3)

break
clse if Temperature i, Jy<T

Temperature (1,3) 7
ion

Temperature (1,3) 7
3

en
end
end
11-12;
dp = pl-p2;

if T == 0

s from PVT data



calculating Cp (3/mol €)

X = Cp.Tot(i1, 31) + (Cp_Tot(il, 31)=Cp_Tot(il, 32))*(1-TL)/ (D)
V= CpTot(12, 31) + (CpTot(iz, J1)-CpTot(i2, 32))*(1-TL)/ (M)
Cp = x + (x-y)*(p-p1)/ (dB)7

cp /(Cp-32); *(3/mol C to Btu/lbm F)
Cp = 1.42410(-5) *Cp*100;

culating C) (C/bara)

x = OTV(1, 31) + @TV(i1, J1-ILV(L, 32) ¢ (111 /)
v = ITV(2, 31 + @TV(12, 1)-ITV(2, 32)*(T-TH/ (@D
JTV =X + (x-y)* (p-p11/ (dp)7

x = OT_L(i1, 1) + (T_L(E1, J1)-ITL(i1, 32))* (T-T1) /(4D
y = 9TL(2, 31) + @TL(2, 31)-ITLE2, 320) (T /@D
JTL=x + (x-y)* (p-p1)/ (dp)7

©j = JT_V*(1-HL) + JT_L*(HL)}
cj = 0.124 * c3;

end




calculate prop.m

function [SGo, SGg, Rs, Bo, Bg, miu_o, miu_g, sigma_o, z, SGw, BW,
miu_w, sigma_w] = calculate prop(T,. pw

ate_p - calculates the vi
9, Rs, Bo, By, miu_ o, miu o b B

s from PVT data
SGw, Bu, miu_w,

sGo,

data from PVTsim
fluid;

for i = 1:11
if Pressure(i,1) == p
pl = Pressure(i,1);
p2 = Pressure(i,1);
i1 =45
i2=4;

else if Pressure(i,1)<p
pl = Pressure (i,1);

p2 = Pressure(i,1);
= 1517

i2=4;
break
end
end
end
for j =

i Tem}:elatuxe{l ) =T
Temperature (1,3)7
. = Temperature (1,5);

X
else if Temperature (L, 3)<t
T1 = Temperature(1,);

= Temperature(1,3);
1
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if a1 =0

end
if dp ==0
dp = 2;

alculating SGo (unitless)

x = Density Liq(il, 1) + (Density Liq(il, 31)-Density Liq(il,
32))*(1-T1)7 @T) 5

3 = bensity Liqiz, 31) + (bensity MqUiZ, 31)-Densiey Ma2,
320+ (1-TH 7 (@

o1l _density = x "L e pp

G0 = o1l_density/1;

calculating SGg_(unitless)
ensity Vap(il, 31) + (Density Vap(il, j1)-Density Vap(il,
32)* (1-T) 7 @n) 5
‘ ¥ = Density Vap(i2, j1) + (Density Vap(i2, j1)-Density Vap(i2,
32)) ¢ (1-T) 7 M
gas_density = x + (x-y)*(p-pl)/ (dp);

569 = gas_density/1;

calculati

Bo, By (unitless)

xS xBo(il, 31) + (aBo(i1, 31)-xBelil, 32))* (T-T1)/(@D);
y = xBo(i2, 31) + (xBo(i2, 31)-xBo(i2, 32))*(1-T1)/(am);
Bo = x + (x-y)*(p-pl)/(dp) 7

% = xBg(il, 31) + (xBg(il, 3J1)-xBg(il, 32))*(T-T1)/(dD);
y = xBg(12, 31) + (xBg(i2, 31)-xBg(i2, j2))*(T-T1)/(dD);
Bg = x + (x-y)* (p-pl)/ (dp);

XRs (i1, 31) + (xRs(il, j1)-xRs(il, §2))*(T-T1)/(dT);
XRs (12, 31) + (xRs(i2, j1)-xRs(i2, 32))*(T-T1)/(dT);
%+ (x-y)*(p-pl)/ (dp) s

)
x = Viscosity Liq(il, 31) + (Viscosity Liq(il, 31)-Viscosity Lig(il,
32))+ (1-T) / @N) 7

y = Viscosity Liq(i2, 31) + (Viscosity Liq(i2, 31)-Viscosity Lig(i2,
320+ (-TH/ @m

o1l density = x + (x-y)*(p-pl)/ (dp)s

miu_o = oil_density;
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lating miu_g
vxsccsny VepTi1, 51) + (Viscosity Vap(il, 31)-Viscosity Vap(il,

Jon)+rom) /(@n s
Viscostty vap(iz, 31) ¢ (Viscosity Vap(i2, j1)-Viscosity Vap(i2,

y=
32))* (1-T1) / (@D
gas_density = x "L e eept) /a0

miu_g = gas_density;

calculating sigma o
iy reniit, 30 + “loure. rens) ;n Tsure_tenti, 32))% (-
T1)/(d)7

= Surf_Ten(i2, j1) + (Surf_Ten(i2, 31)-Surf Ten(i2, 32))*(T-
1)/ ()7

oil_st = x + (x-y)*(p-p1)/(dp);

sigma_o = oil_st;

caleulating £
ctor Vap(il, 31) + (2_Factor_Vap(il, j1)-Z_Factor Vap(il,
Jon) oty /tan s
Y = 2_Factor Vap(i2, 31) + (2_Factor_Vap(i2, 31)-Z Factor Vap(i2,
32)) *Tr-11) /TdT) 5
s_z = x + (x-y)* (p-p1)/(dp);

z = gas_z;

s /ach

dgn/en
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calculateT.m

for counter=length (xT2) :-1:1
if counter==length (xT2)

T_hi (counter, Titeration-1) = T_BH;

else
T_ei = xh(counter, Titeration-1)*(I_BH-T_TH) /h_vell + T_TH;
g = 32.17;

ke =
(Btu/hr/ft/degreer)
T = (T_hi(counter+1, Titeration-1)-32) * 5/9;
degree C to read off the gri
P = 0.0689475729 * xp2 (counter, Titeration-1);
rt to bara to read off the gri
[Cp, Cj] = calculate_heatProp(T,p,HL);
Lr = 2%3.142¢z_to*URe/ ((Cp*q_m/24) * (ketx_to*U*Td));

i (counter, Titeration-1) =((Cp*T_hi (counter+l, Titeration-
ll)ﬂ).x'l:p'xdel(- h(counter, Titeration-1) *T_ei)-
(cj-cp'xdexu_p(:eunzex,ruenuon 1))+ (xdelta_h(counter, Titeration-

1)/3736/800)/ ( (e Chrdsiea, h(countar, Titezation-1)) 4Cp) ;
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if Titeration == 1
T_h = h*(T_BH-T_TH)/h_well + T_TH;

else
if k =
Th

else
interpolateT;

i€ abs(12-T_h) < 0.1
T2check=0;
else

7}
T2check=1;
h = h - delta h;
end
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fluid.m

'sim TEST4 BHS OIL C10+

pressure= [
1 1.01 101 1.01 1.00 1.01 1.01 1.0 1.01

L0 son sosn so.m 5091 5091 s0.s1 s0.51 50.91
o014 300,41 200.61 200.61 200.61 200.61 200.61 200.61
20075t 30041 30041 30041 300.41 300.41 300.41 300.41
3004 08 s sseom o se.a sse.m 30,31
4002 Mo usouan 4soan so.n ssoann 4so.n 4s0.11

1
500.01 500.01 500.01 S$00.01 500.01 500.01 500.01 500.01
500.01 500.01

1

Temperature=[
0 30 60 90 120 150 180 210 240 270
0 30 60 90 120 150 180 210 240 270
0 30 60 90 120 150 180 210 240 270
0 30 60 90 120 150 180 210 240 270
0 30 60 90 120 150 180 210 240 270
0 30 60 90 120 150 180 210 240 270
0 30 60 %0 120 150 180 210 240 270
0 30 60 90 120 150 180 210 240 270
0 30 60 90 120 150 180 210 240 270
0 30 60 90 120 150 180 210 240 270
0 30 60 90 120 150 180 210 240 270
1

t
0.001 0.001 0.001 0.001 0.0011 0.0012 0.0013 0.0014
6
0.0485 0.0436 0.0403 0.0381 0.0367 0.0363 0.0367 0.0379

1
0.1084 0.0919 0.0822 0.0759 0.072 0.0699 0.0696 0.0708
0.0737 0.0784



0.1745 0.1438 0.126 0.1149 0.108 0.1042 0.103 0.1043 0.108

0.1144
0 0.1932 0.1693 0.154 0.1444 0.1391 0.1373 0.1389 0.1439
0.1528

0 0 0 0.1922 0.1808 0.1746 0.1728 0.1753 0.1825 0.1952
0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

1

Density Lig= [
0.8742 0.8667 0.8551 0.8521 0.846 0.8412 0.8375 0.8352
0.8353 0.8381
0.8333 0.8276 0.8152 0.8087 0.7964 0.7826 0.7677 0.752
0.7358 0.7196
0.8072 0.8041 0.7968 0.7866 0.7739 0.7592 0.7426 0.7244
0.7049 0.6842
0.7865 0.7837 0.7769 0.7668 0.7538 0.7383 0.7206 0.7007
0.6788 0.6549
0.7816 0.7656 0.7584 0.748 0.7345 0.7182 0.6993 0.6778
0.6536 0.6267
0.7855 0.767 0.7468 0.7297 0.7155 0.6952 0.6779 0.6545
0.6277 0.5971
0.7892 0.7716 0.7526 0.7323 0.7105 0.6673 0.663 0.6375
0.6113 0.5845
0.7925 0.7759 0.758 0.7388 0.7185 0.6971 0.6746 0.6513
0.6274 0.6031
0.7956 0.7798 0.7628 0.7448 0.7257 0.7057 0.6849 0.6633
0.6413 0.6189
0.7985 0.7834 0.7673 0.7502 0.7322 0.7135 0.694 0.6739
0.6534 0.6326
0.8012 0.7868 0.7714 0.7552 0.7382 0.7205 0.7021 0.6833
0.6641 0.6447

1i

2_Factor Vap = [

Genss 06335 0.6083 0.6302 07162 0.7553 0.7902 0.6318
015075 0.6215 0.6457 0.6637 0.6786 0.6924 0.7066 0.7222
0737 D74 0.7616 0.7TII4 0,736 0.7046 0.7905 0,797
01543 0525 0.9162 0.5102 0,905 0.5007 0.9574 0.8955
Yoo 136 10975 10702 Lossl 103 Low 1.0072
1315 130 L5078 12651 1206 14747 1492 11263
16055 10676 1.5356 14669 1,395 1.341z 12984 1.2660

2.1012 1.9339 1.8013 1.6953 1.6102 1.5421 1.4879 1.4454
1.4128 1.3886
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2.3911 2.1983 2.0448 1.9213 1.8213 1.7401 1.6744 1.6214

1.5791

206795 20461 2.2864 2.1452 2.0301 1.9359 1.8585 1.795

1.7431 1.

2.9665 2.7221 2.5263 2.3674 2.2371 2.1296 2.0405 1.9665

1.9051 1.854

Viscosity Vap= [

0.0103 070112 0.012 0.0128 0.0135 0.0141 0.0147 0.0154

0.0161 0.0169

0.0121 0.0129 0.0137 0.0145 0.0153 0.0161 0.0169 0.0178

0.0186 0.0194

0.0149 0.013 0.0155 0.0161 0.0168 0.0176 0.0184 0.0192

0.0202 0,02

0.0202 nAaxaa 0.0181 0.0183 0.0188 0.0194 0.0202 0.0211

0.0221 0.023;

0 00225 0.0215 0.0211 0.0212 0.0217 0.0224 0.0234 0.

0.0262

0 0 0 0.0244 0.0242 0.0245 0.0252 0.0263 0.0279 0.

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

© 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

© 0 0 0 0 0 0 0 0 0

1

Tisconiey iy

44.719 ssse 9.1586 5.1278 3.0867 2.0074 1.5025 1.3105

1.0434 0.8616 0.7361 0.646

5062

3.9702 2.0006 1.2934 1.024 0.8605 0.7377 0.6314 0.5304

0.4559 0.

1.6215 1.1827 1.0089 0.8664 0.7467 0.6232 0.5175 0.4405

0.3797 0.3303

1.4088 0.9895 0.8657 0.7484 0.6161 0.513 0.4351 0.3715

0.3186 0.2742

1.514  1.0215 0.7903 0.6094 0.5106 0.4333 0.3684 0.3136

0.2669 0.2263

1.6218 1.0893 0.8452 0.6167 0.484 0.3938 0.327 0.2761

0.2365 0.2049

1.7321 1.157  0.9004 0.6525 0.5116 0.4173 0.3475 0.2945

0.2532 0.2204

1.8447 1.2244 0.9556 0.6884 0.5386 0.4402 0.3675 0.3122

0.2692 0.2352

1.9597 1.2915 1.0107 0.7243 0.565 0.4626 0.3869 0.3294

0.2847 0.2493

2.077  1.3579 1.0655 0.7603 0.591 0.4846 0.406 .0.3462

0.2998 0.2631

1

Surf_ten= (
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26.554 25.327 24.059 22.821
18.777 18.665
16.476 16.422 15.982

21.673 20.672
15.272 14.362 13.303

9.106

9.908

10.262 10.187 9.766

6.228 6.5 6.407 6.043  5.481

3.854  3.479

085 1.72

cp_Tot = |
195.44 210.99

279.3
208.95 219.67 230.74 241.93 253.09 264.07

224.15 234.84 245.75 256.76 267.73

236.97 248.07 259.14 270.15
249.08 260.46 271.65
272.42
21213

235.88 248.21 260.32

222.76 235.08 247.24 259.15 270.74
222.19 234.39 246.41 258.17
301.44 311.06

209.46 221.68 233.79 245.7
309.76

209.08 221.23 233.26 245.08 256.63
299.18 308.71

i

269.61

257.34 268.66

267.86

grv =t
0.7843 0.6745 0.6086 0.5741 0.5553 0.5447
015003 0.475:

0.5683 0.4717 0.398
0.2242 0.2195
0.4039 0.3572 0.3097 0.2692 0.2364
011693 0.1633

0.2294 0.2395 0.2245 0.2033 0.1828
0.1319 0.126

0 0.148  0.1528 0.1466 0.1365 0.1259 0.1164
0.0964
o 0

0.3415 0.2989 0.268
0.2111
0.1652

0 0.1013 0.0982 0.0929 0.087 0.0814
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19.831

8.276

222 232.23 241.73 250.44 258.55 266.
274.75
278.55
281.04
262.66
283.6
283.58
281.96
280.67
279.61

278.72

0.5322
0.2466
0.1921

0.151

19.176

12.147 10.946 9.748

7.33  6.339

4.785  4.011
2,973 2.3%2

1.297  0.866

07 272.92
285.03 294.8
289.13
291.73
293.46
294.51
294.57
292.74
291.3
290.14 300.2

289.17

0.517
0.2326
0.1786
0.14
0.1083 0.1018

0.0763 0.0714



L
-0-0545 -0.0504
0.0304 -0.0288
-0.0525 -0.0485
0.0195 -0.0145

-0.0542 ~0.0501
0.

xBo
0.994  1.007
2.981
1.103  1.112
5.245
1172 1.173
5.69:
1238 1.233
6.165
1254 1.203
6.73:

-0.0467

-0.0445

-0.0434

-0.0426

-0.042

-0.042

-0.0432

-0.0442

-0.045

-0.0457

L0464

1.022

1.132

1.19

1.249

1.309

1.356

1.345

1.336

1.327

1.32

1.313

-0.0432 ~0.0401
-0.0406 -0.0367
-0.0395 -0.0355
-0.0387 ~0.0347
-0.038 -0.034
-0.0375 -0.0334
-0.0387 -0.0342
-0.08  -0.0358
-0.011 -0.0373
-0.002 -0.0384

-0.0428 -0.0394

1.038  1.054
1.166  1.216
1223 1.277

1.283  1.34

1306 1.408
1416 1485
1415 1519
1406 1.502
1395 1487
1385 1473

1.376  1.461

230

-0.0373
-0.0327
-0.0314
-0.0305
-0.0288
~0.0201
-0.0296
-0.0318
-0.0336
-0.035

-0.0362

1.07
129

1.357
1427
1.508
1592
1.656
1.632
1612
1.595

1.579

-0.0347
-0.0285
-0.027

-0.026

-0.0253
-0.0246
-0.0248
-0.0277
-0.0299
-0.0317

-0.0331

1.086
1.383
147
1.553

1.644

1.846
1810
1.787
1.763

1.743

-0.0324 -

-0.0241 -

-0.0223 -

-0.0212 -

-0.0204 -

-0.0197 -

L0199 -

-0.0235 -

-0.0263 -

-0.0284 -

-0.0301 -

1.1 1012

1.532
1.629
1.728
1.802
1.979
21

2.065
2.028
1.9

1.968

1.719
1.803
1972
2.122
2.m
2.48
2.417
2.365
2.3

2.283



t
1.057

0.019
0.009
0.006
0.004
0.000
0.000
0.000
0.000
0.000

0.000

125.4

130.8

1.16

0.02:

0.01

0.00

0.00!

0.00

0.00¢

0.00!

0.00

0.00!

0.00

114,

137

4 1274 1.388  1.503 1.642 1.790
2 0.024 0.026 0.028 0.031 0.033
o 0.012 0.013 0.014 0.015 0.016
7 0.008 0.009 0.003 0.010 0.011
5 0.006 0.006 0.007 0.008 0.008
0 0.005 0.005 0.006 0.006 0.007
0 0.000 0.000 0.000 0.000 0.000
0 0.000 0.000 0.000 0.000 0.000
0 0.000 0.000 0.000 0.000 0.000
0 0.000 0.000 0.000 0.000 0.000
0 0.000 0.000 0.000 0.000 0.000
o 0o 0 1.7
35.7  37.9  42.4  48.9  56.9
se.8  60.2 4.9 72.5 82 94.9
83.2 841 89.2  98.3  1ll.1
6 109.8 110.6 116.6 127.9 144.4
139.3 140.6 148.3 162.7 184.6 216
145.4 157.4 173.8 196 225.2 263.8
145.4 157.4 173.8 196 225.2 263.8
145.4 157.4 173.8 196 225.2 263.8
145.4 157.4 173.8 196 225.2 263.8
145.4 157.4 173.8 196 225.2 263.8

231

1.961
0.035
0.017
0.012
0.009
0.007
0.000
0.000
0.000
0.000

0.000

1277
166.9

699.5
845.5
845.5
845.5
845.5
845.5



p2=1.01+pl;
12=1.014T1;

232



Hagedorn and Brown method (HsB)

p_bar (psia) and T_bar (degree F)
p_bar = (pl4p2)/2 + 14..

z psia
Tobar = (T1+72)/2; degree £

T = (T_bar-32) * 5/9; convert to degree C to read off the
P = 0.0689475729 * p_bar; convert to bara to read off the
grid

{sGo, SGg, Rs, Bo, By, miu_o, miu_g, sigma_o, z, SGw, BW, miu_w,
signa_w] = calculate prop(T,p);

mass associated with lbarrel of ST liquid - 6
m_t = 3505Go* (1/ (14WOR)) + 350°SGu* oR CLwoR) + (0n 0764+GLR*SGg)

\ flowrate at average segment point - q_m (lbm/day)
am=mt*ql

density of liquid phase - roh_1 (lb/fe3)
roh 1 =

((s:

+4#5Go+Rs#SGg*0.0764/5.615) / ( (14HOR) *Bo) ) + (62

'SGW*HOR/ (14WOR) ) 7

density of gas phase - roh g (lb/£t3)
roh_g = 0.07645+5Gg* (p_bar*520/ (14.7+2* (T_bar+460))) ;

viscosity of liquid mixure - miu
miu_l = (miu_o*1/(1+WOR)) + (miu ) wHOR (L4WoR)) 5

s surface tension of liquid mixure - sigma_l (dyn/cm)

sigma_l = (sigma_ot1/(14WOR)) + (sigma_w*WOR/(L+WOR)) ;
liquid viscosity number -

N_1 = 0.15726 * miu_l * 07 e, _1*sigma_13))"0.25 ;

calculate from graph -
CN_1 = 0.0611*N_1%3 - 0. om-u 1°2 + 0.0505*N_1 + 0.0019;

superficial liquid veloc v_sl (
v_sl =5, sxs-q_zluswo-u)'Haoq/(uuom + (BWAWOR/ (14HOR))) 7

1liquid viscosity numbe:
N_LV = 1.938%v_s1* tron. ung.. Nn0.25 5

superficial gas velocity - v_sq (£t/s)
v_sg = q_1*(GLR-
R3*1/(14H0R) ) / (86400*At) * (14.7/p_bar) * ((T_bar+460) /520) *z ;

gas velocity number - N_GV
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N_GV = 1.938%v_sg* (roh_1/sigma_1)"0.25 ;

£low regine - 18
LB = 1.071 - 0.2218* (v_sl+v_sg) "2/dt;

1t 1.8<0.13
=0.13;
-

calculating BB
BB = v_sg/(v_sl+v_sg)

gheck disseceice B-LR
diff = BB - L B;

if diff<o
orkiszewski;
type = 'ork';

else
ype = 'HE'
end
continuin diseatas number - 4 D
N_D = 120. Srbdes (ron l/s)qlua 1)°0.5 ;

holdup correlation function - L
phi_HL = (N_LV/N_GV"0.575)* (p_} T 1% (EN_1/N D) ¢

calculate
4if phi_HL<=3e-
BT a185;

om graph -

i phs HL>3e-
81 = 0. zszs-luq(pm HL) + 2.6553;

i pm HL>1e-
si= 0. lDEQ‘loq‘Phl HL) + 1.5945;
end

secondary correlation factor
phi_s = N_GV*(N_1)"0.38/ (N_D) 2. s

calculate from graph - si
5<=0.025

if phi_:
siT= 27170%phi_s*3 - 317.52*phi_s*2 + 0.5472*phi_s + 0.9999;

bt pm 550
G 33'ph1 572 + 58.524%phi_s + 0.1171;

b pm 550,
T 23 snn-pm s+ 1.5962 ;




liquid

1d up - HL
HL = HL_si*si;

1f HLL
HL=1;
end

s hase reymotds e
Re = 2.2e-2¢q_m/ (dt*miu_ T iLnin Lg" (1-HL)) ;

culate friction facto

£ =18 T0g10 (6. 5/Re + (0/3.7/dt) (10/91)) (-2
two phase density - roh_m (lb/ft3) methods - (1) HB, no slippage

roh_ml = roh_1*HL + roh_g* (1-HL)

GOR= GLR;

roh_m2 = (350*5G0+0.0764+5Gg*GOR+350+SGWOR) / (5. 61*Bo+S. 614HOR# (GOR-

Rs)*Ba) 7

1¢ sob w1>zoh w2

= roh_ml;
1se
xoh_m = roh_m2
en
% calculations at pl and T1, two phase velocity - v_ml (ft/s
T = (T1-32) * 5/9 ; convert to degree C to Tead off the
grid
P = 0.0689475729 * pl ; % convert to bara to read off the
gri
(sGo, sGg, , Bg, miuo, miu_g, sigma o, z, SGw, Bw, miu_w,

sigma s calcutate prop(Rop):

v_sl1 = 5.615%q_1/(864004AL) * ((Bo*1/ (14WOR)) + (BW*WOR/ (1+WOR))) 7
v_sgl = q_1*(GLR-Rs*1/ (1+HOR) ) / (864004At) * (14.7/p1) * ((T1+460) /520) *z

v_ml = v_sll + v_sgl ;

calculations at p2 and T2, two phase velocity - v_m2 (ft/s)
T = (12-32) * 5/9; convert to degree C to read off the
gri
P = 0.0689475729 + p2; convert to bara to read off the
gr.
(sGo, sGg, Rs, By, miu o, miu_g, sigma_o, z, SGw, Bw, miu_w,

signa_wl = cucn).:e_pwpa P
v_s12 = 5.615%G_1/ (86400*At) * ((Bo*1/ (14HOR)) + (BW*WOR/ (1+HOR))) 7
v_sg2 = q_1*(GLR-Rs*1/ (1+WOR) ) / (86400%At) * (14.7/p2) * ((T2+460) /520) *z
;

v_m2 = v_s12 + v_sg2 ;

¥ delta (v_m)"2 (££°2/s"2)

235




delta_v_m sq = (v_m1)*2 - (v_m2)°2 ;

deleah = (143e (p2iph)-
o midelta_v_m_sq/ (2¢9¢)) / (roh_mé (£+q_L"2%m_£°2)/ (7. 41e104de
N

2+roh_m




inputs.m
Inputs
WOR = 0 unitless?
GLR = 300; scf/bbl
L1 = 4e0; bpd
liguid flowrate
w=0; water
£Tovrate
d = 1.9995;
in tubing diameter
= d/2/12; well
cobing radiue
rto=r+ 1.5 1
s tubs 78 cusalite
at = £ well
Subing didneter
At = 3.1424d6°2/4; te2 vell
tubing corss secticnal area
e = 0.00015; pipe roughness (unitless?)
ge = 32.2; field unit factor
p_TH = 2007 psig
Tabing head pressure
T_TH = 80; degree £
Sibing head cenpesatue
h_vell = 9700; I well
haight
B = 212 degree £
bBttonhole temperature
Pl = p_TH;
T =TT




calculates the iterated T for HB

for i = 1:kmax
if xh(i, Titeration-l)== h

hl = xh(i, Titeration-1

h2 = xh(i, Titeration-1);

11 =4

12 = i;

eak
else if xh(i, Titeration-1)<h
hl = xh(i, Titeration-1

else
h2 = xh(i, Titeration-1);

i1 = i-1,

12=1

break

end
end
if 41 == 0
1=1;
hl = xh(il, Titeration-1);
end

dh = h1-h2;

if dh == 0
dn = 2;
end

if h>h2
h2=h;
end

ulating T_h
41, Titeration-1) + (T_hi(il, Titeration-1)-T_hi(i2,

Titeration-1))* (h-h1)/(dh) ;

cal

if h2==h
T_h = T_BH;
end
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h=0;
delta h = 0

fprintf (*\n\ndepth (£t) \twell T(F)\twell P(psig)\tholdup\t\tflow
type\n')
fprintf (" L26\E £\n', h, T1, P1)

for Titeration=l:

k=1;

m
if Titeration ~= 1
calculateT;

end

while h < h_well

+1;

quessT2p2;

checkT2match;
end

fprintf('.20\e\Es. 20\ ENEE. 2ENEA RN LS. 2E\ENESSAR Y By T2, P2,
HL, type)

XT1(k, Titeration) = T1;
xh(k, Titeration) = hi

Jdetarp(k, Titeration)
Faeltay.m sq(k, Titeration) = delta v.m sa;

Pl = p2;
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1) = xT2(kmax, 1) 7
1) = xp2 (kmax, 1) ;
1) = xHL(kmax, 1) ;
%Q (kmax:ks (Titeration), 1) = xQ(kmax,1);
xv (kmax:ks (Titeration), 1) = xv(kmax,1);

xh(kikmax, Titeration) = hi
kmax, Titeration) = T_Bi;
*p2 (k:kmax, Titeration) = P27
XHL(k:kmax, Titeration) = HL;
%0 (kikmax, Titeration) = v_m2*At;
xv (kikmax, Titeration) = v_m2;

=
i

1 = 12;
end
fprintf ("\n\n\n')
ks (Titeration) = ki
if Titeration == 1
knax = ki
else
if kmax<ks (Titeration)
xh (kmax:ks (Titeration), 1) = xh(kmax,1);
\
\

end
end

xh(1, Titeration) = 0;

X12(1, Titeration) = XT2(2, Titeration);
xp2(2, Titeration);
XHL(2, Titeration);
%Q (2, Titeration);

if Titeration ~=
if mlx(-bslx:\‘z(k, Titeration)-x12(k, Titeration=1)))<0.

)
end
fprintf (‘\n\n

]
T hi(liknax, Titeration) = T_hi(likmax, Titeration-1);

plothB;
figure;
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maing.m

cle;
clear;

d = 10;
for q_1 = 80000:20000:160000;
main;
Xp2Q (q_1/20000-3

) =xp2 (kmax, Titeraticn) ;
%00 (q_1/50-5)=xQ (1, Titer

end

q_1 = 80000:20000:160000;

plot (xp20/14.5,q_1/6.3)
'pressure (bara) )
3/d))

ylabel('q_1(

ation) s

105000

P2 (length (xp2) , Titeration) ;

00021050007

1000-



cle;

clear;

q_1=600; iquid flow rate [bpd]
13 =10; Diimensionless time
inputs;

h= Declating variables

0
deltah = 0
£pEANtE (*\n\ndepth (££) \twell T(F)\twell B(psig)\tholdup\t\tflow
type\n')

£printf (*3.26\e\e. 26\ e\EH . 26\n", By T1, P1)

for Titeration=1:10

Declaring counter
nitial values stored in matrix

Pl = p_TH; * Declating pl and T1 for the lst
d Brown iteration
T1 = T_TH;

if Titeration ~= 1
calculateT; Solving Ramey's temeprature model
end

while h < h_well
k=K 4

uessT2p2; Declaring value for p2 and T2 for
Hagedorn and Brown method

T2check=1;
while T2check==1
HB; Running the Hagedorn and Brown

method

h=h + delta h; Calulating depth

checkT2match; Checking if iteration is needed for
the Hagedorn and Brown method
end
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t\tis\n', b, T2, P2,

fprintf ('
HL, type)

XT1(k, Titeration) = T1; Storing values from this run

xdelta p(k, Titeration) *(p1-p2);
xdelta_v_m_sq(k, S tatecion = delta_v_m_sq;

Pl = p2;
hext Hagedorn and Brown iteration
Sy

end

£printf(*\n\n\n')

ks (Titeration) = ki

if Titeration == 1
kmax = ki

else
if kmax<ks (Titeration)
xh (kmax:ks (Titeration), 1)
X12 (kmax:ks (Titeration), 1)
xp2 (kmax:ks (Titeration), 1)
XHL (kma:

xh (kmax, 1) 7

xv (kmax:ks(Titeration), 1) = xv(kmax,1);
else

xh (k:kmax, Titeration) = hi

XT2 (k:knax, Titeration) = T_BH;

%p2 (k:kmax, Titeration) = pZ;
kmax, Titeration) = HL:
kmax, Titeration) = v_m2*At;

xv (kikmax, Titeration) = v_m2;

xh(1, Titeration)
¥5(1, Diseration) = x12(2, Titeration):
xp2(1, Titeration) = xp2(2, Titeration);
XHL(1, Titeration) = xHL(2, Titeration);
%Q (1, Titeration) = xQ (2, Titeration);

if Titeration
if mx(ubs(x‘rz(k, Titeration)-xT2(k, Titeration-1)))<0.1
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fprintf ('
T_hi (1:kmax,

plotHB;

a0
Titeration) = T_hi(l:kmax, Titeration-1);



maintd.m

cles
clear;

q_1= 480;

for Td = 10:5:20
main

XT27d (1:kmax, Td/5-1) = XT2(1:kmax,Titeration);
XhTd (1:kmax, Td/5-1) = xh(1:kmax,Titeration);

x
if x127d(row, column)=:
| rEmdtzow, o Tunn)exT2Td (zow-1, column)

i xma(xeu, column
1d (xow, =a)um|l-xh’td(xeu-l, column)
end

plot ( (xT27d-32) +5/9,-0.3048*xhTd)
ylabel (‘height (m) ')
Xlabel (‘T ("oC) |
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plot_final run only.m

subplot (1,4,1), plot ((xT2(1:length(xT2),3)-32)*5/9,~
ngth (xT2) ,3))

subplot (1,4,2), plot (xp2 (1:length(xT2),3)/14.5,~
0.30484xh (1:1ength (xT2) , 3
xlabel ('p (bara) ')

subplot (1,4,3), plot (ahl. (1 length (x12),3), -
304 +length (x12), 3

iaper (-

)

subplot (1,4,4), plot (xQ(1: leng(h(x127 3)/0.00041, -
0.3048xh (1:length (x12),
xlabel ('Q(m"3/d) "




plot,

subplot (1,7,1), lot((xT2(L:length (<12), 1)~ 32»*5/9,
0.3048+xh (1:length(xT2),1), '3"s

ylabel ('height (m) ')

xlabel (‘T ("oC) ")

subplo

&5

angth (412), 1)/14.5,-

subplot (1,7,3), plot (xp2(1:
0.3048xh (11 length(x12), 1),
xlabel ('p(bara) '

subplot (1, 7,4), plot | (xz2 (14 xengcmxrzx,u 32)-5/9,
0.304: gth (xT2) ,2)
et (e

ubplot (1,7,5)

subplot (1,7, 6), plot (xp2 (1:length(xT2),2)/14.5,~
0.3048+xh (11 length(x12),2), 'b', 'LineWideh',
xlabel ('p(baxa) ')

subplot (1,7,7), plot ((XT2(L:length (x12), 3) - 32)45/9,-
0.3048+xh (11 length(xT2),3), 'b', 1dth,2)
xlabel('T("oC) "
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plotsB.m

ylabel ('height (m

subplot (1,4,1), plot ((xT2-32)*5/9,-0.3048*xh)
m )
xlabel ('T("oC)*

subplot (1,4,2), plot (xp2/14.5,-0.3048%xh)
xlabel ('p(bara) )

SUbpLOL (1,4,3) . plot (<L, ~0. 30484xh)
xlabel ('HL

SUBPLOE (1,4, 4, plot (x0/0.00041,-0. 3048+ 4h)
xlabel('Q(n"3
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‘Wax Model Code

Des: ion
wax.m Calculates and plots the results of two different wax
models

for i = 1:length(xT2)

£ and Sopkew Mode!

cln = cl*(Tmax-Tmin) * ((Tmax-Tmin) /lanbda_e££)*n;

c2n = c2/ (Tmax-Tmin) *3;

c3n = Tmin/ (Tmax-Tain) *3;

theta = (((xT2(i,Titeration)-32)*(5/9))-Tnin) / (Tnax-Tmin) ;
K_theta = clntexp(-1+c2n/ ((thetasc3n) *theta®2)) *theta” (ntl);
phi = lanbda/lambda_

crystallinityl (i) = 1 - exp(-1*K_theta/ (phi) *n) ;

Begatin et al. Model Constants
C = 0.0001;
WAT = 176; degrees F
sagatin et sl Modsl Calcalations
Leng!
“anaz = abs (T2 (1, Titeration) -xT2 (1~
1, )/abs (xh (i, -xh(i-1,
else
dTdz = abs (xT2(i, Titeration) -
w2t ) /abs (xh (i -xh (141, Ti ion));

n::ysr.alumtyZH) =1 ((-1+C* (WA
X125 Fiteration) ) 2) /abs (4Tds xy (1, Titeration))) s
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for plotting oses
XT2 (1, Titeration);
h(i,Titeration);

*T2wax (1)
b (1)

ng the o two models in ST units

subplot (1,3,
plotl(xTZHzxu is 1s7x-szx'5/a, crystallinityl(l,
ylabel ('Cryst

Flabel (‘T (*0) )

subplot(1,3,2)
plot ((xT2uax (1,1:157)-32) #5/9, -0.30484xhwax (1,1:157))
xlabel ('T(

yl.m(u:pmm')

subplot(1,3,3)
plot (erystallinteyl (1
xlabel (‘Crystall

ylabel (* ")

1:157), -0.3048*xhwax(1,1:157))
)

figure

subplot(1,3,1)
plot ((xT2wax (1,1:157.
ylabel ('Crystallinit:
Xlabel ('T("cC) ')

32)+5/9, crystallinity2(1,1:157))
)

subplot (1,3,2)
Bloti(arauas (L, L 157)-32) #5/9, -0.3048*xhwax (1,1:157))
xlabel('T
ylabel(' Drpthlr‘l'V

subplot (1,3,3)
plot (crystallinity2(1,1:157), -0.3048*xhuax (1,
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APPENDIX B: HEAT BALANCE IN HORIZONTAL WELL

COMPLETION



This report describes the concept behind the heat balance calculations utilized in
the horizontal oil well simulator developed as part of the research work done by
Thanyamanta (2009) to compute temperature changes in the length of the well,

which in turn was used to predict asphaltene precipitation.

General equation derivation
Initially, the undisturbed reservoir has a temperature of 7,,. The temperature of
the oil, T,,, is the same as 7, since they are in contact for a long time and hence

have reached thermal equilibrium.

Once the well is drilled into place and the oil start flowing, the temperature of the
oil changes. This is because of the following.

(1) heat conduction from the reservoir through the wall of the well tubing
¢

€

() inflow of oil through the slots located over the length of the horizontal well

s

) frictional heat production

I

expansion (Joule-Thomson effect)

In order to include all the above aspects into the energy balance, the following

general equation is used to calculate the total energy in the system.

ot = Coom + Coont + €
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The total energy s a sum of the energy by convection, conduction and due to
work. Convection includes the kinetic energy and internal energy of the molecules

comprising the system.

i p;]q

Conducted energy includes all forms of energy transfer due to the difference of
temperature equilibrium. The difference in the temperature of the fluid and
tubing wall is accounted by this, and can be written in the following general form

with a general coefficient of heat transfer.

PR

The work done by the molecules in the system is to overcome tensor stress.

Tensor stress is a combination of normal and shear stress.

Substituting each of the above components breakdowns into the general total

energy equation yields the following.

L s ifoviaatoty

" [,
o =[ —p)
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A series of algebraic manipulations are performed on this equation to be able to
simplify It. In the first step, the equation is substituted with the value of tensor
stress.

oo =

%pqv}+m;]+;w+(?q+q)

The term containing pressure is multiplied by density in both the numerator and

denominator, such that overall it has the effect of multiplying by 1.

¥ 1 2 L 1
ot =PV + Pt e+ PPY—+TY
2 P

Inverse of density yields specific volume. This term is then rearranged and

combined with specific internal energy term.

ool :%pqv’ + pqlt+;m~+quv+ ny
T
e =3V 4 pgut Py et
From thermodynamics we know that sum of specific internal energy and the

product of pressure and internal volume gives the specific enthalpy. This s

substituted in the next step.

;wr=%ﬂqv’+mH+;w+n)
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For fully developed flow, it is known that enthalpy is the dominating term. Hence
Kinetic energy and shear stress terms are ignored. Thus the following equation is

obtained.

Gt = g H et

This equation describes the energy transfer in the system. It can be applied to
each discrete segment i the network/grid of the reservor solver. The system can
be classified by the direction of flow to break the calculations down - in the axial
and radial low directions. This gives the following equations.

o = pgH

ot = pPH+Q

These equations are in par with the physical system of the model. Following is a

schematic of the system used in model.

Reservorr

I N S S N N
g

e

¥ Tubing

v Well toe

Well heel
Slotted

Figure: Reservoir Completion
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‘The equations show that energy flow in the axial direction is due to the change of

enthalpy in the fluid and expansion. The energy transfer in the radial direction
occurs due to both (1) the enthalpy of the fluid flowing in from the reservoir, and
(2) heat transfer from the reservoir to the fluid in annulus, which is denoted by

0.

© accounts for the entire process of conductive heat transfer through the
annulus wall, and then convective heat transfer from the inside wall of annulus

into the fluid by convection.

In the sections below, we work on further developing the above axial and radial

energy equations.

In the axial energy transfer equation, the enthalpy term can be expanded to show
a change in temperature and Joule-Thomson expansion as shown below.

esi=pIAH
Cans = pgCy(T-T")+ (1~ ATVP - P°)

Joule-Thomson effect describes the change in temperature due to a pressure
change. This physical effect is widely used for liquefying gas. For example, in
order to liquefy carbon dioxide, the gas is passed though a nozzle from high

pressure to low pressure. The expansion causes the gas to cool. When sufficient
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pressure drop is applied, we get enough temperature drop to convert to liquid.

For other material, the pressure drop can cause increase in temperature. This is

determined by the specific Joule-Thomson coefficient, which is described below.
=2k

PCy

The above equation can be rearranged to be more suitable for our purpose.
Pr-1=-KzpCy

The left hand term in the above equation appears in our axial energy transfer

equation. If we substitute it in, it yields the following.

i :pqﬁ»(rfT')oq(—x,,pi'»](l’fl")

In similar fashion, the equation for energy transfer in radial direction can be

expanded.

o = pIAHQ

Cruna = pCylT-T° )+ AU(T, ~T,)

Unlike in the case of axial heat transfer, Joule-Thomson expansion is ignored for

radial heat transfer. Also, the outside temperature, 7°, is assumed to be the same
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as the reservoir temperature. Thus, our final radial heat transfer equation is

shown below.

W1 -1)+ AU,

Equation derivation for model grid
In this section, the general equation derived above is applied to the specific grid
network used to model the flows in the producer tubing system. The following is

the schematic of the producer grid.

Figure: Completion grid

The heat balance system is applied to each segment of the grid. Looking at the
annulus, the sources of heat inflow are (1) the heat in the fluid in the segment, (2)
the heat in the fluid coming in from the reservoir (radial flow). The heat outflows

due to (1) fluid transfer to the next segment (axial flow), and (2) fluid transfer
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through the slots into the tubing (radial flow). This gives the following equation

for segment 1.

S b= bt Ere B

Previously, equations were made for heat transfer in axial and radial directions.

When applying these equations to the above balance, this yields the following.

ZI.LW,:[p,q,l‘l:]+[p,q,I;I+Q,)f(pl H,]»(p‘q,ﬁﬁgl)

If we do a mass balance at node 2, the equation looks as shown below. It can be
rearranged to solve for node 1 parameters, which s then substituted in the above
equation.

Prd =P+ P19~ Psds
Pidy = PGy~ Prds + Psds

Upon substitution, we get the following equation.
Y Esegnent :(P,q, Hi=p,q, Hi+ peqs H-)+(M, H:+Q,J*[pﬂ,»”:)*[ﬂ;4; Hs+0, ]

Sl i) i) -1 010,

‘The following assumptions are made at this point:



(1) Enthalpy of the fluid at the annulus segment (#:) is the same as the

enthalpy of the fluid going down the slots (H.). This is because part of the

fluid at annulus segment goes down the slots.
(2) Q,Is zero, because there is no heat transfer from the walls into the slots.

After applying the above assumptions and using the appropriate expansion for
enthalpy, we get the following equation.
S =0 -1 €, KB+ 0[O0 -],

S =it G0 T Co K820, Co0 T )| 4V(T. -T)

This is the final equation that is used for energy balance. In the steady state
system we are concerned about, the sum of the input and output would be zero,

i.e. the left hand side has a value of zero.

0=pa[ €01+ €, Kylr )] pa €6 -] 400 -T)

The equation uses parameters that can be obtained from tables and from data of
the reservoir. However, special calculations need to be done to get the value for

U . This is described in details in the next section.



A point to be noted is that the final equations were obtained using only annulus
segments. Similar equations can be setup for nodes in the tubing as well. Thus for
a well with N segments, we get 2N equations. However, we have 2N+1
temperatures to calculate. This is dealt with by assuming that node 1

temperatures are known to be equal to the reservoir temperature.

Also to be noted is that the equations shown in this document are for only single
phase. Asphaltene precipitation was described for a two phase system. This can
be included by taking into consideration the specific heat capacities and flow

rates of each phase in the energy equation.

Calculating U
‘This method was developed by Dawkrajai et al. (2005). U is the convective heat
transfer coefficient from the wall to the fluid. It s described as follows.

[
@-1pA

Where, 0 is the heat being transferred, 4 is the heat transfer surface area. The
temperature difference is the only unknown. In the next parts, the objective is to
get an expression to calculate the temperature difference between the bulk fluid
inside the tube and the initial reservoir temperature. Following is a schematic of

the heat transfer layers.



Temperature profile schematic

To=Te (reservoir)
(cement, conduction)

(casing, conduction)

(tubing, convection)

Figure: Temperature profile in the completion and surroundings
‘The heat being transferred between each layer is assumed to be same, i.e. no heat
loss. This heat is denoted by Q. The following equation shows the conduction
differential equation (Fourier’s law) between the outer wall and casing. It is then
integrated.

dr
=-22(1-p)rk, =~
Q=-27(1-y)rk, Fm

ofta

*

“2x(1- )k, Jdr

“270- k. (Tw -T.)

ol

"2k,

Similarly, the equation for heat transfer between the casing and cement.



dr
dr

QT%.dr:Alzll—V)km far
i)

T

0=-27(1=7)rk

270 = 1Y (T, - T,

e
22(1= 7 e

The conductive heat transfer between the cement layer and bulk fluid is given by
the following equation.

Q=-27(1-7)RA(T, ~T,)

Now we are able to calculate 7, -7, as follows.

R
on{%]

Ll . B
27(1-y)Rh 27(1-7)k,

onl%]
I.-T,

i1
22(1=y)Rh 2701~ )k e,

T,

Substituting in the equation for 7, -7, yields the following.
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olr) oft

LNz
t T 2n(-p)Rh 22(- )k, 27(1-)k,
R R
] i
n-r=—2 L, _\R) ~\R]
220-nR| Kk k.

Substituting this temperature difference term into the original U/ equation gives
the following.

[/
@-1)4

Vgme—— 2
(=
(T, -T,22(1-p)R
%)

Uiy =

Rz(1-7)R

In order to calculate the value for h in the above equation for laminar flow, we use
the following equation.
h=36s62
2"
For turbulent flow, we need to calculate the Nu number before we can calculate h.
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Nu=0023Re”* w“"(L]
e

_ Nu-k
d

h
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