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Abstract
The studies presented in this thesis describes the excited state dynamics of
electron and energy transfer in one- and two-dimensional 7-conjugated molecular

constructs with fullerenes as electron accepting chromophores.

‘This thesis first starts with the energetics and dynamical processes in the excited
state of 7-conjugated OPV/OPE oligomers following photon capture. Systematic analysis
and characterization of the excited states formed after excitation includes the detailed
quantitative understanding of the structural, electronic and vibronic parameters of
n-conjugated OPV/OPE oligomers, as well as the substituent and orientation effects that
dictate radiative, non-radiative relaxation pathways and the reaction dynamics of these
transient excited states.

With the detailed understanding of the excited state properties of m-conjugated

the n-bridged Ceo

OPV/OPE bridges, the photo-induced electron and energy transfer i
systems [A-(n-B)ci-A] was undertaken. A major portion of the research centered on
diphenylamino derivatized molecular assemblies. The excited states of molecular
assemblies containing phenylamino moieties are known to be complex and many facets of
dynamics are still controversial. Systematic investigations of the donor substituent effect
on the excited state dynamics and the photo-induced electron and energy transfer in the
donor substituted (n-B)-bridged Cgo systems (A-[n-(D)Bcli-A) were scrutinized.

Ultimately, this research should teach us how to engineer molecules in the potential

pto-phe device i ie. lic devices that convert photonic

energy into chemical energy.
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With the increased understanding of the ground and excited state properties of
-conjugated OPV/OPE oligomers with donor substituents, the last chapter is to assess
the performance of two-dimensional H-shaped OPV/OPE chromophores with electron

donor and acceptors as potential sensors for specific analytes.
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Chapter 1

Supramolecular Assemblies for Artificial Photosynthetic

Systems, Electron Transfer and Electronic Energy Transfer

Overview

The goal of this chapter is 1o build the conceptual network required o understand
the excited state behavior. The theories and mechanisms for electron transfer and energy
transfer will be introduced. The selected chromophore-quencher complexes will be
introduced and the design principle behind these examples wil be discussed in light of the

theory of electron/energy transfer
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1. 1 Introduction for Solar Energy Conversion

Sunlight provides by far the largest of all carbon-neutral energy sources. The
amount of solar energy that reaches the earth in the course of one hour is 4.3x10% J,
equivalent to about the entire worlds annual energy consumption. Ironically, given the
‘magnitude of this energy resource, the energy derived from the combustion of fossil fuels
remains the largest source of energy in industrialized nations, ~85% from oil, gas and
coal.! The development of solar energy devices that convert sunlight to other forms of
energy is slowly evolving. For example, solar energy conversion systems do exist and are
classified by their primary products: solar thermal systems, solar electricity, and solar
fuels.

Solar Thermal Systems. Solar thermal systems use solar radiation as a source of
heat; it can be categorized into low-temperature solar thermal systems and high-
temperature solar thermal systems. This heat can be used for climate control in building-
heating and cooling, concentrated for solar thermal power plants,” and used to induce
reactions to make chemical fuels in the concentrated mode. With focused solar radiation.
photovoltaic (PV) devices can function at a much higher efficiency.

Solar Electricity. The photovoltaic (PV) effect was discovered by Edmund
Becquerel in 1839, when he observed that photocurrents were produced by illumination
of a silver chloride electrode immersed in an electrolytic solution and connected to a
counter metal electrode.’ However, approximately 110 years later, solar cells based on a
single silicon crystal were developed at Bell Lab. These solid-state devices relied on the

excitation of the p-n junction in single silicon crystal. The efficiency of these cells is




5-6% for incident photon to electricity conversion (IPCE).* In spite of the high cost of

‘manufacture of solid-state solar cells, this silicon-based PV device still dominates the

commercial market.
A schematic diagram illustrating the mechanism of a solid-state PV cell is shown
in Figure 1-1. PV cells generally consist of a light absorber that can be either inorganic
.
Energy heatloss

Q07
O—

ntype | usable photo-
voltage

heat loss

Figure 1-1. A conventional single p-n junction inorganic PV cell.

semi-conductors, organic molecular structures, or a combination of both. By definition, a
bulk semiconductor possesses band structure with the valence band lying lower in energy
than the next higher energy band, which is known as the conduction band. A band gap
exists between the top edge of the valence band and the lower edge of the conduction
band that are unoceupied in the ground state. A photon of light will be absorbed if the
energy of photon is greater than the band gap. Upon absorption of light, electrons and
holes are generated following by band gap excitation to form bound excitons, denoted as

[, h']. The bound [¢", h] dissociates with electrons migrating to the cathode and holes
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flowing to the anode, where they are collected and passed through wires connected to the
cell to perform electric work. The efficiency of [¢}, h'] formation, and subsequent
dissociation to form mobile charges determines the magnitude of the photocurrent, and
the energy difference between the conduction band and Fermi level determines the

photo-voltage. PV cells can be broadly classified into three categoric

(1) inorganic cells,
based on solid-state inorganic semiconductors, i.e. GaAs or TiOy: (2) organic cels, based
on conducting polymers, i.e. p-type polyphenylvinylidene or polythiophene, n-type
fullerene; and (3) photoelectron-chemical (PEC) cells, based on interfaces between
semiconductors and molecules. However, the use of silicon in PV devices has to date
been limited by the high cost of production and very low photocurrents. In contrast,
organic solar cells in which the active layer is made of organic semiconducting polymer
will provide a cheaper altenative to conventional inorganic solar cells, because the
production costs are expected to decrease in comparison to the current costs in the
fabrication of inorganic based PV cells. Furthermore, organic semiconductor thin films

can be synthetically manipulated to yield high absorption coefficients exceeding 10°

high

Mem™ to collect light for ic applications.® Charge carrier
as 10 cm/V's have been achieved and are comparable to amorphous silicon-based
devices.”

Organic Photovoltaics. Commercial organic photovoltaic devices are in a
relatively early stage of development. Since the early “proof of concept experiments™ on
organic photovoltaic devices comprised of molecular-based systems,” the IPCE has

increased to a range of 3-5%.*"" It should be noted that the efficiency of photosynthesis is
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~ 0.5-1%, significantly less than the PV devices described above. The basic principle of

operation in an organic PV cell is similar to that of conventional p-n junction cells.

of a mixture of el ich (donor) and el poor (acceptor) at the p-n
junction results in the formation of bound electron-hole pairs [¢", h']. The exciton diffuses
to a region where exciton dissociation oceurs, [¢", h'] > ¢ + h', and charge transport
within the organic cell to the respective electrodes. There are a number of parameters that
dictate the efficiency of organic based PV devices: such as the formation and dissociation
of bound excitons; and enhanced charge mobility as well as the efficiency of charge
carriers in reaching the electrodes. These parameters are exactly analogous to those
described above for inorganic based PV cells.

Over the past twenty years, most rescarch has focused on developing dye-
sensitized,"? bulk heterojunction,' and multiple junction or tandem solar cells that consist
of multiple, single junction solar cells joined together or stacked upon each other, with

s

each solar cell absorbing the part of the solar spectrum closest to its band gap.'*'* most

efficient polymer-based ~bulk ion systems contain poly(p-phenyl
vinylene)s (PPVs) or poly(alkylthiophen)s (PATs) blended with soluble Ceo derivatives
(Figure 1-2)."*"7 The efficiencies of such systems (less than 5%, generally 2% or less)
are 100 low to be useful. There are significant challenges to be overcome in order to
substantially improve the performance of the polymer based heterojunction assemblies.
‘The development of new molecular assemblies will require a large body of fundamental

research directed towards chromophore design where the light absorbing entities possess

large absorption cross-section that absorbs throughout the visible spectral region. The



ability to synthetically conirol the HOMO-LUMO band gap, and an understanding of how

20

molecular structure impacts charge transfer mobility in -conjugated systems.
A

MOMORY r— P

Figure 1-2. (A) Examples of organic semiconductors used in organic solar cells and (B)
illustration of the photoinduced charge transfer with a sketch of the energy level.

Solar Fuels. A major limitation of solar photovoltaic cells is the performance of
devices dependent on geography and climate. When the solar resource is locally available
to the conversion device, or is variable because of day/night alternation, the widespread
use of electricity and any other solar cnergy as a primary power source will require a
tightly integrated effective storage and/or global distribution technologies to provide the
power to the end-user in accord with demand. Therefore, the direct production of fuels
from sunlight is advantageous because it inherently converts solar energy into an
economical, convenient form. Currently, there are two solar fuel technologies in use,

which are biomass-derived fuels and hydrogen produced by electrolysis. In the second
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case, electricity is produced principally from fossil fuel sources, which ultimately are
derived from biomass as well.
Biomass Derived Fuels. Light-driven photosynthetic processes have enormous

capa

for sustainable replacement of fossil fuels by fixing more than 100 Giga-tons of
carbon annually, which is roughly equivalent to 100 TW of energy. Biomass derived fuels
have been used as an energy source over the entire span of recorded human existence.
Biomass based fuels continue to be a functional energy resource being utilized on a
significant scale both in developing and developed countries. However, the overall energy
efficiency of biomass conversion systems is very low, less than 1% of the incident light
energy stored as chemical fuels. Therefore, it is important to increase the efficiencies of
many biological pathways leading from photosynthetic light capture.

The understanding of how natural photosynthesis at the molecular level has
rapidly evolved due to the publication of highly resolved X-ray crystal structures, which
has revealed unprecedented insight into the structure of photosynthetic apparatus. These
structures represent a blueprint toward the construction of devices capable of
photosynthesis. It is clear that these devices must incorporate molecular-level and/or
supramolecular organization of chromophores to collect light energy, separate charge, and
use charge transport structures to deliver the oxidizing and reducing equivalents to
catalytic sites where water oxidation and carbon dioxide reduction may occur. The key
principles will be further elaborated on in Section 1.5.

1.2 Architecture of PSI and PSII

The photosynthetic apparatus in plants and photosynthetic bacteria has evolved
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over billions of years. As such, there have been numerous mutations, which have been
advantageous to the survival of organisms. By understanding this natural process and
employing it as a paradigm for artificial constructs, it will be possible to construct
artificial photosynthetic systems for sustainable global energy production and efficient
energy transformation.

A schematic diagram for PSI and PSII is shown in Figure 1-3. The photosynthetic
apparatus has many facets and components involving light harvesting, energy migration
10 redox sites where catalytic processes occur. Ultimately, the energy derived from the
excitation of P-680 yields an excited electron which cascades and delivers energy to
plastoquinone, cytochrome b, plastocyanin to the final acceptor ferredoxin in PSL. The
ferredoxin is used to reduce NADP' in a reaction catalyzed by ferredoxin-NADP"
oxidoreductase, providing redox equivalents for the conversion of CO, to carbohydrates

- Cell metabolism

light
»

Ho O

Thylakoidal Manbra
Stroma SADP+Pi
: ATP

H

Figure 1-3. Schematic representation of photosystem I and Il adapted from ref 21.
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in the Calvin cycle. Oxygen is evolved from water oxidation in the OEC, and is an

essential reagent that drives respir

on for all living systems. The whole series of

reactions is coupled to trans-membrane proton transfer and the resulting difference in

chemical potential across the membrane drives ATP synthesis.

In 1989, Meyer articulated and proposed a module approach for artificial
photosynthesis in an Accounts of Chemical Research paper.” The design and preparation
of an integrated molecule-based assembly that would convert sunlight into useful fuels
must involve the light harvesting system, photo-initiated charge separation. redox
catalysis and other photo-driven biosynthetic processes. The absorption of light by a
chromophore results in the formation of a single electron-hole pair. However, fuel-
forming reactions involve the formation of covalent bonds that tend to be a multi-clectron
process. The photosynthetic apparatus is capable of utilizing single photon/electron
transfer to drive multi-electron transfer chemistry in the formation of sugar or other forms
of energy.

At this juncture, it is important to understand the basic tenets of electron transfer
prior to discussion of molecular assemblies for light conversion to energy.

1.3 Electron Transfer
1.3.1 Conceptual Background
Electron transfer (ET) processes, the movement of an electron from an electron

in chemical

donor (D) to an electron acceptor (A), constitute fundamental processes
reactions, and most importantly in biological systems that are crucial to life, for example

photosynthesis. It is convenient in the following discussion to define two limiting systems,



two-state and three-state systems respectively. Two-state systems contain a reactant and

product potential energy surface as illustrated in Figure 1-4 A and B, possessing different
energetic requirement to initiate reactions. In Figure 1-4 A, total free energy change for
ET from D to A is thermodynamically favored (AG° < 0). The rate constant for this
reaction is dictated by molecular parameters such as force constants associated with
chemical bonds in D and A, and the nature of solvent which responds to the passage of
charge ongoing from the reactants to products during the redox reaction. There exists a
complex interplay of intrinsic dynamie processes inherent to the reactants and products,

as well as the thermodynamic driving force, all of which contribute to activation barrier.

A, Thermal ET

B C. Photoinduced ET
DA /\
D-A
Nuclear configuration B
B. Opical ET =
& |
Nuclear configuration
DA
[

Nuclear configuration

Figure 1-4. (A) Two-state PES for thermal ET (AG® < 0). (B) Two-state PES for optical
ET (AG"> 0). (C) Three-state PES for photoinduced ET process.
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In Figure 1-4 B, the free energy change (AG®> 0) between D*~A and D-A*
potential energy surfaces require the input of energy to initiate the reaction to create

D-A*. Once formed, the system relaxes from D~A* to D*~A and releases energy to

the surroundings. It should be noted that there is an activation barrier between D*-A
and D-A*, which is dictated by the same properties as outlined above in case A. For
example, dissolving tetracyanoethylene (TCNE) in benzene produces an intense yellow
color due to the formation of charge transfer adduct between TCNE and benzene
(ITCNE//benzene]). The yellow color arises from the absorption of light by
[TCNE//benzene] to form [TCNE  //benzene ). Thermal relaxation occurs via back E
from [TCNE //benzene ] to [TCNE/benzene].

‘The photoinduced ET mechanism shown in Figure 1-4 C constitutes almost all of
the investigations outlined in this thesis. The key difference between the optical and the
photoinduced ET mechanism is the formation of an excited state species D'-A, which is
produced by absorption of a photon. D'~A exists transiently because the system will try
to dissipate energy to reach the lowest energy configuration. Subsequently D™~A will

undergo ET to form D'~A" whi

s thermodynamically favored. Relaxation of D'~A
leading to reformation of the ground state is dictated by the same parameters outlined for

thermal ET described above for case A and optical ET for case B.

1.3.2 Electron Transfer Theory

1

1 The Evolution of Electron Transfer Theory
It was in 1952 that Libby proposed that the rate constant for electron exchange

reactions was strongly influenced by the Franck-Condon principle: the more similar the
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inner coordination shells of the donor and acceptor atom, the less difficult would be the
electron transfer® Libby had perceptively introduced the Franck-Condon principle to
chemical reactions, but neglected the role of solvent reorganization outside the inner
coordination shell. Libby's treatment implicitly assumed that the electronic interaction
between reactants undergoing ET was relatively weak. In this case, ET was proposed to
oceur in a stepwise process with ET oceurring first, followed by the solvent response to

the change of electron density upon the formation of products as shown in Figure 1-5

electron solvent
jump reorganization
2

-+ Gl + Mo
L 48 ®

Frec energy

Figure 1-5. Libby's model for electron transfer theory adapted from ref 22.

Unfortunately, this mechanism was flawed as it violated the principle of energy
conservation. Marcus recognized the re-orientation of solvent molecules outside the inner
coordination shell to satisfy both Franck-Condon and energy conservation conditions for

electron transfer occurring in the dark. The mechanism for ET was reformulated using

Transition State Theory and from which some of the first theoretical constructs where
both the reorganization energies of bonds and solvent was accounted for and the

dependence of k on AG® was elucidated.



1.3.2.2 The Classical Mareus ET Theory
Marcus was among the first to appreciate that the activation barrier to electron
transfer resulted from the differences in the nuclear configurations of the reactants and
products. From 1956 to 1960, Marcus wrote a series of landmark papers where he
discussed ET reactions in terms of potential energy surfaces, and derived the analytical
expressions from the Transition State Theory that enabled him to calculate the reaction
rate constants and treated solvent as a structureless continuum characterized by its bulk
dielectric properties (Figure 1-6).2*? Based on his earlier work, Marcus proposed that the

e hops

Solvent molecules Solvent molecules

“ orientated around M

/
/
W \/

oy o

Nuclear configuration

Potential energy

Figure 16. Visualization of the inner and the outer (solvent reorientation) changes
accompanying ET reaction and the plot of potential energy of the reactants and products
as a function of nuclear configuration for ET.
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energy barrier for electron transfer, AG*, was governed by medium reorganization energy
(A) and the overall free energy change between the reactants and products (AG®). The

expression of rate constant, kgr, for a bimolecular ET in the classic limit is given by

koexp (h—r) -1
where AG” is given by
267 = 5(1+£)2 a2
3 7]
‘The pre-exponential factor ko in eq 1-1 is a composite parameter dependent on the nature
of the electron transfer reaction. The free energy difference AG® for an ET reaction is a
function of the overall free energy change for the reaction, and the AG” term is the free
energy activation for the charge transfer reaction. With respect to the nuclear Franck-

Condon factors, it was realized at the early stage that if low frequency modes, i.e. M-L

stretches (where # =400 cm™), were the dominant vibrational modes coupled to the

the calculated rate constants would underestimate the true rate constant. Medium

frequency modes possess high angular frequencies and as such provided a high density of
states from which energy dissipation would be increased by coupling to solvent modes.
“This nuclear coupling can be approximately described in term of the displacement of the
intramolecular equilibrium nuclear configuration accompanying ET. In some cases, the
barrier to ET is too high (ksT <« AG* ) and thermal population is negligible. Therefore,
the reaction rate constant will be very small,

Measurement of the self-exchange rate constant indicated that the reaction rate is
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orders of magnitude higher than which was predicted if ET occurred via a thermal

activation. Under these conditions, it was clear that another mechanism for ET had to be
considered. Sutin recognized the importance of nuclear tunneling in intramolecular
modes.”” Later, Marcus extended his theoretical treatment to include the effect of

intramolecular configuration changes and generalized the concept of potential energy

surfaces (PES) to include the entire system consisting of a pair of reactant

and products
as well as the surrounding solvent. The vibrational reorganization energy (1) was
recognized to be a major component of AG* as well as the solvent reorganization (4,).
‘Therefore, the total reorganization energy is given by

h=l+ 4 -3

where 2, was caleulated by Born eq 1-4.

1 i 1 1 1
e (s Lo b (L '
2= (Ae) (Zr‘ = Dl (D” D;) (14)

where 7, and r, are the ionic radii of the donor and acceptor, R is the center-to-center
separation distance of the reactants, Dy, and D; are the optical and static dielectric
constants of the solvent respectively, and Ae is the charge transferred from the donor to
the acceptor. The solvent model using eq 1-4 comes from dielectric continuum theory. In
this theory, the solvent is treated as a structureless continuum, whose properties are
dictated by Dy, and D,

The expression for the vibrational term 4; in eq 1-3, is given by
1 - 2
n=305(e-9) a9
7

where Of and Q7 are equilibrium values for the jth normal mode coordination Q and
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J; is a reduced force constant 2k;"k;"/(k;"+k) for the jth inner-sphere vibration, k;" being

the force constant for the reactants and k" being that for the products.™

The original work of Marcus rested on the assumption that the ET process is
diabatic and the reaction proceeds on one potential energy surface. The prefactor (ko) for a
unimolecular reaction s ko= K. ka/h, where & s the electronic transmission coefficient

which is unity. The unfortunate terminology adiabatic and nonadiabatic is a historical

artifact, which has lead to confusion in the chemical literature. In this work, nonadiabatic

reactions are those that occur on more than one PES. In the nonadiabatic limit where the
electronic coupling is weak at the intersection of the two potential energy surfaces (Figure

1-6), the general rate constant is derived as

—AG*
ke = Kevyexp T (1-6)

where & is proportional to the electronic coupling matrix element H3p. ranging from

zero to unity. In the classic model, vy is the frequency of passage across the barrier, the

frequency of the vibration that destroys the activated complex configuration.
The ramification of eq 1-6, which relates kit and AG® with A held constant, are

profound. The dependence of ker and AG is illustrated in Figure 1-7. For -AG® <4,

increasing ~AG® and holding A constant, kg increases with increasing ~AG® (Figure 17

B). For -AG® =

, ket reaches its maximum, ker = Kevy (Figure 17 C), and ker
independent on ~AG". An important but counter intuitive prediction of Marcus theory is
the existence of the inverted region in which the ET rate constant ker decreases with

increasing driving force ~AG® > A (Figure 1-7 D). The net effect of ket vs. ~AG” is



t v
Normalregion Invertedregion

-AG >
Figure 1-7. lllustrating the influence on the classical barrier to electron transfer of

increasing ~AG”at fixed reorganization energy, 2, according to eq 1-6 (top), and the plot
of AG' vs. AG® (bottom).

illustrated in Figure 1-7. The inverse parabolic dependence predicted by Marcus has been
observed. However, several studies have demonstrated the ker vs. ~AG® is asymmetric,
and this point will be elaborated on in Section 1.3.2.3. Although predicted by Marcus in
the early 1960s, the inverted region escaped detection for many years because
experimental  attempts were based on bimolecular electron transfer. As ~AG® increases,
the rate limiting step changes and the experimental rate constant (kusss) becomes diffusion
limited (kp), not activation limited. This behavior is known as diffusion masking. Under

these conditions, ksa is given by
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Kobsa v
in addition, if ker >> ko, ko = k. The impediment to observe the inverted region was
that 2, for ET was generally too large, precluding the observation of the inverted region.
‘The resulting dilemma was how to get rid of diffusion.

‘The approaches taken to overcome the diffusion masking problem were adroit,
freezing the medium and covalently tethering the donor and acceptor. Miller studied the
reaction in rigid media, and provided the first experimental evidence for the inverted
region as shown in Figure 1-8 A.** However, in the inverted region the rates are higher

than expected, suggesting a change in mechanism.

L L
o5 12 s 20
-AG (V)

Figure 1-8. (A) Intramolecular electron transfer rate constants as a function of AG® in
frozen solution, adapted from ref 28. (B) The difference between the plot of ki vs. ~AG”
for the classical (solid) and that for semi-classical (dotted) Marcus equation.

1.32.3 Quantum Mechanical Corrections: Vibronic Theory
‘The original description of the inverted region was based on classical arguments

and required thermal activation barrier crossing, analogous to that found when —AG” < 4.
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Quantum mechanical tunneling through the barrier was not considered. However, in the
inverted region, electron transfer occurs through a series of vibrational channels rather

than by a barrier crossing because of AG® » kT such that the thermal cros:

ing

becomes less probable as ~AG® incre:

The evolution of ET occurring via a nonadiabatic
surface crossing is conceptually similar to the polaron theory of charge transport in
semi-conducting solids*** Vibrational modes coupled to electron transfer must be
treated as quantum mechanical if the quantum spacing ( he > kpT) between the
vibrational levels is large compared to thermal energies, and it is necessary to introduce

quantum mechanical corrections.”>***

Using the polaron model, each electronic state is
coupled with a number of vibrations, with each vibrational mode treated by using the

harmonic oscillator approximation and separation of nuclear and electronic coordinates.

Insertion of the vibrational energy levels within the potential curves is shown in Figure

19, The transition between the lowest vibrational level (v'=0)on the excited state
potential energy curve and high vibrational levels on the ground state potential surface is
possible and is governed by the magnitude of the overlap of vibrational wavefunctions
(Franck-Condon Factor) between the reactant and product potential energy surfaces.

In reality, the number of vibrational modes that exist in molecular donor-acceptor
systems is large and the interaction of the vibrational wavefunctions is complex. As such,
the vibrational modes are averaged and treated as a one-mode approximation. In cases
where a mode-by-mode analysis has been performed, it was found that the one-mode
approximation was valid. For a transition between two diabatic states where the electronic

wavefunctions are orthogonal, it requires that clectron transfer is coupled to vibrational
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Figure 1-9. Schematic energy-coordinate (E-Q) diagram illustrating the electron transfer
in the inverted region (A) by a vibrational channel below the intersection region and
vibrational wavefunction overlap between the reactant and product vibrational levels (see
the text) and (B) by the classical barrier crossing. Adapted from ref 36.

motion. The Born-Oppenheimer approximation is no longer valid. The transition is
facilitated by promoting modes, which mix the excited and ground state electronic
wavefunctions and provide electronic coupling between states. When the excited and
ground states surfaces are nested and ho » kT, the probability for the transition is

given by the Fermi Golden rule.*®

ker =S (w ) SCE =) a8

2
n
where A is the operator that induces the transition. £ and £ are energies of the initial
and final states. yand " are total wave functions including the spin part. The Dirac delta

function §(E' - E) ensures that the transition oceurs with energy conservation.

At present, the terminology used by chemists and physicists differ even though
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the process is the same. The polaron model consists of two electronic states coupled with
a large number of vibrational levels, which can be either quantum mechanical or classical.
‘The terminology with respect to charge transport in semi-conductors, i.e. polaron, is the
coupling of exciton and phonons. The exciton, [¢", h'], is a bound electron and hole pair,
and phonon is one quanta of lattice vibration. Exciton is a term used more frequently in
excited state electron transfer in chromophore quencher assemblies” and photoinduced
interfacial electron transfer because it allows an analysis whereby electron and hole can
be deduced in the reaction mechanism.” If specifying one coupled vibration characterized
by frequency @ and equilibrium displacement AQ,, in addition to the classical solvent

motions, the intramolecular reorganizational energy for this mode can be defined as
; 2
A = (f/2)(80,) (1-9)
‘This can be related to a dimensionless quantity, the electron vibrational coupling constant

or Huang-Rhys factor (S), as defined in eq 1-9; 4 s the reduced mass.

A _ S 2 _Ho 2
=t = 305 (82.) =55 (80,) (1-10)
‘The generalization of eq 1-1 for nonadiabatic ET for one coupled mode with ha > kT,

then becomes™
2n 1, N
. g
ker = G- HEp (mlakgr) (FC) a-11)

(A +vho + AG”)Z}

42,k -2

(FC) z Exp(—S)i—,!exp{

The change of the vibrational wavefunction overlap with the increase of driving
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force is attenuated in the inverted region and is the microscopic origin for decreased
dependence of the electron transfer rate constant on AG? in the inverted region relative to
the normal region. There is a clear conceptual connection for electron transfer in the

inverted region and nonradiati

decay for excited state decay. For nonradiative decay,
the electronic coupling matrix elements are eigenvectors associated with two coupled
states within the same molecules, and for the inverted electron transfer, the electronic
coupling matrix are eigenvectors associated with donor and acceptor in the weak coupling
limit. It should be noted that the eigenvectors for the inverted electron transfer also
include off diagonal elements. This will be elaborated on in Chapter 3.

1.3.2.4 Radiative Processes

Application of the time-dependent Schridinger equation and theory

to transition rates between two states (i.e. ground and excited states) allow the integral

q 1-8 to be partitioned between nuclear and electronic pars:

2, | 2, 0 2 0
W =T (vl v (sl ) SE" = E) (1-13)
where IV is the transition probability that will occur between two electronic states. v/,

and y,, are electronic wavefunctions for the final and initial states. ¢, and g, are

total vibrational wavefunctions for the final and initial states. Application of the Golden

nle to single photon emission allows the total spontancous emission probability,

corrected for the presence of a medium, for the transition v — v to be written as:**'

k()= (573 || 8(E, s — hew) (1-14)

64mtf(n)
3h

where the factor f(n) represents correction factors because the emission process takes
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place in a medium, and in most cases can be expressed by f(n) = n®/e(E,/E)*; nand &
denote the refractive index and dielectric constant of the medium respectively, and £, /E,
the ratio of the effective electric field £ to the macroscopic electric field £. The
parameter (E,/E)® can be approximated by 1/& and, hence, a = . The refractive index
factor f(n) is used rather than the more familiar #” as described by Strickler and Berg®
from the density of photon (polaron) states in a medium of refractive index  because it

has a somewhat firmer theoretical b

4 M is the transition moment and E,, s is the
energy of the electronic transition between the v= 0 to v'= 0 vibrational levels. vand
V' are the frequencies of the oscillator in the electronic ground and excited states. ¥ is
the emission energy in units of em™, and (#73)~1 is the inverse of the average value of
%73 for the emission spectrum. The value of (#7%)"'can be approximated by E3,,. or
can be calculated using eq 1-15.%** where / is the emission intensity in units of number

of quanta per energy interval per second:

[ 1(w)dv

" JI®v-d 13

For an electric dipole allowed transition with higher order terms negligible, M is given

(W.X

by:

X IV,.) (CAT] (1-16)

ii= (w,',

“The transition intensity is determined by the magnitude of the transition dipole. /i . and the

e

w,,) -17)

sum is over all of the electronic coordinates. ¢y, and ,,, are the total vibrational



wavefunctions, which are the product of the overlaps of the j contributing normal modes

ineq 1-18and eq 1-19.

b=, 0%
I

M,,znxv; (1-19)
i

Xvy and ;. are wave functions for mode / in the nitial and final states. v; and vf are
the associated vibrational quantum numbers. The integrated emission spectrum is related
to M by:

[ J—
—5 ™ || (1-20)

. f I1()d() =

Substituting eq 1-16 into eq 1-20 yields

o

If the potential surfaces are harmonic, there is no change in the vibrational frequencies

647!‘/(71)

—g ) (1-21)

 Gilb] '

between the ground and excited states (hw; = ha), and the transition dipole moment is a
constant, then

_ ‘«"‘f(n) il

O pld) 022

where
altu) =[ Tlrilr) 029
J

For harmonic oscillators with no frequency change, the form of Franck-Condon factor for

the v = v' transition is given:*’

rghes) = exn(=s) 5™ VVT’.I[L(,‘ V’)(S/)r 29



" ) (5)) is a Laguerre polynomial:

gy =S v!(-5)"
Ly (S/)_Vzw(v,vv)!(v,’fv‘+v) w0

,is the electron-vibrational coupling constant, or Huang-Rhys factor:

5=3(%) (00, =4/, (20
M; s the reduced mass. ;=27 v, is the angular frequency of the vibration. The physical
significance of the vibrational overlap integrals is that they give the extent to which the
final and initial states coincide along the normal coordinate. The population in level v, is
given by the Boltzmann distribution function:
P(v)) = exp[=(vhay/ky T)]/2) = exp[(v; B))1/2 (1:27)

with ;= hay/ks T and Z the vibrational partition function,
1
z :Zexp[—(vl+2) a,] (128)
L
If hay > kgT, only v = 0 is appreciably populated and

2 s
() = exel=5) # (1-29)

The solvent contribution is treated classically, and included in the Gaussian
distribution function in the bandwidth. Changes in quantum spacing and densities of
levels for the coupled solvent oscillations (librations) are included in AGS. For a single
coupled vibration or averaged vibration with hay » k,T, the spectral band shape

equation for emission can be generalized to include any number of coupled vibrations.



l(v)—Tc;WZ(AG”+vhm+/\)l exp(—S)( )

. (ho - (AG°
exp AAokgT

2
) ] (1-30)

where 1(7) is the emitted intensity, o frequency, and ¢ the speed of light. The definition

of spectral fitting parameters is shown in Figure 1-10.

B By —
z i
g
=
E,
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«— Energy «— Energy

Figure 1-10. Definition of spectral fitting parameters, reproduced from ref 22. (A) The
complete spectrum is fit to a series of bands with the spacing hay = 1300 cm™'. The
band shapes have a half-width of A7 /5, and the maximum of the first peak occurs at Ey.
The peak maximum of the complete spectra occurs at Ee. (B) The band shapes of the
hoy = 1300 cm™ progression are generated by summing a series of Gaussians with
spacing ho, = 300 cm™*. These have a full width at half-maximum of fwhm, and the
0-0 transition occurs at . Because thermal population in this mode is allowed, "hot
bands" (hb) occur at energies higher than £ Al relative peak heights are constrained to
Franck-Condon values

1.3.3 Mechanism of Electron Transfer in Solution
1.3.3.1 Outer-sphere and Inner-Sphere Mechanism
Taube’s pioneering studies established the distinction between outer-sphere and

inner-sphere electron transfer mechanism. This classification was originally applied to
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electron transfer between coordination metal complexes, in terms of the changes that the
coordination spheres or surrounding ligands of the metal ions experience during electron
transfer. In the outer sphere mechanism, an electron transfers from reductant (donor) to
oxidant (acceptor) with the coordination sphere of each staying intact. That s one reactant
becomes involved in the outer or second coordination sphere of the other reactant when
the electron flows from the reductant to oxidant. An inner sphere mechanism is one in
which the reactant and oxidant share a ligand in their inner or primary coordination
spheres, the electron transfer proceeding via a bridging group between the two redox

partners.

joned as

‘The role of the bridge between the donor and acceptor initially was en

a connector, which held the donor and acceptor within close proximity. It is now

abundantly evident that the bridge dynamics play a significant and fundamental role in ET
from the donor to the acceptor. The recognition of the role for the bridging ligand can be
traced back to the “Creutz-Taube fon” for intervalence electron transfer. In the seminal
and pioneering work of Gray where the donor and acceptor are bridged by a protein such
as myoglobin, the ET over hundreds of angstroms via the electronic pathway provided by
the protein required a paradigm shift in the theory of ET. Therefore, the term inner sphere

ET became mechanistically ambiguous and the formulation of the theory for ET

encompassed both outer and inner sphere ET. The connection required a re-evaluation of

electronic coupling and vibronically induced electronic coupling. The bridge dynamics
include conformational changes, solvent energetics and the coupling of the bridge to the

donor and acceptor. Similarly, outer-sphere electron transfer takes place with very weak
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(4-16 KJ/mol) electronic interaction between the reactants in the transition state. The
solvent is seen to influence reorganization energetics and the free energy difference
between the donor and acceptor in addition to the electronic coupling between the donor
and acceptor by providing an electronic pathway for ET. Each pathway is defined in

terms of electronic interactions between the reactants in the transition state.*

This concept of outer- and inner-sphere electron transfer is also applicable to
photoinduced electron transfer. Any molecular unit that links a donor-acceptor pair and
transmits the electron is the equivalent of the bridging ligand in an inner-sphere reaction.
The terms “inner-sphere” and “bridged” electron transfer have often been treated as

synonymous.

1.3.3.2 Bridged Mediated Electron Transfer

and Hopping i electron
transfer in which an electron donor and acceptor are separated by a molecular spacer or
bridge (D-B-A systems) can occur via cither superexchange or hopping mechanisms or
some combination of both (Figure 1-11). In the superexchange mechanism, the electron
takes a direct route from a donor to an acceptor independent on the length of the bridge,
bridges solely serving to mediate donor and acceptor wavefunctions. On the contrary, for
the hopping mechanism (sequential charge-transfer), the electron hops from one site to its
nearest neighbors, located at the bridge for a short time during its journey from a donor to
an acceptor.*”*” What parameters govern these alternative pathways?
In the case of long range ET, where the donor and acceptor are separated by

distance exceeding the sum of their van der Waals radii, electronic coupling (Ver)
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.
Superexchange mechanism

Hopping mechanism

Figure 1-11. and  hopping for i charge
separation between an excited acceptor and ground-state donor.

generally is very small. ET occurs nonadiabatically and the Fermi Golden rule formalism

i used to express the ET rate constant ker, given by*?

kn—zTﬂlV,,leC (-31)
where FC is the Franck-Condon weighted density of states, and it consists of the sum
over all possible vibrational overlap integrals between the initial vibration level and the
final vibration level. In Marcus semi-classical treatment, eq1-6 becomes

V2 [-(8G° + 1)?

4n?
e = T Wl |~y a2

;)
An2kgT.
Thus, from eq 1-32, three important parameters that determine the ET rate constant are
Vei, Aand AG®. Vi is the electronic coupling term between donor and acceptor. 2 and
AG® are as defined above.

There is another medium effect on the ET rate constant. The medium will influence



ET dynamics by its effect on the driving force (~AG”) and the solvent reorganization
terms. The medium also may participate in the ET process by electronic coupling with the
donor and acceptor. This effect is manifested by an increase of the electronic coupling
term, Vo> Such a medium, which may be a saturated hydrocarbon bridge, protein or
oligopeptide, or 7 stacks or even solvent molecules, may facilitate ET by though-bond
(TB) coupling.™** In the absence of intervening medium, the electronic coupling between
redox pairs depends on the direct through-space (TS) overlap between the orbitals of the
donor and acceptor groups that are primarily involved in the electron transfer. Since the
hopping (sequential charge-transfer) mechanism is simply several discrete superexchange
processes, eq1-32 can be used to calculate the rate constant , for the discrete process

Orbital overlap decays exponentially with the increasing inter-orbital separation,
it will be expected that the magnitude of TB electronic coupling should have similar
decay characteristics. Therefore, both V; and associated kgt decay exponentially with
the increasing inter-chromophore separation, r, given by

Vet  exp(—0.5 fy ) 1-33)
ker o exp(—f1) (1-34)

where ; and ffare damping factors. /3 being a phenomenological quantity, incorporating
distance dependence contributions, not only from Ve but also from Franck-Condon
factors such as 4,. Therefore 8 is expected to be slightly larger than /i, **

In summary, ET oceurs via a single-step superexchange mechanism only at short

donor-acceptor distances. At longer distances, ET occurs via a multistep hopping

mechanism.



1.4 Energy Transfer

1.4.1 Radi

live Energy Transfer: Trivial Mechanism

Energy transfer may oceur in a radiative mechanism, which is a two-step
sequence given below, where D' is an excited donor, and A is an excitation acceptor.”"**
Emission: D'— D+hv  (1-35)
Absorption: hv+A—A"  (1-36)

In the trivial mechanism, a physical encounter between A and D is not required
and there is no electronic interaction between D" and A. However, this requires that the
excited donor molecule D" emits a quantum of light which is absorbed by the energy
acceptor molecule A, 5o the photon must be emitted only in an appropriate direction and
the medium must be transparent in order to allow transmission. The rate or probability of
energy transfer from D" to produce A" per unit time will depend on: (1) the quantum yield
() of emission by D", (2) the concentration of A molecules in the path of the photons
emitted by D', (3) the extinction coefficient of A at the wavelength of emission, and (4)
the overlap of the emission spectrum of D" and the absorption spectrum of A. The last
factor can be quantified in terms of the spectral overlap integral, J, given by

J = [} I (@ea(®)dd (1-37)
where Iy is the plot of emission of D* on an energy scale (cm™). & is the plot of
absorption on an energy scale (cm™). Both are normalized so that the complete overlap
will correspond to J=1.00.
1.4.2 Nonradiative Energy Transfer: Forster Mechanism and Dexter Mechanism

Interaction between excited and ground states of two molecular chromophores is
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a considerably important subject in photophysical processes such as intramolecular

electronic energy transfer (intra-EnT) and intramolecular electron transfer (intra-}

processes. EnT processes oceur at distances ranging from 1 A to more than 50 A, and on
time scales from femto-seconds to milli-seconds. Energy transfer is a special case of
nonradiative transfer of electronic excitation from an excited donor molecule D* to an
acceptor molecule A. The energy transfer may be an intermolecular process, which can be
described in terms of a bimolecular quenching process,
D 4 A—L D4A" (138)
‘where the bimolecular quenching rate constant &, is related to an intermolecular energy
transfer rate constant kgqr by
kenr = kgld]  (1-39)

In most cases, kg is possibly from two contributions, the long-range Coulombic

interaction in terms of dipole-dipole interaction and short-range exchange interaction. The

principle for both mechanisms are well understood, and formulated by Forster and Dexter

respectively.***% Application of time-dependent perturbation theory gives the energy

transfer rate constant by the “Golden Rule” in eq 1-40
2 e
kenr =S (w/|Aly)' B (1-40)
where ' is the matrix element of the perturbation to the Hamiltonian between the initial
and final states, and pE is the density of the states. y and y"are the corresponding total
wavefunctions including the spin part. This result is valid only in the weak coupling limit

where the perturbation is small and the transition probability low. The interaction matrix
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element describing the coupling between initial and final states for nonradiative decay is
given by
Vear=(w 171w) =(vp D v, 171w, (D 1, ) {0 Dy, Py, (e (D) (1-41)
where ' is the perturbation part of the total Hamiltonian A = H, + ¥, and given by

V= e?/eRp, (1-42)
Rpyis the dipole-acceptor separation, and € is the dielectric constant of the medium. The
first term in eq 1-41 is the Coulombic interaction and the second term is the exchange

interaction, so the coupling matrix can be written as

Venr = Vi +Viie  (1-43)

‘where
Vi = (v Dy, @10 ly,Ww, @) (144
Véir = (v Wy, @10y, @y, (D) (1-45)

The energy transfer may occur by the Forster mechanism or the Dexter
‘mechanism. In both mechanisms, the electronic wavefunctions include y; and y, spin
wavefunctions. The operator inducing energy transfer does not include spin, and in the
absence of spin-orbit coupling, energy transfer can only occur between states with the
same spin multiplicity. For example, (/| y,) = 1 for § — S’ transfer and (y{|y,) = 0
for § — T transfer. Spin-orbit coupling mixes the spin character of the states, making spin
changes possible but still greatly decreasing the magnitude of V. Within the framework of
the Bom-Oppenheimer-Condon (BOC) approximation, the integral in eq 1-40 is

partitioned between nuclear and electronic parts,



2
kenr = (vl Blv) (Wil (vilv)'6® =B (146)

“This is a general equation applicable to light absorption, emission, electron transfer, and
excited-state decay. A is different for the different processes. {, and , are electronic
wavefunctions for the final and initial states. The associated spin wavefunctions are y;
and ys. It is assumed that the electronic matrix element, (y,|A|v,,). is independent on
nuclear coordinates. y,, and y,,, are total vibrational wavefunctions for the final and
initial states, and they are the product of all normal modes including collective solvent

vibrations, %

Voo =] [ (147
J

vio =] [1 (1-48)
y

Xy, and y; are wavefunctions for mode / in the inital and final states. vj and v} are

the associated vibrational quantum numbers. If only maintaining the dipole-dipole term,

the Coulombic integral will be approximated by expanding as

3 3ipiy
Venr = ER‘,M#uuA[l 72, H(z.

4o and puy are the transition dipole moments of D —D* and A —» A* transitions, 7 and

\z,v;) (1-49)

7 are the dipole moments vectors. By using the Fermi Golden Rule, the energy transfer

rate constant can be written as

Mt =SS VR (E-E)  (50)
i f

where P; denotes the initial distribution, £; and Eyare the energies of the initial and final




states, respectively. Substituting eq1-49 in eq 1-50, the rate constant will become

it = Z"[‘E‘;‘J“rwmm] ZZ[H(LV,!X,V, sE-5) sy

T'(00.04) is an orientation factor for the two dipoles (Figure 1-12), and expressed as

= 205, cos 6, — sin B, sin 6, cos(p — @) (1-52)
and g is the angle of rotation about the interdipole axis. For random orientation I'= 2/3.
Using the expressions for the absorption coefficient of A, the normalized spectral
emission distribution of D, the integral representation of the & function, and carrying the
integration over 1, the final Forster expression for dipole-dipole induced energy transfer

Forster (Coulombic) energy transfer

(s etiscmamnararm.
o
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Figure 1-12. Schematic description of Forster energy transfer by dipole-dipole interaction
(top) and geometrical configuration of dipole-dipole interaction between donor and
acceptor molecules (bottom) adapted from ref 63.




rate constant will be derived as.

3 e
g - 20001106 g, jFD(v)E‘(v)di e

BT T 128mSNni TR, B+
“The vibrational overlap term,

Ja (1-54)

Fo@ea®)
= | 2=
B
The matrix elements and the Franck-Condon factors in eq 1-50 are now expressed in
terms of measurable spectroscopic quantities such as the refractive index of the medium,
7, the fluorescence quantum yield of the donor, gy, its fluorescence lifetime 7, the
normalized donor fluorescence spectrum, Fo(7), the normalized acceptor’s absorption
spectrum &(7), and the Avogadro number N;. Often a Forster eritical transfer radius Rois

introduced, defined as

R =

3 e
900010102 ¢, Irp(v?f,(v)dﬁ e

128N, v
50 that the Forster rate can be written as
o _ 1 (R8a)
weifl e

In the Forster mechanism, energy transfer is induced by an electrostatic dipole interaction
between the electrons in the initial and final states. V7, varies as 1/R§, with Rp, the
internuclear separation distance between donor and acceptor. This mechanism is
particularly suitable for describing inter-EnT in solution where conditions for favorable
spectroscopic overlap between the emission of D' and the absorption of A are not met.

When these conditions are not fulfilled, a short range exchange interaction, as formulated
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by Dexter,* can facilitate EnT. In the Dexter mechanism, the electron clouds of the
reacting species overlap significantly in space. In the range of overlap, physical electron

exchange between the donor and acceptor occurs. This situation is shown in Figure 1-13.

Dexter energy transfer

‘Also known as orbital overlap or exchange energy transfer

netor NN aner [N
v {
wwo 4+ — - -

T
Figure 1-13. Schematic description of exchange energy transfer by electronic overlap.

Dexter’s approach followed the general derivation discussed above. In this case, the rate
constant for electron-exchange energy transfer depends on the overlap integral and a

parameter Z The exchange matrix element is

W,A(Z)w,f(l)>ﬂ()n,v,|1/,v;) (1)
i

Venr = <Wu Myi@)|— 5

Substituting eq 1-57 in eq 1-46 gives the expression for the exchange interaction EnT rate

constant, kS,

k5:1=—zlzzrv

2

[ Tbembos)| sE-5) a9




where Zis the electronic exchange integral

z= (w,':'(l)w:,a)

L e (1-59)
o |va@vd

Zi imated by assuming hydrogen-like orbitals thus arriving at the final expression

for the exchange interaction EnT rate constant as

2
kg = G Jex eXp(=2R/L) (1-60)
where R is the distance between donor and acceptor, and L is the sum of the van der
Waals radii of the donor and acceptor molecules. J is the exchange interaction integral

of spectral overlap between donor emission and acceptor absorption,

= [ Fp (0)ex(®)d(?) (1-61)

where F(7) is the normalized emission spectrum of the donor and £y(7) is the
normalized absorption spectrum of the acceptor. Therefore, the rate for energy transfer
decreases exponentially with increasing distance between donor and acceptor.
In summary, the basic features of Forster and Dexter mechanism as follows:

© The Forster mechanism is a through space based on Coulombic interaction that does
not require orbital overlap of donor and acceptor, but it is dependent on the oscillator
strengths of D'—D and A—A”" radiative transitions. This mechanism can occur over
distances up to 100 A. The Dexter mechanism is independent of the oscillator strengths of
D'—D and A—A’ radiative transitions, but it requires orbital overlap of donor and
acceptor since electrons are exchanged. This is a short-range mechanism, with a distance

between donor and acceptor typically shorter than 10 A.



Chapter

@ The rate of dipole-dipole induced EnT decreases as 1/R° whereas the rate of the
electron exchange induced EnT decreases as exp(-2R/L).

@ The Coulombic mechanism is effective typically for spin allowed processes such as
singlet-singlet energy transfer. In addition to allowed transitions, energy  transfer

according to the Dexter mechanism can occur for spin forbidden processes within the

framework of the dipole-dipole mechanism. These include singlet-singlet En, triplet-
triplet En, and triplet-triplet annihilation processes.

@ For energy transfer involving allowed transitions, dipole-dipole interaction cannot be
ignored since both mechanisms act in conjunction, not exclusively. This is especially
important at small R values.

® The exchange mechanism can be effective over larger distances in linked
donor-acceptor molecules, if the connecting bridge allows electronic interactions via the

orbitals of the bridge (superexchange, in analogy with electron transfer).

1.5 Supramolecular Assemblies for Charge Separation Systems
To understand the structure, composition, and physical principles of photo-
synthetic energy conversion that has evolved over 2-3 billion years is not only essential to

optimizing the natural process for biological solar fuels production but also provides an

essential conceptual database and inspiration for the construction of artificial photo-
synthetic devices to produce solar fuels with higher efficiency. Documented efforts to
mimie natural photosynthetic processes have been under way since 1912, when Giacomo
68

Ciamician envisioned artificial photosynthesis to be “the photochemistry of the future’

Solar energy has an enormous potential as a clean, abundant and cconomical energy
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source, but requires a device, which collects light and converts light energy into useful
forms of energy. To construct artificial photosynthetic devices for practical conversion
and storage of solar energy, it must incorporate both molecular-level and supra-molecular
structural arrays to collect light energy, separate charge, and provide charge transport
pathways to deliver the oxidizing and reducing equivalents to catalytic sites capable of

redox catalysis, such as water oxidation and carbon dioxide reduction (Figure 1-14).

ore
lectron Acceptor

Figure 1-14. Tllustration of the essential elements for artificial photosynthesis assembly
adapted from ref ¥,

‘This diagram illustrates the essential elements and processes required in an
assembly for artificial photosynthesis and the sequence of events that occurs after light is
absorbed. The reaction illustrated s the photochemical splitting of water into H; and Oy
Light absorption by a single molecule is low, so the light absorption system requires
using antenna arrays or multilayer structures for cfficient light harvesting. Electronic
excitation of chromophore by energy transfer from light absorption system generates

spatially separated redox equivalents D' and A", £° of the individual fuel-forming half




reactions and the overall free-energy change are dictated by the potentials of the D" and
A% couples. For water splitting reaction:
2H,0 - 2H, +0, (1-62)
AG® = +474.7K /mol = 4.92 eV

‘This reaction has an overall energy requirement of 4.92 €V per O molecule formed. To
drive this reaction with visible light, multiple photons are required. With repetition of the
light absorption-electron-transfer sequence, multiple redox equivalents accumulate at
Catyyand Catregto carry out the half-reactions.

Considerable progress has been made in understanding the molecular mechanisms

of 5. X-ray struetural fon and more recent data of complete

cofactor arrangement in the 3.0 A resolution have been invaluable.”””> Once the

mechanism of natural photosynthesis was at least partially elucidated. several research

groups began to mimic this photochemical process for artificial solar energy conversion

and storage. In the last 20 years, there have been significant efforts to synthesize and

engineer artificial light-harvesting antennae and reaction centers, and a wide variety of
donor and acceptor molecules and macromolecular architectures have been produced and

characterized. ™"

Artificial Reaction Centers

Molecular Dyads: Single Electron Transfer. Photoinduced charge separation or
redox splitting in the reaction center is the key process for converting light energy into
chemical energy. The dominant strategy has been to utilize the minimum number of

components in constructing molecular systems for charge separation. Chromophore-



quencher dyads are one example illustrating this strategy. Chromophore-quencher dyads,
ie. D-A, are systems where a donor (D) and an acceptor (A) are covalently tethered. The
donor acts in dual capacity as a light absorbing pigment and excited state electron donor
and A is an electron acceptor. Illumination of this dyad molecule will lead to the sequence
of electron-transfer events as shown in Figure 1-15. Generally, all the dyad-type systems

suffer from a fast charge recombination to a greater or less extent.

Figure 1-15. Schematic diagram of energy level for a dyad.

So far, it is believed that the rapid charge recombination is overcome by spatially
separating the electron acceptors within the protein framework of the photosystem
reaction center, thereby supporting efficient charge separation over a long distance.”””
The bio-inspired supramolecular systems have been constructed in order to satisfy many
requirements. The key step as in natural photosynthesis is a vectorial and multistep ET for
long-lived charge separation. The ET products in these systems are stabilized against

recombination by their spatial separation in the rigid molecular arrays and the energetics

for back electron transfer. Although such multistep clectron transfer results in a



substantial loss of input energy by each electron transfer step, the physical distance in the
resulting separated radical ion pair attenuates the electronic coupling significantly,
thereby prolonging the lifetime of the final charge-separated state. It should also be noted
for these systems AG®>> A, and the charge separated state lies in the inverted region
where the rate constant for back electron transfer decreases with increasing AG® as
discussed in Section 1.1.

Molecular Triads: Sequential Multistep Electron Transfer. Early designs for
chromophore-quencher triad systems were to use pigments, electron donors and acceptors
relative to those found in natural photosynthesis. The sophistication of the triad assemblies
is inhibited by the lack of synthetic methodologies, and by necessity of the early C-Q
triads reported in the literature were not optimized for long term charge separation, .. the
Ru" based chromophore quencher complex (Figure 1-17 D) reported by Elliott and Meyer

has a charge separation lifetime of 130 ns.” 1

The appended electron donor and acceptor
fragments were attached via configuration flexible alkyl linkages. The reported charge
separation was thought to be due to the donor and acceptor coming in closer contact and
resulting in charge recombination. Later work from Treadway et al. where the donor and

acceptor were frans to each other across the Ru'

chromophore was synthesized. The
charge separation lifetime was 140 ns independent of the conformational isomer. The data
clearly show that electron transfer is through bond and configurational flexibility is not an

important pathway for charge recombination at least in the polypyridyl systems that were

studied.” There are two types of sequential electron transfer systems consisting of three

(triads). One is p por (P-Aj-A2), and another is
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Sakata and co-workers reported the synthesis and photophysical properties for the
first example of the former system, consisting of a porphyrin (P) covalently linked to two
quinones (A; and A) as shown in Figure 1-17 B.***' Excitation of porphyrin-quinone-
quinone (P-A; ~A,) triads yields the porphyrin first excited singlet state, and then
electron transfer to give a P*~Ay~A, charge separated state. A second electron
transfer from the Aj to Ao, competing with rapid charge recombination, produces a
long-lived P*'—~A,~A7" species. The lifetime of the final charge separated state in the
triad is at least 3 orders of magnitude longer than that in simple P~A dyad. This implies
that the longer distance between P** and A7 is beneficial for extending the lifetime for
charge separation state.

The first example for the second type of sequential multistep electron transfer
system (i.e. carotenoid-porphyrin-quinone (D~P~A) was reported by Moore et al. as
shown in Figure 1-17 A.*® The final charge separated state (D*'-P-A") in

dichloromethane has a lifetime of about 300 ns, much longer than in simple dyad. The




XM Yy el
2XeH Y-y 12

e

L0
o4

Figure 1-17. Structure of photosynthetic model of triads.

generality of the mulistep electron transfer strategy for the generation of long-lived
charge separated states in reasonable quantum yield has been amply demonstrated in
other systems. For example, Wasielewski et al. have reported supramolecular triads
consisting of a porphyrin as chromophore, a quinone acceptor and a dimethylaniline-
based donor (Figure 1-17 C).* Meyer et al. have reported the preparation of a triad-type
system based on the ruthenium trisbipyridyl chromophore using well developed synthetic
methodologies (Figure 1-17 D)."* A number of other successful three-component systems
for stabilizing charge separated state have also been reported.*”**

To successfully mimic PSII, the intermediates formed must be stable on a time
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scale that allows electron/hole transfer to oceur yielding a redox-separated state. Due to
the synthetic complexity and inherent instability of reaction center mimics using quinone
as primary electron acceptor, in addition to the low quantum yield of charge separation, it
would therefore be desirable to look for alternative systems. In the natural reaction center,
forward electron transfer is regulated to be much faster than back electron transfer,
resulting in the long-lived final charge-separated state on the order of seconds with an

almost 100% quantum yield. The reorganiz

tion energy (1) is one of the important
controlling factors in electron transfer. Based on Marcus theory,* the nonadiabatic (or
weak coupling limit) electron transfer rate constant ke is expressed by eq 1-63.

(8GE +2)?

42kyT 0:63)

12
P Viexp
BT \h22kyT,

where Vs the electronic coupling, AGg. is the free energy gap between the equilibrium
nuclear configuration of the products and the reactants, 2 is the total reorganization
energy, h is Planck’s constant, and ky is Boltzmann’s constant, T is the absolute
temperature. As the free energy change becomes more positive, the electron transfer rate

will increase (normal region) until

reaches a maximum point where - AGZ- = A (top
region). However, as the free energy change becomes more positive, the electron transfer
rate will decrease (inverted region)

In photosynthetic electron transfer, the A-value is optimized for each electron
transfer process. Also, the primary ET processes in photosynthesis are all characterized

by small reorganization energies.” To achieve small reorganization energies, it is highly

desirable for the construction of artificial photosynthetic systems to employ donor-



“hapter

acceptor couples that possess structures to promote electron delocalization, or whose net
effect is to lower the vibrational and solvent reorganization energies. The electron
deficient fullerene (Ceo) possesses a small value of A, and can store up to six electrons.

‘The small reorganization energy and enhanced electron reservoir properties have made

Cgo0ne of the most widely used acceptors. In addition, the first reduction potential of Ceg
is similar to that of benzoquinones (E° = -0.73 V), which are typical electron acceptors in
both natural and artificial photosynthetic systems. Therefore, porphyrin-fullerene-linked

systems are likely to be suitable for constructing artificial photosynthetic systems. One of

the first porphyrin-linked Co systems was reported by Gust and co-workers.”' Since then,
many examples of dyads consisting of fullerenes linked to porphyrins or phthalocyanines

have been prepared.””” The forward electron transfer and the charge recombination

between porphyrin-quinone dyad and porphyrin-fullerene dyad have been investigated. It

was found that the forward electron transfer rate of porphyrin- fullerene s

stem is larger
than that of porphyrin-quinone system, whereas the charge-recombination rate s the
reverse.” The qualitative explanation is proposed that the planar porphyrin and the
spherical fullerene’s delocalized m-electron systems with their rigid structures and high
symmetries and intrinsic small reorganization energies would stabilize the charge
separation state. Giiven the structure and energetics, the charge separated state would not

be sensitive to changes of surrounding solvents or environments. The smaller

energies of porph; systems than that of porphyrin-quinone
systems are quite similar to A, in the photosynthetic reaction center, where the

diminished 2, is attributed to the environmental effect of the surrounding protein



residues.'? Because porphyrin-fullerene systems undergo photoinduced electron transfer
in condensed phase media, no protein framework is required. Using porphyrin and Cgoas
‘modules for photosynthetic applications has been extensively investigated.”'*" Some

examples are shown in Figure 1-18. Example D has also demonstrated that a subtle change
A: Fe(ZnP)yCep

SO mo— O—con
R
=
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D: ZaPA(CHymIm-(CHyn-Cep

”
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L) )
Ar ZoP- Im-Cgg (m,n=0)

ZnP- CHy-Im-Ceo (m=1.0-0)
ZnP- Im-CHy-Ceg (m=0,01)
(1-Bu),CoHy

Figure 1-18. Porphyrin-fullerene linked systems.

" Conformational changes in proteins are often slower than ET under these conditions. The Bom equation
s no longer valid
* Note that inproteins,elecri fields exist and wil altr the mechanism of ET, . PSI, and protein helius




in the number of monomeric linkage between donor and acceptor moietics causes
a drastic switch between the sequential and superexchange mediated charge recombination
(CR) as well as the modulation of the charge separation (CS) process.'"”

In order to further prolong the lifetime of the final charge separated state, tetrads,

pentads, and hexads containing porphyrin and Ceo have been designed (Figure 1-19).'1%

.‘0
@0 H-O-coni—D(;
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A: Tetrad

Fe-(ZaP-(P)-Cp

B:Pentad

8
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C: Hexad

Figure 1-19. Tetrads, pentads, hexads containing porphyrin-fullerene.
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The lifetime of the resulting charge-separated state (i.e. Fc'*=ZnP-HP-Co”) in frozen
benzonitrile is determined as 0.38 s, which is more than one order of magnitude longer
than any other intramolecular charge recombination processes of synthetic systems, and is

comparable to that observed for the bacterial photosynthetic reaction center.”

1.5.2 Coupling Single-Photon C! ion with Multi Redox Processes

Light harvesting systems and light-induced charge separation in molecular
assemblies have been widely investigated for artificial photosynthesis. Significant
progress has been made in the fundamental understanding of electron and energy transfer
and in stabilizing charge separation by multi-step electron transfer. However, the
challenging problem is probably the coupling photoinduced charge separation of a
single-clectron process with catalytic water splitting and hydrogen production that is a
four-electron process; thus, there is a need for structures that facilitate accumulative
electron transfer on molecular components. Currently, these simpler analogues of the
photosystem reaction center lack the multi-electron process required for water splitting,
but it may be possible to include this multi-electron process in the reaction center as a
multi-component architecture.

Water oxidation at the Mn,Ca cluster in the photosynthetic reaction center is a
multiple-site coupled electron proton transfer (MS-EPT) reaction in which accumulation
of oxidizing equivalents on the MniCa cluster is coupled to the release of protons.'™/"*
‘Therefore, the increase in oxidation state does not lead to an increase in charge, except
probably at the transition from state S, to S (Figure 1-20).'"” In this respect, multinuclear

ruthenium complexes first prepared by Peterson and extensively studied by Balzani have
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Figure 1-20. In photosynthetic oxygen generation, photons move in PSII through five
successive oxidation states.

received the most attention until 1994 when Brewer and coworkers demonstrated that such
complexes could store more than one photo-excited electron and therefore potentially
participate in multi-electron transfer (MET) reactions.”**!"1"? In 2002, Konduri et al.
reported that the ruthenium(ll) dimers (Figure 1-21 A) undergo up to 2 or 4 sequential
photo-reductions when irradiated with visible light in the presence of sacrificial reducing
agents, such as TEA or TEOA in MeCN.""> Manganese clusters covalently linked to a
ruthenium trisbipyridyl sensitizer and naphthalenediimide electron acceptor (Figure
1-21B) have proved to be valuable synthetic models to perform multistep electron transfer
and may ultimately lead to viable artificial systems for water oxidation."*"* In the long
term, replacement of the ruthenium core by a more available metal or an organic

chromophore will probably be pursucd.



Figure 1-21. Structure of multinuclear ruthenium and manganese complexes.

1.5.3 Coupled Li;

t-Harvesting and Reaction Centre Complex

“The conversion of light to chemical energy involves two basic photochemical
processes. Light harvesting chromophoric assemblies absorb a large portion of solar
spectrum, and then the collected energy is directed to the reaction center via vectorial
energy transfor/migration, ultimately sensitizing the special pair and  concomitant
formation of an exciton. Natural photosynthesis relies on noncovalent interactions for
assembling chromophores at specific distances and orientations to regulate energy and
electron flow, providing particular photophysical o redox functions. However, most
artificial antenna ensembles and reaction centers employ chemically distinct, covalently

linked supramolecular scaffold to organize chromophores and redox cofactors for

optimizing light-harvesting efficiency and electron or energy transfer rates, which is

satisfied by the protein framework in natural photosynthetic systems."*''*

Assemblies Based on Sequential Covalent Bond Formation. Some clegant




assemblies have been constructed from derivatized porphyrins and organics to couple
light-harvesting and charge separation in a single molecule for producing a long-lived
charge-separated state for photoexcitation in a wide wavelength range shown in Figure

122111121 Eor molecular assembly A, five bis-(phenylethynylanthracene (BPEA)

antennas surround a central core bearing aporphyrin-full

electron donor-acceptor unit. The BPEA antenna chromophore absorbs intensively in
the 430 to 475 nm region, where carotenoid polyenes in natural systems often serve as
antenna chromophores and harvest light in this spectral region.'” Porphyrin-fullerene
systems have been shown to efficiently carry out photoinduced electron transfer to yield

long-lived charge-separated states.

Figure 1-22. Coupled light harvesting and charge separation assemblies.
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Assembly B is a cofacially stacked dimer which can efficiently capture energy
due to the broad spectral coverage, enhance energy funneling to the core unit (SPDI)
which is sensitized, and this results in ultrafast charge separation. This demonstrates that

placing two identical core units next to one another to form a special pair structure

mimics the primary events occurring in the photosynthetic reaction center, and represents
asignificant contribution to the design criteria of an artificial reaction center.?'

In molecular assembly C, three-dimensionally arranged orthogonal geometry, is
favorable for the large cross section of the incident light.'”'** The direct meso-meso
connection in the diporphyrin core results in a remarkable enhancement i the
intramolecular energy transfer due to optical alignment of the transition dipole of the
donor and acceptor, and thus enables an efficient energy transfer from the peripheral
porphyrins to the diporphyrin core. The resulting excited state 'D* (diporphyrin core)
donates an electron to the electron acceptor to generate an energetic charge-separated
state, which result in a secondary charge-separated state by hole transfer from the
diporphyrin core to the peripheral porphyrin monomer. **

Derivatization of Preformed Polymers. Incorporating the minimum set of
components required for artificial photosynthesis into a preformed polymer is another
strategy for assembling artificial photosynthesis. There is a massive background literature
for preparing polystyrene samples, which offers considerable synthetic flexibility with
regard to linkage chemistry based on known reactions of added functional groups. A
derivatized polystyrene assembly with an appended [Ru(bpy)s]* ~typed unit has been used

to mimic the antenna-chromophore-electron transfer sequence of photosynthesis (Figure



1-23)." Following MLCT excitation by visible laser flash photolysis, the polymer-bound

PTZ"-MV"* redox-separated (RS) state was formed with a significant contribution from
excitation at antenna sites not adjacent to RC followed by migration and sensitization. In
the overall reaction, the 2.13 eV of excited state energy collected in the antenna fragment
is transferred 10 a reaction center where it is converted into a 1.15¢V of stored redox
energy. The overall efficiency is 12-18% depending on irradiation, and the lifetime of the
charge-separated state that is 160 ns. At high intensity of irradiation, multi-photon
excitation and excited state annihilation compete with sensitized electron transfer. Also,
an additional long-lived transient with low efficiency (0.5%) was observed and attributed
10 polymers in which PTZ* and MV were formed on spatially separated RC sites. This

suggests that photochemically generated redox equivalents can be created and stored on

16

the polymers for extended periods.

a0l ¢
5

Figure 1-13. Polystyrene derivatized antenna-chromophore-¢lectron transfer assembly.



1.6 Defining the Problem and the Organization of Thesis

1.

Understand the role of electronic and vibronic processes that govern excited state

decay in 7-conjugated OPV/OPE assemblies.
Determine how the orientation of the main OPV chromophore (linear vs. cruciform)
influences electronic coupling between the OPV electron donor and Ceo acceptor.
The orientation cffect on intersystem crossing of 7-conjugated OPV/OPE.
chromophores.

Application of Franck-Condon line shape analysis to extract vibrational and solvent
reorganization energetics.

Understand the role of solvent in the photoinduced energy and electron transfer
process in OPV/OPE oligomers. Is dielectric continuum theory sufficient to model
the kinetics i.e. using dipole in a sphere or dipole in ellipsoidal solvent cavities.

Examine the competition between energy transfer and electron transfer.
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2.1 Conceptual Background

2.1 Formation of Excited State

‘The transfer of an electron from a donor orbital to an acceptor orbital may be
initiated by absorption of photon with suitable energy v, eq 2-1. The sensitizer S captures
a photon creating an excited state S°.

So+hv — 8 @1

whose physical and chemical properties are distinct from the ground state due to the
increased content of the excited state. The processes that deactivate the excited state and
the theoretical understanding of these dynamics are properties of the molecular
assemblies, which were introduced and discussed in Chapter 1. This chapter is focused on
the experimental techniques. methodologies and the IUPAC terminology that describe the
fate of the molecular excited state once formed. The discussion will be framed using the
general form of chromophore substrate (S).

Amolecule only absorbs light to bring about a single electronic transition, and the
energy of the light must match the energy difference between the ground state and the
excited state. This is termed as Stark-Einstein law. The transition from one state to
another is governed by an operator and must obey certain symmetry restrictions.
Excitation leads to the formation of a Franck-Condon excited state which possesses the
nuclear and solvent coordinates of the ground state, but the electronic structure of the
excited state because electron motion is ultrafast (10"* s) when compared to nuclear
gz

‘motion (1 s) and solvent liberation (10""*'s). The intensity of electronic transitions

depends on the square of the transition moment, which is related to the overlap of
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vibrational wavefunctions of ground and excited states, within the confines of the Franck-
Condon approximation. A Jablonski diagram or state energy diagram for a generic
chromophore substrate (S) is shown in Figure 2-1. The Jablonski diagram illustrates the
energetic difference between the singlet and triplet states respectively. The stabilization
energy between the singlet and triplet states is driven by the need to minimize the

electron-electron repulsion and energy required to spin pair electrons in the excited state.

1C: Internal Conversion
ISC: Intersystem Crossing.

rescen
hosphorescence
———= Radiative process

e Nowradiative process
Figure 2-1. Jablonski diagram.
2.1.2 Excited State Decay
Irrespective of the nature of the specific system, §* and S are different species.
5 is more energetic and has the possibility to exhibit a greatly different pattern of
reactivity because of its unique electronic configuration. With very few exceptions, all

photo- chemistry and photophysics are initiated from the lowest excited states, S and 7.




Chap

Conversion of §, to S with emission of a photon is termed as fluorescence. The possible
pathways for excited state decay are given by:
[
S == Sothy (22
e
51— Sy+heat  (23)
ke
S~ product  (24)
The fluorescence quantum yield gives the efficiency of the fluorescence process,
given by:

k,

s ey

and the lifetime for fluorescence refers to the average time the molecule stays in its
excited state before emitting a photon.

Non-radiative decays include collisions with surrounding media, internal
conversion, and intersystem crossing in which a molecule in a specific spin state and
vibronic state has a transition to a new vibronic state in a different spin state with lower
energy due to the spin-orbit coupling. Following the intersystem crossing process,
non-radiative vibrational relaxation continues to leave the molecule trapped in its lowest

excited triplet state before a weak radiative transition returns it to the ground state singlet.

The radiative transitions between two states of different spin multiplicity, defined as
phosphorescence, ie. Ty — So. is generally delayed relative to the exciting radiation,
about 10°-10's.

“The quantum yield for intersystem crossing is given by:

Pise

(2-6)

e
Tkt Tk




where s; is quantum yield for intersystem crossing and k is the sum of all other
processes which deactivate the excited state

‘The phosphorescence quantum yield ¢, is defined as:

R e A

Where kyis the rate constant for non-radiative decay, and X k{" is the sum of the rate
constants which deactivate the triplet excited state. The emission spectrum may or may
not be observed depending on the magnitude of ise, Ky, knr and S k.
2.1.3 Bimolecular Photophysical Processes

Several processes can happen when a molecule in an excited state encounters
another molecule in its ground state. These bimolecular photophysical processes
provide further insight into the nature of the excited states.

Quenching: the most common outcome for a collision between an excited state
molecule and another chromophoric or reactive molecule is quenching, which is the

collision-induced radiationless relaxation of an excited state to its ground state. The

treatment of these quenching processes is referred to as a Stern-olmer analysis,
expressed as

L)

s s @8

‘The lifetime of §* without Qis 0= 1/k

kq

0+5 =8 29

The lifetime of §* with Qis &

1/12 = ki + ka0l = 1/71 + k2[Q] (2-10)
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Energy Transfer: Another outcome for the interaction of an excited state, §,
with a molecule in ts ground state, A, is energy transfer from §° to A.

STHA— S+A @11
‘Three different mechanisms are possible for this bimolecular photophysical process, as
discussed in Chaper 1.

Photoinduced Electron Transfer: Another common process that can lead to
quenching of fluorescence is photoinduced electron transfer. Because an excited state has
an electron in its anti-bonding orbital, it is considered to be a good donor and easier to
oxidize than its ground state. In addition, because there is a vacancy in the lower energy
orbital from which the excited electron was removed, it is easier to reduce and thus a
better acceptor than its ground state. Therefore, the excited state has both a lower
oxidation and a lower reduction potential, and it can undergo electron transfers, accepting
electrons from ground states that have a high HOMO and donating electron to ground

states that have a lower LUMO.

2.2 Materials and Solvents
All compounds were available from other work. The detailed procedures have

been reported o will be reported in subsequent manuscripts.'* The purity of
Re(x-B)i-[OPV]or-(x-B)y-R (R=H, Cec) and their OPE/OPV oligomer precursors have
been assessed by HPLC. All solvents used in spectroscopic measurements were reagent
grade, and were used as supplied except where specified.  Samples were prepared by the

following method. The solvent absorption spectrum was obtained versus air to identify

any absorbing impurities. The next step was to take the emission spectrum of the solvent



using the same excitation wavelengths that will be used to obtain the emission spectrum
of the sample. This allows detection of emitting impurities in the solvent. With these
requisite experiments complete, any observed photo-luminescence is intrinsic to the
sample that is added to the solvent. A further check of sample integrity was a comparison
of the overlaid excitation spectrum and the absorption spectrum, which requires
absorbance to be less than 0.2. All sample solutions were purged by using Na (99.9%) for
15-20 minutes to removing O prior to making measurement. For Ru(bpy)3*, a 10 min
sparge was sufficient to remove O as deduced from the lifetime and luminescence, which

did not change afier a 10 min purge.

2.3 Ground State Measurements and Gaussian Deconvolution
2.3.1 Introduction

After absorption of ultraviolet and/or visible radiation, electrons in molecular
orbitals are promoted from the lowest energy ground state configuration and are
redistributed in a higher energy excited state clectronic configuration. In addition, the
atoms can rotate and vibrate with respect to cach other. These vibrations and rotations
also have discrete energy levels, which can be considered as being packed on top of each
electronic level. Therefore, the shape of an absorption band, its intensity, and the spectral
width are the result of strong or weak coupling of electronic transitions with the
vibrational subsystem of the medium. Possible electronic transitions are o 6", 1>

n—> 7", n—>c and charge transfer absorption. Absorbance is defined as:

i
log @-12)
Io



where / is the intensity of light at a specified wavelength 7 that has passed through a
sample (transmitted light intensity) and Jy is the intensity of the light before it enters the
sample or incident light intensity. The Beer’s law states that absorbance is proportional to
both the path length and concentration of the absorbing species, expressed as:
A=ecl (@-13)

where is molar absorptivity which is a measurement of how strongly a chemical species
absorbs light at a given wavelength, / the distance the light travels through the material,
and c the concentration ¢ of absorbing species in the material.

2.3.2 Optical System of Spectroscopy and General Protocol for Data Acqui

n

Absorption spectra reported in this thesis were recorded in CHCI; or toluene
solutions by using a 1.0 em quartz cuvette supplied by Starna and an Agilent 8543 Diode
Array spectrophotometer. Its optical system is shown in Figure 2-2. Spectra were analyzed

by using ChemStation software provided by Agilent.

I Tungsten lamp
Deuterium lamp

Shutter/stray
Sample Light filter
Source lens ) i |
Slit | £ =g
: ‘ P
Grating J l J(\ o) \ﬂ ]

L Source lens
7‘ Photo diode array

Figure 2-2. Optical system of spectrophotometer.
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The light source is a combination of a deuterium-discharge lamp for the
ultraviolet (UV) wavelength range and a low noise tungsten lamp for the visible and short
wave near-infrared (SWNIR) wavelength range. The deuterium-discharge lamp emits
light from the 190 nm to approximately 800 nm wavelengths, and the tungsten lamp emits
light over the 370 nm to 1100 nm range. The light from both lamps is received and

collimated in the source lens, and then passes through the sample to the spectrograph lens

and slit. The shutter is electromechanically actuated and only allows light to pass through

the sample for measurements. In the spectrograph, light is dispersed onto the diode array

by a holographic grating. The sampling interval of the diode array is about 0.9 nm with a
wavelength range from 190 nm to 1100 nm. This allows simultancous access to all

wavelength information. The rate at which spectra can be acquired is fundamentally

increased.
233 Gaussian Deconvolution

Electronic absorption spectra are known to constitute a sum of overlapping bands.
An absorption spectrum A =  (7) may be expanded in its individual components on the
assumption that, when this spectrum is represented in the form A = £ (7). where 7 is the

wavenumber, the spectral bands become symmetric with respect 10 Vg and can be

@14)

where 4 is the overall absorbance value determined experimentally, g is the fraction of

the jth component, Ajpq, is the maximum value of absorbance for an individual band,
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The center b represents the "mean", w = 20, approximately 0.849 the width of the peak

at half height (fiwhm), and ¥ = 1/). is the wavenumber, cm
An individual Gaussian band will be of the form:*

R e 20-b)?
A=y, +-2 exp[ 2O=h) z‘)] @15
we Wi

T

As a first step to perform the fitting, we have to determine the local maxima,
which will be the maxima of the individual Gaussian curves. Those v values of local
maxima will be chosen by the first and second derivative of the absorption spectrum
where the first derivative s zero and the second one is negative.* This means that at this
place the magnitude of absorption curve at v ~1 and v +1 is smaller than that of v. After
finding the proper maxima, the inflection points on a curve at which the curvature change
sign also need to be found from the second derivative, since the sign of the curvature is
always the same as the sign of the second derivative. This means that there is a buried
maximum under the curvature change point. The false maxima, as a consequence of
fluctuations in the measurement, can be deleted. After choosing all the proper maxima, an
estimation of Gaussian functions performed in arbitrary sequence during the deconvolution
program would fit to the reality only in that case when they have had no any influence on
each other.

2.4 Excited State Measurements

2.4.1 Introdu

n
Fluorescence occurs when a molecule absorbs photons from the UV-visible

spectrum (200-900 nm), causing a transition to a high-energy electronic state and then



emits photons as it returns to its initial state, in less than 10° 5. Some energy, within the
molecule, is lost through heat or vibration so that the emiltted energy is less than the
exciting energy: ie. the emission wavelength s always longer than the excitation

wavelength. The difference between the excitation and emission wavelengths is called the

Stokes shift. Emission oceurs predominantly from the lowest singlet state (5) and
independent of the excitation wavelength. Emission spectra are determined by measuring

the variation in emi

sion intensity as a function of wavelength for a fixed excitation
wavelength. However, the excitation spectra are determined by measuring the emission
intensity at a fixed wavelength, while varying the excitation wavelength.

“The fluorescence lifetime and quantum yield are the most important characteristics
of a fluorophore. The fluorescence quantum yield is defined as the ratio of the number of
photons emitted to the number of photons absorbed. Fluorescence lifetime refers to the
average time available for the fluorophore individual relaxation processes leading to the
relaxed S, state.

2.4.2 Optical System of Fluorometer and General Protocol for Data Acquisition

Emission spectra were measured on Photon Technology International (PTI)
Quantamaster 6000 spectrofluorometer equipped with a continuous xenon arc lamp as the
excitation source. The emitting light was collected 90° to the excitation beam and
detected by a Hammamatsu R-928 photomultiplier tube (PMT) in photon counting mode.
‘The PMT was housed in a water-cooled PMT housing supplied by Products for Research
Inc. The optical layout is show in Figure 2-3. All spectroscopic measurements were

recorded using 1.0 cm quartz cuvette supplied by Starna, measuring the solvent and cell



Figure 2-3. Optical system of Quantamaster 6000 spectrofluorometer.

first, and then dissolving the sample in solvent for emission measurements. Emission
spectra were corrected for instrument response and light loss using correction factors
supplied by the manufacturer.

Relative quantum yield were measured in deoxygenated chloroform or toluene
solutions at 25°C where 4 < 0.2 at the A and compared to a standard sample of quinine
bisulfate in 0.1M aqueous sulfuric acid solution for which (ggg = 0.52 at Agye = 350 nm.
Relative quantum yields were calculated using eq 2-16, where 4 is a solution absorbance,
I the emission intensity, n the refraction index of the solvent and the subscript un and std

refer to the unknown and standard respectively.”

e o
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2.4.3 Data Analysis: Emission Spectral Fitting
2.4.3.1 Introduction

The purpose of emission spectrum analysis is to investigate the nature of band
shapes of emission spectra including the distribution of intensity within the vibrational

bands of emission spectra, the band shapes of these vibrational envelopes, and their



relation to the rate of nonradiative processes in which the Franck-Condon principle

applies. From the shapes of vibrational bands, the information of intramolecular vibration
can be obtained, and from the areas under vibrational bands the Franck-Condon factors of
intramolecular vibration can be determined. The theory for emission spectral fitting is
presented in Chapter 1 (Section 1.3.2.4). The important result for the theoretical analysis
is that the factors are incorporated in the Franck-Condon weighted density states.
Franck-Condon weighted density states can be determined from the emission spectra
187

using the protocols described by Kober et al.*” from which the theory for nonradiative

decay was recast into parameters that could be experimentally determined.

2.4.3.2 The Basics of Spectral Fitting

Although a spectrometer is used to find the spectrum of a source, what is obtained
from the spectrometer is not the actual spectrum, but rather photon counts (C) within
specific instrument channels, (/). The true fluorescence emission spectrum is a plot of
intensity of fluorescence, expressed as quanta per unit frequency interval, against
frequency or wavenumber. Therefore, if O represents the total number of quanta (of all
frequencies) of fluorescence emitted per unit time, then represents the intensity at any
frequency, v, and the plot of dQ/dv against v is the true fluorescence emission spectrum.
‘The observed spectrum s related to the actual spectrum of the source f (E), such as:

¢ = [y f(E)RU,E)AE @17

where R(1.E) is the instrumental response and is proportional to the probability that an

incoming photon of energy £ will be detccted in channel Z. The emission spectral data are



,,,,,, Chapter. 2.

normally recorded in the form of energy units (microwats) per unit wavelength interval,
ie. dE/dA* To convert to quanta per unit wavelength interval, this must be first multiplied
by the corresponding wavelength (2 ), ie. (dE/d2) - A. The factor of  arises from:

(2-18)

“To convert to quanta per unit frequency interval, it must be multiplied again by 2*.
Therefore, the equation for this conversion is

dQ _dE

w-a

2 (2-19)

where 22 factor arises from the relation 2 = ¢/v. Therefore,

0 0 2
D DR AT AT Lo

Ideally, the actual spectrum of a source, f(E), can be etermined by inverting eq
217, thus deriving /(E) for a given set of C(1). However, this is not possible in general
because inversions tend to be non-unique and unstable to small changes in C (1.

“The alternative is nonlincar least-squares analysis that is a numerical procedure
for estimating a set of parameters of an equation, so that this equation will describe a
particular set of data points. These procedures work by successive approximation; that is
1o try to ereate a parameterized model spectrum, £,(), which can be described in terms of
a few parameters and then give an estimate of the values for the parameters to match it to
the data obtained by the spectrometer. For each f{E), a model spectrum fu(E) is calculated
and then gives values to the model parameters. The nonlinear least-squares algorithm
returns a more accurate approximation. This procedure is applied iteratively until the

theoretical model fits the observed data. These values are referred to as the best-fit
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parameters. The theoretical model spectrum, fu(E). with the best-fit parameters is
considered to be the best-fit model.

“The method of nonlinear least squares is built on the hypothesis that the optimum
description of a set of data is one which minimizes the weighted sum of squares of
deviations, Ay, between the data, y,, and the fitting function £ All nonlinear least-squares

parameter estimation procedures have inherent basic assumptions. These are:

All of the i inties of the data must il 10 the dependent

variables (those values are actually measured by the experimental protocol).

2. The experimental uncertainties of the dependent variables must follow a Gaussian
(normal or bell-shaped) distribution.

3. No systematic uncertainties can cxist in cither the dependent, or independent
variables (those values can be controlled by appropriate settings of the instrumentation
or sample preparation).

4. The model function is the correct mathematical description of the data.

5. There must be a sufficient number of data points to yield a good random sampling of
the parent population of residuals.

6. The data points must be independent observations.

A way of demonstrating the consistency of a model in terms of accounting for
observed experimental behavior is to examine the residuals in order to confirm or deny
these assumptions. Residuals are the differences between the observed experimental data
and the fitting function evaluated at the maximum-likelihood values of the parameters.

Because the photon flux model usually includes shape parameters that make the model
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nonlinear, the minimization is done via the Levenberg-Marquardt algorithm. To fit the
data, the parameters of the model function are varied so as to minimize the deviation
between the model and data obtained by the spectrometer, as determined by the x?

function.

where n is the number of data points, o7 is “variance” related to the measurement error
fory; y is the independent variable, and x is the dependent variable, and f7is the assumed
relationship between x and . y, is the “observed mean™, and f(x,) is the “predicted mean™.

For each parameter, a guess value must be inputted and a variation status selected
a5 to whether the parameter value is to be varied o optimize the fit or held fixed. After the
fit is done, the value of 2, the number of degrees-of-freedom of the data and model, and
the model parameters and their uncertainties will be displayed. The estimated parameter
uncertainties are obtained from the covariance matrix, which is based upon the derivatives
for ¥ with respect to the model parameters. The covariance matrix is also output,
normalized so that values range from -1 (complete anti-correlation) to 0 (uncorrelated) to

+1 (complete correlation).

‘The goodness-of-fit of the theoretical model is determined when x? is minimized.
The x* statistics provides a well-known goodness-of-fit criterion for a given number of

degrees of freedom (v, which is calculated as the number of channels minus the number

of model parameter). If ¥* exceeds a critical value, £,(E) is not an adequate model for

C(0). Generally, the reduced x? is approximately equal to one. A reduced x? is much
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less than one indicating that the errors on the data have been over-estimated. When the

data used in the fit are not particularly good, the goodness-of-fit is not only dependent on
the reduced y2. In such a case, many different models with adequate fits can be found.

“Therefore, the choice of the correct model is a matter of scientific judgment.

2.5 The Time-Resolved Fluorescence
2.5.1 Introduction

Three common techniques used in time-resolved fluorescence spectroscopy are
the stroboscopic technique (strobe), the time-correlated single photon counting technique
(TCSPC) and the frequency modulation or phase shift technique (phase). The first two are
time-domain techniques while the last one is a frequency-domain technique. The
time-domain techniques, ic. the strobe and TCSPC, are very similar in what they measure
and in the way data are analyzed. The differences are mainly in the hardware; they use
different detection electronics and different pulsed light sources, although some light
sources can be used with both techniques. The time-domain techniques are direct
techniques. Fluorescence decay curves (i.e. fluorescence intensity as a function of time)
are measured directly and the researcher has full advantage of seeing the physical
‘mechanism during the course of the experiment. Frequently, a qualitative judgment about
a particular mechanism can be made by examining raw decay data and a proper fitting
function can be thus selected.

In this thesis, all fluorescence lifetimes were measured by the stroboscopic
technique based on PTI nitrogen/dye lasers. The shortest lifetime that can be measured

with a lifetime instrument depends on the temporal pulse width, pulse stability and




electronic response.

Experimental Set-up and Data Acquisition

“The stroboscopic technique utilizes a pulsed light source (a laser or an LED) and
measures the fluorescence intensity at different time delays after the pulse, as shown in
Figure 2-4. As a result, a fluorescence decay curve is collected. The laser is triggered by
the software/interface with the repetition rate up to 20 Hz controlled by the user. The
optical pulse from the dye laser (or optional frequency doubler) is fed by a single optical
fiber to the sample compartment and excites the sample. In order to eliminate any potential

Jitter (i.e. the uncertainty between the time the laser is triggered and the time it actually

fires), a photodiode (Pd) i placed in front of the laser and the pulse from the Pd is routed

‘ toa digital delay gate generator (DGG) unit, which outputs a delayed TTL pulse.

Delay gate
generator

N

Figure 2-4. Block diagram of an Na/dye laser-based stroboscopic system.

The DGG is under computer control and the value of the TTL pulse delay is
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determined in the acquisition software. The delayed pulse triggers an avalanche circuit,

which provides a narrow high voltage pulse (ca. -500V) for the detection circuitry. This

pulse creates the gain and the temporal discrimination gate for the photomultiplier.
Scanning the gate (time delay) across the fluorescence decay allows the acquisition of
fluorescence intensity as a function of time. One of the advantages of the stroboscopic
technique s the ability to utilize low repetition, inexpensive lasers, such as PTI's
nitrogen/dye laser, which can provide virtually continuous excitation wavelength range
from 235 to over 990 nm with the optional frequency doubler.

To obiain the fluorescence lifetime, the profile of instrument response function
(excitation pulse) has to be measured in addition to the fluorescence decay because the
laser (lamp) pulse has a finite temporal width, which distorts the intrinsic fluorescence
response from the sample. This distortion is known as convolution. In a typical

experiment, the instrument response function (IRF) is measured by using a scattering

solution in a companion prior to d ing the decay of the
sample.
2.5.3 Time-Resolved Data Analysis

Convolution. Analy:

s is performed by convoluting the IRF with a model

function (e.. a single exponential decay or a double exponential decay or some other
funetion) and then comparing the result with the experimental decay. This is done by an
iterative numerical procedure until the best agreement with the experimental decay curve
is achieved. In any fluorescence lifetime instrument with pulsed excitation, at any given

emission wavelength, the free decay of fluorescence /(1) will be distorted by the finite



width of the excitation pulse (Figure 2-5). The observed fluorescence decay data, F(1),is
a convolution of the instrument response function R (1), and the intensity of fluorescence
decay function D (1 of the sample. The mathematical description is expressed as:*"

F@®) = [{R(-t)DE)d @22
where R (1) is the instrument response function (IRF), also known as the excitation pulse
curve. F (1) is the experimentally determined decay intensity at time ¢ and D (1) is a
function assumed to describe the fluorescence dynamics of the sample. The analysis of

the data involves the determination of the best values for the parameters in D (1).

Best 4: (true expanential fundtion convolited with laser pulse)

\Exponm!.ldmy
Truc expohential furktion
Laser pulse (excitati

Fluorescence Intensity

v

) a 60 80
Time (ns)
Figure 2-5. Experimental laser profile decay (dot functions) and the best numerical fit in

a typical time-domain experiment. The true exponential function represents the model
decay, ie. a hypothetical decay if the laser pulse was infinitely narrow.

The fluorescence decay was fitted to a delta function generated decay at time ,

and can be adequately represented by a sum of exponential decays:
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In this expression, 7 is the ith decay time, and @ is the pre-exponential factor of the ith
component. This fitting function allows for negative a's so that rise times can also be
determined with this program. To remove the convolution distortion and calculate the
time-resolved emission spectra, the experimental R (1) is used to determine the parameters
(e.¢. the lifetime) of the fitting function D (1) by using a procedure known as iterative
reconvolution, which employed nonlinear least square regression by Marquardi's
algorithm for parameter optimization.'*'*

Curve Fitting Procedure. The fitting procedure is based on the Marquardt
algorithm where the experimental data are compared to a model decay convoluted with
the IRF. Because the method is a statistical fitting method, which usually involves
linearization of the fitting function and least squares solution, large data sets must be used
to insure validity. Least square fitting produces a set of calculated points, which describes
the experimental set. The calculated values are optimized by minimizing the weighted
sum of the squares of deviations of the calculated points, D (i), from the experimental
ones, F (iJeg, according 1o eq 2-24, for all i channels of data. That is the reduced

chi-square (y?), is minimized.

1 PO = FDess]”
=i o @24)

where N is the number of data channels, n is the number of fitting parameters, and 4 is the
standard deviation. The fitting function, D (i), is optimum when the x? is minimized.

Strictly, eq 2-24 s valid only when the Gaussian approximation is valid and the variance
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of the caleulated ith data point is zero. Therefore, sufficient counts must be collected to
provide approximate Gaussian statistics.

For multi-exponential models, the minimization of x2 is done with respect to
cither the decay parameter itself or both the decay parameter and the pre-exponential
factor. In practice, initi

1 choices for decay parameter(s) 7, and pre-exponential(s) a; are

chosen by the user that establishes an initial functional form for the decay function D (1)
(eq 2-23). The initial guesses are used to calculate D (i), and determine y?. Partial
derivatives of the calculated points with respect to the initial guesses are calculated, and
they are used in a simple series expansion of the linearized function D (i) to provide a set
of matrix equations. which are solved to generate a new set of parameters, incremented
from the initial set. In this manner, new values are reconvoluted until the x? value
converges to a minimum.

‘The best fit is determined when chi-square is minimized. Acceptable values tend
10 be near 1 for ideal Poisson distributed data. For good results, x? is between 0.9 and

1.2. Values too low (~ 0.75 or lower) are symptoms of 00 small a data set for a

‘meaningful fit, while high values (> 1.5) indicate significant deviation from the degree of
exponentially fitted.'*®

Goodness of Fit. In addition to the chi-square value, a number of statistical

parameters have been developed (0 assist in determining the quality of the analysis. The

first parameter is reduced x? as discussed above. Others are:

Randomness of the Residual Pattern. The residual R; is the difference between

the calculated fit and the real data at t;. Weighted residuals 7; are the products of R;



and W;. ie. ;= R, - Wyand should range from about -3.3 1o 3.3. W; is a weighting
factor, which normally corresponds to the standard deviations in the R;. Weighted
residuals are more sensitive at long times than unweighted residuals;

Autocorrelation Function of the Weighted Residuals.” This function is

calculated from eq 2-25

nim-t n
1 1
= Z nm,/;Z(y,)’ (2:25)

where my = ng-ny+l, m and ngare the first and last channels chosen to do the

G,

d

calculation. An upper limit is set at / = n/2 to allow for maximal testing of a finite data

set. By definition ¢,

. For the remaining points, Cy, should form a flat band of high
frequency low amplitude noise about zero.

Durbin-Watson Parameter.'™"” This parameter was introduced by Durbin and
Watson 10 test whether a certain type of serial correlation exists in residuals, defined as:

ow z (rrm)Z/Z(n)Z (226)

i

where the other parameters are defined above. The fit

s likely satisfactory if the value of
DW is greater than 1.7, 175, 1.8 for single, double and triple exponential fit
respectively.

Runs Test Parameter. This parameter determines the number of positive and

negative groups or runs of the residuals as defined as:

where
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m= (4 np) - 2

(2-28)

_ 2% nvn X nvp X (2 X nva X nvp = nvn — nvp)

“ (avn = nvp)? X (nvn + nvp — 1)

229

and np is the number of positive transitions, and i is the number of negative transitions,
v i the number of negative residuals, and myp is the number of positive residuals. A
value of z > -1.96 indicates a satisfactory fit at the 95% confidence level.”"

These criteria enable the user to decide whether the fitting model adequately
describes the experimental data or a different fitting function s required.
2.6 Transient Absorption Spectroseopy
2.6.1 Introduction

Laser flash photolysis is a technique of transient spectroscopy and transient

Kinetic studies. in which a short pulse of light is used for excitation of sample that has
been placed in the optical path of a spectrometer. This intense light pulse creates
short-lived photo-excited intermediates such as excited states, radicals and ions. The
result of this interaction can be either a transient absorption or an emission process. The
use of a laser for sample excitation gives the technique the specificity of single
wavelength excitation, nanosecond time resolution, and the high reproducibility of pulsed
light output from the analyzing source that permits routine generation of time-resolved
spectra over these timescales.

Time resolved absorption specra can be generated in kinetic mode laser flash

experiments by automatic scanning through a pre-defined spectral range and subsequent
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data slicing. This technique requires many laser shots, in particular when high spectral
resolution is required. The laser interaction with the sample often results in irreversible
changes and this necessitates sample replacement for each individual measurement. In

addition, many measurements are required to be done in the absence of oxygen and so the

samples either need o be degassed using the classical freeze-pump-thaw method or by
purging using an inert gas.
2,62 Theoretical Background

2.6.2.1 Principles of Transient Absorption

“Transient Absorption Spectroscopy is essentially the “absorption spectrum of an

absorption spectrum’”. The measurements are based on the well-known Beer-Lambert
absorption law:

1) =

lo(2) X 107Dt (2-30)

is the intensity of the light of a particular wavelength 2 directed at a sample

solution, / is the intensity of the transmitted light. ¢ is the concentration of absorbing
molecules (in M), s the molar extinction coefficient of these molecules (in M'cm™),
and 1 is the path length traversed through the sample (in em). The OD (optical density) or
alternatively A (absorbance) is defined as: ~log(1/1,)., therefore

0D@) = ce(W)l @31)
When a mixture of absorbing molecules is present, the following expression can simply
be used:

oD@ Z PreNs 232)

T
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In transient absorption measurements, changes in absorption (AOD) are measured
by a difference in detected intensity A/ between /; and Iy before and afier the start of the
induced processes. If the change is small (A7 <<1), the following useful approximation
can be made:™

40D = —log(l,/1p) —log(1, /1) = —log(lo/1;) = —log(1 + Al /)

=—0434In(1 + Al/1,) = —0.434 A1 /1, (2-33)

Eq 2-33 indicates that AOD is directly proportional to the change in absorption. Therefore,
it is important to choose an appropriate concentration to perform optimal experiments.
AOD increases when the concentration is increased, but this limits the amount of detected
light. Therefore, high concentrations should be avoided, and as a rule of thumb, an
optimal OD around 0.5 at the excitation or detection wavelength will be good for a
pump-probe experiment. When an entire wavelength region is probed, OD values of up to
1 or even higher are preferred in order to get good signal/noise ratios over the entire
wavelength region.
2.62.2 Data Acquisition

‘The absorption changes (AOD) are recorded using a spectrally continuous xenon

lamp (probe source) forming the background in a single beam absorption spectrometer.

The probe source is operated in a pulsed mode to enhance the photon flux for
measurements in short time ranges and in a continuous mode for slower reactions or
longer lived species. Laser flash photolysis is applicable to liquid and solid samples.
Liquid samples are usually measured in a cuvette with the pump beam and the probe

beam overlapping orthogonally. Solid samples that may be in the form of a powder in a
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cuvette or a film are generally studied in a diffuse reflectance setup. In either case, the
sample in a cuvette or a film is attached to a vertical sample stage so that the sample
position can be readily adjusted in vertical or lateral directions.

‘The sample being investigated is exposed to an intense laser pump pulse, which
creates the transient species, and the probe source, which forms the background for the
time dependant absorption measurement. For time scales in the microsecond and
nanosecond range, the required high background level of the probe light i created by the
intense flash from the pulsed xenon lamp, which reaches a sufficiently flat plateau after
some stabilization period. This plateau level represents the pre-photolysis background
level of the transmitted light through the sample. At a pre-set time after lamp triggering,
when the pulse plateau is flat, the excitation laser is triggered to create the transient

species under investigation (Figure 2-6). The absorption of the transient species is usually

Probe pulse _ L e
Laser pulse 4'\7

Transient Abs 4L o

Figure 2-6. Left: The relative timing of the laser, flash lamp pulses and the transient
absorption signal. Right: the output from the flash lamp (rear window) as detected at the
photomultiplier (PMT). Inset is an expansion of the signal showing the decrease in light
detected at the PMT due to short-lived species produced by the laser pulse.




time dependent and produces a time dependent change in the transmission of the sample.
After recording the time dependent transmission of the sample, the optical density change
i calculated using the level of the background light as 100% and the baseline measure-
ment as 0%. The change in optical density, AOD, can be analyzed using exponential least

squares fitting algorithms, resulting in transient lifetimes or rate constants.

2.6.2.3 Excited State Absorption, Photobleaching, and Stimulated Emission

In transient absorption, the presence of the transient species can cause the sample
o have cither increased or decreased levels of absorption relative to the absorption of the
ground state species (positive AOD and negative AOD respectively). When the ground
state molecules are promoted to an excited state or undergo a reaction, there will be a
depletion of the absorbing molecules. which lose their ground state absorption.
Concomitantly, a different or increased absorption is created that is associated with
different species, for example, a reaction product, a molecule that has accepted or donated
an electron, or a molecule that is in the excited state and shows excited state absorption

(ESA). In addition. a reduction in the measured optical density is also associated with

sample emission. A molecule in the excited singlet state can emit light to retum to the

ground state by spontancous emission or stimulated emission (SE) induced by the probe
light, giving rise to an apparent additional bleaching. A schematic energy level system of

a chromophore and corresponding transient absorption are shown in Figure 2-7.
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Figure 2-7. Diagram of the energy levels of a chromophore (left), and the corresponding
transient absorption (right).

2.6.3 Experimental Setup and Data Acquisition
2.6.3.1 Nanosecond Transient Configuration

Excitation Souree. The excitation light used was the third harmonic (355 nm) of
aneodymium-doped yttrium aluminum garnet (Nd:YAG) laser (Quantel, Brilliant o) with
a duration of 5-8 ns. The repetition rate of the laser was 20 Hz. The intensity of the pump
light was 9.5 mJ/cm’

Probe Source. The analyzing light was obtained from a 150W xenon arc lamp.
‘The lamp runs in conventional cw mode with its operating current increased significantly
for a few milliseconds when increased photon flux is required. The laser and analyzing
light beas, intersecting at right angles, passed through a quartz cell with 1 cm? cross

section. To record processes between 1 ns and 1 ps, a high intensity for the probe light in
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a short time is required which can be produced by a pulsed xenon flash lamp. When
slower reactions or longer lived species are being measured, the pulsing action s disabled
and the continuous light source is used in regular cw mode. To minimize heating and
actinic effects, a mechanical shutter is placed between the probe lamp and the sample. It
opens shortly before the excitation pulse arrives and closes after the time interval of
interest.

Monochromator. After the probe beam passes through the sample, it is normally
focused into the entrance slit of a monochromator, which is equipped with a diffraction
grating, and then the single wavelength of emission can be selected by varying the angle

between the incident and dispersed beam. Light exiting a typical monochromator is

ideally i but usually contains ext However, stray light
does ot pose a serious problem in nanosecond transient spectroscopy because the probe
source is generally a high-intensity arc lamp.

Detector System. Conversion of an optical signal to an electronic signal is
generally accomplished with the use of optomechanical detectors, such as the conventional
photomultiplier tube (PMT). PMTs contain focusing electrodes that direct electrons
emitied by the photo-emissive cathode to an electron multiplier (dynodes) for cascade
secondary emission electron multiplication. The multiple electrons are then collected by
an anode as an output signal. Using an electron multiplier results in high detector
sensitivity in the UV/Vis/NIR regions. A RCA IP28 photomultiplier was used for
single-wavelength detection of transient absorption (Applied Photophysics) and provides

the fast time response needed in nanosecond experiments. The PMT can be coupled to



digital oscilloscope, and the signals from PMT were displayed and recorded as a function
of time on a Tektronix S00MHz oscilloscope (1 GS/s sampling rate), which employ an
analog-to-digital (A/D) converter that is interfaced to a computer.
2.6.3.2 Optical Layout of Transient Absorption System

‘The nanosecond transient absorption system for the experiments described in this

thesis s schematically represented in Figure 2-8.

Shutter

f1ddns somod mse]

eur | T Flash lamp
‘Monochromator chamber

Figure 28, Schematical representation of nanosecond transient absorption system.

Kinetic measurements were obtained by averaging multiple results to improve the
signal-to-noise ratio. The data were initially fitted to an appropriate exponential decay
function using software provided by Applied Photophysics and then analyzed by Origin
software. The transient absorption was obtained from a series of oscilloscope traces
measured using the same solution in a point-by-point manner with respect to the
wavelength using the Origin software. The samples were deacrated by passing pure

nitrogen gas for 20 min through the solutions prior to each experiment. Absorption




spectra were taken before and after excited state measurements to assess the photostal
of the sample. Samples were routinely changed after minimal spectral changes were
observed.
2.6.4 Data Analysis

Instrument Response Function. In transient absorption measurements, the
recorded trace is a convolution of the studied kinetics and the instrument response
function. Theoretically, infinitely short light pulses of one particular wavelength would be
ideal for pump-probe measurements. However, from the Heisenberg uncertainty principle
AE At > h/2m, it is clear that these cannot be obtained due to the finite width of the
excitation pulse. In addition, because of the imperfections in the laser, additional
broadening to 20 nm can also take place.*** This instrument function in “slow”
‘measurements is due to the finite response time of the detection system and the width of
the exciting pulse. In “fast” experiments this instrument function is determined entirely
by the cross correlation function G(t) of the pump and probe pulse:>

G(O) = I pump () lprope(t = ')t 234

‘The instrument function is considered as a set of closely spaced “delta functions”
(extremely short pulses), all giving rise to the same kinetic curve but with different
starting points and different amplitudes. In order to remove the convolution of instrument
response function, the kinetic trace is then fitted to a sum of decay curves with the same
decay parameters and with different starting points and starting heights, according to the

shape of the instrument function. The fitting function is expressed as:
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20D(6) = [} G (¢~ t)A0D'(t")dt' (235)

where the measured change in absorption AOD() is a convolution of G(t) and the real
absorption change AOD'(r) that has to be recovered from the measured signal. An
accurate determination of the instrument function is required. For “slow” real-time
experiments (slower than 1 ns) this convolution is usually not necessary because the
pulses are either too short on the relevant time scales or measurements immedately after
the excitation are not possible at all due to a burst of scattering (or fluorescence) during
and immediately after the pulse.

Analysis of Kinetics. In general, two types of information that can be obtained
from nanosecond absorption spectroscopy: single wavelength detection (kinetic mode)
and full spectrum accumulation (spectral mode). All transient absorption data reported in
this thesis are kinetic measurements. Full-wavelength experiments are most suitable for
detection of spectral dynamics and intermediate states and can be obtained by multiple
scans at various time delays. Kinetic data are ofien oblained using the single-wavelength
approach because the information of interest is the variation of intensity with time. The
transient data obtained from nanosecond time-resolved absorption spectroscopy using
single-wavelength methods is generally interpreted by iterative reconvolution based on

the Marquardt fitting algorithm.* The fitting of transient absorption traces can involve

ial, singl lial, and multi-exp ial i which have a

‘general expression as:

20D(2,t)

> 20D, exp(-t/) 236)
7
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where AOD (2, t) i the difference in OD between time tand infinite time. AOD, (2) is the
amplitude of a component with a lifetime 7, (k = 1/7) at a wavelength A, varying with
wavelength. The quality of the fits was assessed using a reduced x? criterion and plots of
weighted residuals. In general, one can decide how many independent decay components
are needed to describe the observed kinetics by closely inspecting the residuals
(difference between measured and fitted curves).

2.7 Global Kinetic Analysis

2.7.1 Introduction

For all types of multi-wavelength investigation, raw data were

processed by use of the program SPECFIT/32™, which is a multivariate data analysis
program for modeling and fitting chemical Kinetics and a variety of equilibrium titration
3D data sets. Generally, the methodology of the program SPECFIT/32™ is using the
underlying chemical model and its nonlinear parameters to generate concentration
profiles for each of the colored species, and then the initial parameter estimates are
refined via the Levenberg-Marquardt procedure to minimize the least squares residuals
between the 3D data set and the model system.” This methodology relies on several

specialized mathematical procedures that optimize the least s

There are several advantages in measuring and analysing multi-wavelength data as

compared to selecting single-wavelengths: (1) the ability to extract predicted spectra of
unknown intermediates; (2) more reliable parameter estimates than single-wavelength fits;

(3) the ability to constrain fits with known molar absorptivity spectra.
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2.7.2 Theory of nonlinear least-squares fitting of Multivariate Absorption Data

2.7.2.1 Multis

riate absorption data and Beer-Lambert's law

With modem instrumentation, multivariate data are readily available. The typical
example is the diode array spectrophotometer, which typically deliver absorption readings
for a total of 1024 wavelengths. For each value of the independent variable (c.g. time) a
complete spectrum is acquired and this type of measurement results in data can be stored
as rows in a matrix ¥. The matrix ¥ then has the dimensions rx/ where 7 is the number
of experimental points and / the number of wavelengths (or equivalent) at which the
spectra were taken.

According to Beer-Lambert’s law, the absorbance of a system at one particular
wavelength / at time £ is the sum of the contributions from all absorbing components. The
contribution from cach species to the absorbance is lincarly proportional to the
concentration and the optical path length (the distance travelled through the solution by
the incident light beam). If the path length and absorptivity constant are expressed by the
single constant (4). then Beer-Lambert's law and each element in ¥ is represented by
€q 2-37 (for nc absorbing species).

Y(6,2) = (e () + 20 R) + -+ Cue(Denc(R) = Z a®e@ @37
=
When spectra are arranged according to the matrix ¥, eq 2-37 can be expressed using
matrix notation:**
Y=CA+R (238

The columns of the matrix C contain the concentration profiles ; of the nc absorbing
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species at the nt measurement times. The rows of the matrix A contain the molar

absorptivities &(2) for each species at the nd measured wavelengths. However,
because of the inherent noise in any measured data, the matrix ¥ cannot be perfectly
represented by the product of C and A, and this difference is captured in the matrix of
residuals R. Therefore, cach element in ¥ is the product of the corresponding row in C
and column in A plus the noise component in the matrix R. In a fitting procedure, those
matrices C and A are determined which best represent the original matrix ¥. Generally,
the least-squares eriterion is used to define the optimum.
2.7.22 The Singular Value Decomposition

Experimental 3D data sets frequently contain measurements at many more
wavelengths than the number of colored components that are represented by the
colorimetric changes for the equilibrium or kinetic system under study. The drawbacks of
‘multichannel detection become evident. The large number of data points o be handled,
and the large number of parameters to be fitted which includes the nonlinear ones and the
matrix A of linear parameters. To resolve these problems, the method of Singular Value
Decomposition (SVD)**?* is used to reduce the wavelength-time spectral data matrix ¥
10 the factor analytical form,

Y=Usv (239

where U (NmxNe) and V (NexNw) are sets of orthogonal (linearly independent)
concentration and spectral eigenvectors (U'U = VV* = 1) respectively. S (Ne) is a set
of singular (weighting) factors. Nm is number of measurements (scans), Nw is number of

wavelengths in the scans, and Ne is number of significant cigenvectors. The matrix



product ¥ = USV s the least squares best estimator of the original 3D data set (¥).

“The basic steps of data reduction through SVD are briefly repeated: ¥ in eq 2-38
is replaced by its SVD eq 2-39 10 yield

Y=CA+R=USV (2-40)
post-multiplication with V¢ will give
YV = CAV' + RV = US (2-41)
Eq 2-40 is effectively a projection of R, Y. and A into the subspace defined by V. The
projections RV and AV* are conveniently renamed as R ‘and A’. YV* is renamed as,
¥ thus, eq 2-41 can be rewritten as
V' =CA+R @42)

Comparing eq 2-42 with its original, eq 2-38, the reduction of the sizes of ¥, A, and R
to ¥, A".and R'is considerable, which have only Ne columns rather than the original
1024. The SVD method produces a linearly independent set of (Ne) eigenvectors with all
of the colorimetric information for the experiment, plus some additional noise
cigenvectors, that can be excluded from further consideration. This is a very useful
representation because the product (U X S) contains the evolutionary information for the
colored components. Therefore, they are often referred to as the concentration eigenvectors.
Indeed, these are the input data used by the global fitting procedure.”**
2.7.2.3 Elimination of Linear Parameters

“The task of the fitting algorithm is to determine the set of parameters for which

the fit is optimal. The longer the list of parameters the more difficult the fit and the more



likely there are strong correlations. Therefore, it is crucial to recognize that the matrix A

is composed of linear parameters that can be computed explicitly and there is no need to
pass them through the non-linear optimization routine.** Successful modeling of
experimental 3D data sets is significantly enhanced by the elimination of the linear
(amplitude) information from the global fitting procedure. Once the nonlinear (model)
parameters have been optimized, the spectral information for the colored species can be

obtained by application of matrix methods to the multivariate solution of Beer's

The matrix inverse (M) is the most common numerical method for solving
systems of linear equations, although a number of other methods exist for special cases.
For any matrix C as defined by the rate or equilibrium constants, the best corresponding
matrix A can be computed as

A=cty (2-43)
where C* s the so called pseudo-inverse of the matrix C, and it can be calculated as
c*=(cto)ict (2-44)
where C is a square matrix that is also non-singular (ie. neither the rows nor the
columns are linearly dependent). C* is the matrix transpose of C. This substitution of A
by A dramatically reduces the number of parameters to be fitted iteratively to those
defining the matrix € (rate or equilibrium constants).

2.7.2.4 Noy

near Least-Squares Fit
“The task of the fitting algorithm is to find that, hopefully unique, set of parameters

for which the measured data ¥ and their calculated values Yeqjc are as similar as possible.



‘The differences between ¥ and Yoqc are called the residuals R, expressed as:

R=Y-Yy.=Y-CA (2-45)

The residuals are defined as a function of the non-linear parameters. The sum of squares

of the residuals matrix, ssq, is defined as:*

ssq = Z Z Ry (2-46)
L 4

The parameters are non-linear because the relationship between the parameters
and the residuals is not linear.

One of the most commonly chosen methods of non-linear regression is the
Levenberg-Marquardt method.***' This method is a gradient method, which means it
relies on calculation of the derivative of the function being optimized (the residuals).

These derivatives are collected in the Jacobian J.
SR
J== (47
Starting from an initial set of guessed values for the parameters, the iterative refinement
of the parameters is given by the following formula. The shift vector AP is computed and

added to the vector parameter.

AP = =J",

=—@YU)UR (2-48)

Convergence is checked by comparing the new sum of squares with the previous one. If
improvement is below a certain threshold, i.e. the shift in the parameters resulted in no
further improvement of the ssq value, then the process is terminated and the results are

reported. In the case of divergence, the modification was suggested by Marquardt based



on the ideas of Levenberg. It basically consists of suitably increasing the diagonal
elements of the Hessian matrix (#=.'/) by a certain number, the Marquardt parameter
mp, and prior to its inversion as shown in eq 2-49.

AP = —(H +mp x )N r(Py) (249)
where / is the identity matrix. Increasing the Marquardt parameter shortens the shift
vector and directs it to the direction of steepest descent. Once the ssq converges, the
magnitude of the Marquardt parameter is reduced and eventually set to zero when the
‘break criterion is reached.
2.7.3 Error Estimates and Correlation Coefficients

The estimation for the standard deviations of the fitted parameters is contained in

the inverse of the Hessian matrix (/'/)". The standard error o; in parameter p is

given by

a=oy |h} (@50

i} is the i-th diagonal element of the inverted Hessian matrix H' and gy is the

standard deviation of the residuals R given by

ssq

oy = (2-51)

nt X nd

nd + nc x nk)
where n¢ X nd = (n2 + nc X nk) is the number of degrees of freedom. This equals the
number of experimental values, the number of elements in R (nt X nA), minus the number
of fitted parameters (np+ncxnA. that is the number of non-linear and linear

parameters). If H is normalized to one in the diagonal elements, the off-diagonal element



hy;j of the normalized H is the correlation coefficient between the parameter i and j. For

example, the Hessian matrix resulting from the global analysis of kinetic data of

SC-(Ceo)2 (will be d hown as following:

ussed in Chapter 4)

[PARAMETER COEFFICIENTS]

Al correlation coefficients between the parameter i and j (off-diagonal elements h) are
equal 10 0. As the value of the correlation coefficient approaches to unity, parameters are
correlated. High correlation between parameters means that the two parameters cannot be

distinguished from one another and one needs to be removed from the fit.*****
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Chapter 3

Radiative and Non-radiative Processes of OPV/OPE

Chromophores

Overview

The ultimate goal in this chapter is the quantitative understanding of the
structural, electronic and vibronic parameters of r-conjugated OPV/OPE bridges, as well

as the substituent and orientation effects on the photophysical properties
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3.1 Introduction
‘ 3.1 Conducting Polymers

The discovery of electron conducting carbon-based medium in 1965 by two

Australian physicists went unnoticed despite the fact that paper was published in Narure.

In 1976, conducting carbon-based polymers were “re-discovered” by Shirakawa,

MacDiarmid and Heeger.'? Interests in these conducting polymers were transformed from

a laboratory curiosity to new key technological applications when Tang and VanSlyke

reported an electro-luminescent (EL) device based on aluminum rris(8-hydroxyquinolate)

(Alg)?

~
$-hydroxyquinolate

Soon after that, Friend at Cambridge reported the m-conjugated polymer, poly(p-phenylene
vinylene) (PPV), could be fabricated into light emitting diode (LED’s). The organic light

emitting diode was constructed by successive deposition of a thin film of the emissive

‘ polymer by spin coating techniques onto a transparent conductive anode such as ITO
(indium-tin-oxide) supported on glass. On the top of the active polymer layer is the
cathode consisting of a vacuum-deposited metal layer, as shown in Figure 3-1.* Double
charged injection by application of a forward bias voltage results in the formation of an

electron/hole pair. The formed singlet-excited state emits a photon by radiative decay to

the ground state. The OLED shown above relies on charge carrier dynami




_ Chapter 3 ~1n2~

and intra-molecular electron/hole or exciton formation and dissociation dynamics within a

polymer or inter-chain hopping.

A B
Al CaorMg
cathode

G
Light-emitting
polymer
ITO anode

Vo

Transparent
support

[C ]

Figure 3-1. (A) Band gap excitation illustrating the formation of exciton, (B) Schematic
presentation of a single-layer EL device adapted from ref '

‘The pioneering work of Friend illustrates one of the key conceptual advances
toward the development of molecular electronics. The proof of concept experiments that
illustrated the feasibility of molecular electronics came out of a collaboration between
Mark Reed and James Tour*” The connection between charge carrier dynamics in
conventional silicon semiconductors vs. molecular assemblies is discussed in section
3.1.2 below.
3.2 Bonding in n-Conjugated Polymers

Terminology. Electronic materials with electrical, magnetic and optical properties
originated from the study of solid-state materials primarily by condensed matter
physicists. The materials involved were metals or ionie solids, structures with infinite,
three-dimensional lattices and no discrete building blocks. These are quite different from

the molecular-based systems that dominate organic/inorganic chemistry. Organic materials



Chapter 3 m

are “molecules”, where the molecular origins are clear and the weak intermolecular
interactions whether they are a truly molecular solid with well-defined molecules held
together in a molecular lattice by relatively weak interaction, or a polymer. Since the
fundamental terminology and conceptual foundation for the field of electronic materials
were developed by scientists with very different perspectives from that of an organic
chemist, there is a correspondence between a variety of molecular and solid state terms as

given in Table 3-1.

‘Table 3-1. Correspondence between a variety of molecular and solid state terms.*

Molecular Solid State
Molecular orbital Crystal orbital or bond orbital
HOMO Valence band; top = Fermi level(Ef)
LUMO Conduction band

HOMO-LUMO gap Band gap (Eg)

LCAO-MO Tight binding

Jahn-Teller distortion Peierls distortion

Unpaired spin Magnetic

Paired spin Non-magnetic

Band Structure Theory and Charge Carrier Dynamies. From a theoretical
point of view, the conjugated polymer can be approximated by an infinite linear system,
and the electronic structure can be interpreted within the band theory framework in terms
of a quasi-one-dimensional tight binding model. The “traditional” theoretical approach to
photo-generation of carriers in low mobility materials involves the initial creation of

bound geminate electron hole (¢, A') pairs (excitons). However, in semiconductor
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polymers, the dominant “electronic” excitations are inherently coupled o distortions in
the polymer backbone by the electron-phonon interaction, analogous to electron-vibrational
coupling for electronic transitions in molecular systems.” As a result, the excitation in
semi-conducting polymers is not consistent with the exciton model."™!! Photo-excitation
across the 7-n* band gap creates the self-localized, nonlinear excitations of conducting
polymers: solitons (in degenerate ground-state systems), polarons and bipolarons (in

non-degenerate ground state systems) as shown in Figure 3-2."*'* When the ground state

Structure of octatetracne:
A
H
Negative Soliton Positive Soliton
s=0.q=-lc s=0,q=¢
B

Bipolaron
$=0,q= -2l

Figure 3-2. (A) Band diagrams for positive and negative solitons with associated
electronic transitions. (B) Schematic picture of a negative bipolaron in PP and band
diagram for a negative bipolaron (left); Schematic picture of a polaron in PPP and band
diagram of an electron polaron (right), adapted from ref 13.
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i non-degenerate, as in the po i (PPV) or poly(p-phenylene) (PPP),
charged polaron pairs can either separate as mobile charged polarons or form bound
polaron-excitons, ie. neutral bipolarons bound by a combination of their Coulomb
attraction and their shared distortion. Photoluminescence can be described in terms of the
radiative decay of polaron-excitons.

Molecular Orbital Theory. The electronic structure for conjugated systems of
finite size (oligomers or short polymer chains) can also be described with molecular
orbital theory based on one-electron (e.g. Hiickel or Hartree-Fock) treatment. The full
systems are described as single large molecules. The electronic structure is interpreted in
terms of individual molecular orbitals (MOs). Take a simple example of octatetracne
(Figure 3-3), there is a highest occupied molecular 7 orbital (HOMO). Above it there
exists a gap in the range of 1.5 eV 10 3.0 ¢V and it extends up to the next level, the lowest
unoceupied molecular  orbital (LUMO). Photo-excitation results in the redistribution of
electron density in the ground state to that of the excited state with absorption energy
given by

Eabs = Eg+Aup + AE (3-1)
where Eqp is absorption energy, Ay is the vibrational reorganization energy and AE,
i the interelectronic repulsion energy.” In the weakly coupled limit, the coupling between
the HOMO and LUMO is negligible and AE,; is neglible. The lowest energy electronic
transition for octatetracne is the strongly allowed 1A; - 1B, and comresponds to a
transition from the highest occupied MO (HOMO) to the lowest unoccupied MO

(LUMO). The “band gap” excitation in conjugated polymers populates the lowest energy



Chapter 3 ~116-
excited singlet state, and the relaxation is a radiative 1B, - 1A, emission, which
repopulate the ground state.

However, in longer chains, where the 7-bonds are spread over several nuclear
coordinates, Ay, starts to become an important contribution to the band gap energy. As

a result, configuration interaction (CI) has to be taken into account, thus, the electronic

is described by a linear ination of transitions between different orbitals

(more precisely between the ing spin-adapted electronic ions).” For
example, in polyenes the singly excited HOMO to LUMO + 1 or HOMO - 1 to LUMO
configurations and the doubly excited HOMO to LUMO configuration strongly mix and

resultin the 2A, state being located below the 1B, state (Figure 3-3).

L

el

R

>
P

AN
2o AL

Figure 3-3. The main electronic configurations contributing to the ground state So and the
lowest singlet excited states S and 5,

There is an extremely important conceptual connection between the electron
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transfer in a bulk semiconductor, or a wire and the electron transfer in a polymer chain.
‘The notion of a molecular wire is difficult to pin down since the electron transfer in long
chain polymers do not display ohmic behavior. For example, a piece of copper wire is
highly conductive due to its very low resistance. The conductance (g) is an extensive
property as the conductance is inversely proportional to the resistance (R) and R is
proportional to the length of the wire. Electron transfer between a bridged donor and
acceptor is an intensive property because the rate constant for electron transfer (ker) is
independent of the size.

Thermal non-adiabatic electron transfer across a molecular bridge or polymeric
chain and conductance (R") in a copper wire both depend on quantum-mechanical
tunneling. Given that the rate constant for electron transfer (kgr = /(V)) in molecular
assemblies and the current (I = f(V)) in an ohmic copper wire both depend on the
driving force, the current in a molecular assembly s given by

1

—e ker(eV) (32
and the electron transfer rate constant is given by

= exp( (33)

leads to the expression

1_dl et
g=g=g= (m)kn G4

The relationship with the for electron transfer is an important

contribution because in principle the magnitude of kgr can be manipulated through

synthetic control. If true, once the electron transfer parameters of a given system are
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known, energy between the HOMO and LUMO of a conjugated polymer may be

engineered."*

3.13 Conformation and Structural Dynamics

Conjugated oligomers/polymers are a class of materials that are exceedingly
useful in optoelectronic devices. Light excitation of the band gap (HOMO — LUMO
transition) leads to the direct formation of an electron hole pair (¢", &") or a bound exciton.
‘The optical properties of conducting polymers have been extensively studied, yet, some
issues still remain unresolved. Some of the issues, which are important to device
applications, are the energetics and the associated dynamical processes that lead to the
dissociation of a bound exciton into separated charge carriers. The binding energetics of a
bound localized exciton range from as little as 0.1 eV up to as large as 1.0 ¢V.'®

There have been two main branches of theoretical approaches to clectronic
properties of conjugated polymers and oligomers. One is using the band picture of
delocalized electronic states to exploit a solid-state physics band theory. Another is using
the picture of exciton to exploit the language of molecular spectroscopy derived from the
isolated phenyl ring. A first remarkable feature of the optical spectra of PPV or oligomers
and their derivatives is the presence of strong vibronic coupling. From the theoretical
simulation of absorption and emission spectra, the presence of a vibronic progression
with relaxation energy on the order of 0.15-0.2 eV in the long chain indicates that the
electronic excitation produces a localized geometry relaxation around it (which extends

over 20 A) and as such can hardly be related to a pure transition from HOMO to

LUMO." For the longer chains, the transitions from HOMO - n to LUMO +n (n=1,2
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are significantly mixed.

In order to understand the nature of upper lying excited states that have a strong
coupling with the ground state, the absorption spectrum of an isolated PPV oligomer has
been theoretically simulated including the effect of Coulomb interaction as shown in
Figure 3-4."® Two types of excited states can be clearly distinguished from the simulated
spectrum. The first type is the excited states with Gaussian distributions, centered on the
hole position (not necessarily on the site where the hole s located due to the nature of the

‘molecular orbitals contributing to the description of the excited states) and extending over
a few repeat units (1, 11, IV absorption bands). In these transitions, the photo-generated
electron and hole are bound by Coulomb attraction and these states are mainly polarized
along the direction parallel to the chain axis.'® The effective binding radius of the
exciton associated with these lowest energy electronic transitions is approximately 30 A

(on the order of five phenylene rings)."” In addition to these weakly bound excitons, there

120
I
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Figure 3-4. INDO/SCI simulated linear absorption spectrum of the OPV oligomer.'®
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are two other transitions (111, V absorption bands) from an occupied delocalized level to
an unoccupied localized level (D —> L*) or vice versa (L - D*). The resulting bound state
has a binding energy of ~ 0.8 V, and is a more tightly bound exciton (separated by a few
phenylene rings). Such states are polarized mostly perpendicularly to the long chain axis.
Under these conditions, the charge-transfer character is a favorable clement for a fast
dissociation of the exciton.

3.1.4 Matrix Effects

The experimental body of work concerning the study of conducting polymers,
molecular constructs containing conjugated components, efc., is extensive and widely
varying due to the broad based interest and commercial potential for these materials. As
such, the reported experimental conditions are extremely divergent ranging from spin-
coated films, films comprised of differing blends of conducting polymers and dopants as
well as solutions where the polymeric species may possess primary, secondary and
tertiary structures, giving a glimpse of the rich conformational and morphological
properties of these compounds.

In the work described below, the compounds have been synthesized and
extensively characterized. The reported properties of these assemblies, in this work (see
below) were determined in dilute solutions. The possibility still exists that intermolecular
interactions such as excimer formation, aggregation, and the formation of colloidal
properties may occur leading to inter and intramolecular processes, i.e. the formation of
supramolecular adducts which may display properties quite distinet from individual

components. The focus in this work has been to characterize the ground and excited
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state properties of the assemblies under dilute conditions where intermolecular interactions
are minimal.

Itis useful at this juncture to describe some of the more prominent intermolecular
processes and interactions that have been documented in other 7-conjugated assemblies.
These are outlined below.

Interchain interactions modify the optical and electronic behavior of conjugated
polymers. A number of experimental studies have highlighted the influence of interchain
interactions when going from dilute solutions to the solid state.'*** In another case. i.e. in
composites of conducting polymers and fullerene for photovoltaic applications, the
discovery of charge transfer critically depending on charge separation of the photoexcited

ferent nature has attracted much attention on the

electron-hole pair over chains of
understanding of interchain interaction effects in 7-conjugated systems.

Interchain interactions have been probed in terms of the distance of interchain
separation. For short interchain distances (d), i.e. d much shorter than the length of the
molecule, the interaction between the conjugated chains, which varies with structure and
morphology. results in either interchain charge-transfer-type coupling or interchain
exciton-transfer-type coupling.**

Interchain Charge Transfer. The charge-transfer properties strongly depend on
the extent of electronic coupling. The approximation of transfer integrals for electron
(hole) transfer in two interacting oligomers (M, and Mp) in organic semiconductors
given by KT-ESD approach (Koopmans® theorem)****

v

Eun — Bun-y
= L = D 3-5
2 (3-5)
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s of the LUMO + 1 and LUMO (HOMO and

where Epign and Eigp are the energi

HOMO- 1) levels taken from the closed-shell configuration of the neutral state of a (My~
Mp). The electronic coupling strongly depends on the mode of packing and decay
exponentially with intermolecular distance. This simply explains the exponential decay of
intermolecular overlap between the 7 orbitals when two oligomers are pulled apart. The
electronic couplings can vary by as much as a factor of 3-4 between 3.4 and 4.0 A, that
within the typical range of intermolecular distances found in organic conjugated crystals
and thin films.

The dynamics of photoinduced interchain electron transfer has been fully
characterized with a study in hetero-junction of conducting polymers (as donors, D) and

40) or its derivatives tor, A), as shown in Figure 3-5. The

I fer reaction is cally favorable because the excess
energy is readily taken up by promoting the hole to a higher energy state in the ©* orbital.

Once the photoexcited clectron is transferred to an acceptor unit, the resulting cation

Photoinduced Electron Transfer Photoinduced Hole Transfer
Pt
LUMO e ) = LUMO
v '
v += LUMO LUMO - =
o 7 n ¥
\
HOMO + + 1l HOMO
e HoM0 1HOMO .&. ¥
Conjugated
Conjugaedpolymer  Fullrene Fullrene polymer

Figure 3-5. Molecular orbital encrgy diagram for photoinduced (Ieft) electron (¢') transfer
and; (right) hole (4") transfer between semiconducting polymers and Ceo.
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radical in the conjugated polymer backbone is relatively stable. This results from the
delocalized nature of the r-clectrons.

Interchain Exciton Coupling. A great amount of theoretical and experimental
research has been carried out for n-conjugated polymers on their solid-state photophysics.
Itis recognized that the fluorescence behavior will reflect the interchain exciton couplings,
which is mediated by Coulombic coupling between transition densities on the separate
chains. Since the presence of external fluorescence quenchers generally dictates the
observed fluorescence quantum yield for systems in condensed phases when interchain
exciton migration is present, the larger fluorescence quenching might reflect more
efficient exciton migration to non-fluorescent energy traps (energetic and conformational
disorder with some segments of comparatively low energy) in the solid films. In general,
energy transfer between an excited chromophore and an acceptor molecule can occur by

direct energy transfer (e.g. by a long-range dipole-dipole coupling up to 100 A) or in a

multistep mechanism consisting of intrachain energy migration (short-range incoherent
hopping) on the polymer chain to a site close to the acceptor, followed by short-range
energy transfer to the acceptor.

Interchain 7-Stacking. 7-Stacked Aggregation involving intimate 7-1 stacking of
two or more chromophores in the ground state increases the number of chromophores in
the direet vicinity of the quencher that favors dipole-dipole induced interchain exciton
migration to the non-cmissive energy traps, thereby enhancing the quenching efficiency.

In addi

n, interaction between the conjugated chains leads to a splitting of the HOMO

and LUMO levels of the isolated molecule into gerade and ungerade molecular orbitals
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that are fully delocalized over the whole complex (Figure 3-6). This usually leads to

bathochromic shifts or new peaks in the spectra.

T LUMO~1
E| a
| LUMO LUMO
B, B,
HOMO
b, HOMO

Figure 3-6. Energy levels of molecular orbitals for the isolated chain (left), and a cofacial
dimer in the case of strong interaction (right).

stacked excimer, a pair of identical planar molecules in a cofacial arrangement,
is formed as a result of attractive interactions arising upon the excitation of one of the
molecules, which have a repulsive interaction in the ground state. An important aspect is
that the emission spectrum of the excimer is red-shifted and the absence of vibronic
feature with respect to that of the monomer and in many cases, the dual emission of the
monomer and the excimer is observed. Typically, excimer formation occurs when the

aromatic planes of the molecules are separated by 3-4 A.
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3.2 Results

3.2.1. Overview

‘The main structural motifs and geometries of the hydrogen terminated OPV/OPE
co-oligomers (abbreviated as 7-B) are illustrated in Scheme 3-1. One of the major themes
explored in the studies described in this dissertation is the quantitative understanding of
the struetural, electronic and vibronic parameters that govern the excited state dynamics
in the hybrid n-conjugated OPV/OPE co-oligomers. These OPV/OPE co-oligomers
possess large absorption cross-sections in the UV-Vis spectral range and are the dominant
light absorbing units for the chromophore-quencher Ce-(-B)y-Ceo assemblies discussed
in the next chapter. The characterization of the ground and excited state properties of
these m-conjugated OPV/OPE co-oligomers is a prerequisite to understanding the photo-

induced electron and energy transfer mechanisms in the Ceg-(-B)y-Co adducts.

Cuttz 0

Scheme 3-1. Structure of hydrogen terminated OPV/OPE co-oligomers.
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3.22. Ground State Conformation and FMO Calculations

The ground state structures and electronic properties of SL and SC OPV/OPE
hybrid oligomers were calculated using both Hartree-Fock and density functional theory
(DFT) methods.' The structures optimized at the HF/6-311G (d) level were used for
subsequent single point calculations. The optimized structures of SL at different
theoretical levels consistently give a planar, linear 7-framework, in which the OPV unit
adopts the rans conformation. The ground state structure of the isomeric SC where the 1,
2,4, and 5 positions of the central phenyl ring bear substituents exhibits a twisted trans
phenylenevinylene framework, with the OPE branch being virtually planar. The non-
planarity of the OPV moiety of SC is presumably a result of the combination by steric
and electronic interactions between the OPV/OPE substituents that are difficult to assess.
The structures optimized at the HF/6-311G (d) level were used for subsequent single
point calculations.

The frontier molecular orbital (FMO) properties for the linear and cruciform
oligomers were calculated at HF/6-311G (d) level as shown in Figure 3-7. The HOMO
and LUMO orbitals of SL are extensively distributed along the entire 7-framework of the

molecule, and the HOMO-LUMO gap is calculated as 5 =

.162 eV. In slight difference,
the HOMO and LUMO of SC are more populated at the central phenyl ring with a slight

larger band gap of E; = 8.526 V.

! (@) The calculations were performed by Dr. Yuming Zhao and are included here for completeness. The
pendant alkyloxy groups of the two molecules were replaced by OH groups to minimize the computational
costs.

(b) Chem. Eur. J. Submitted.
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Figure 3-7. FMO plots and energies for linear and cruciform OPV/OPE oligomers SL
(left) and SC (right) calculated at the HF/6-311G (d) level. Note that the pendent alkyloxy
groups were replaced by OH groups to save the computational time.

3.2.3 Absorption
UV-Visible spectral data for OPV/OPE oligomers and model sample 14-Bis-
decyloxy-2-dec-1-ynyl-5-ethynyl-benzene (DEB) along with relevant literature data for

purposes are ized in Table 3-2. C tive UV-Visible spectra for

the SL, SC and SH isomers respectively are shown in Figure 3-8. The OPV/OPE oligomers
possess rich electronic spectroscopic properties. The UV-Vis absorption spectral envelopes
for the OPV/OPE hybrid oligomers are broad and exhibit structure characterized by a
number of resolved peaks and shoulders due to several underlying overlapping transitions
and their vibronic components. The energetics and oscillator strengths of the underlying

transitions that define the spectral envelope depend on the topology of the assembly, ic.
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linear (SL) vs. cruciform (SC), the number of (n-B), spacers, and the nature of the

terminal groups R (R = H, or Ceo) and the attachment points for substituents.

Table 3-2. Absorption spectral data for OPV/OPE oligomers and model samples in CHCIs.

Compound SL SC |LL LC SH DEB DSB | BPEB
Aadt, nm 401 (390 411 410 386 346 356 322
£(x10'M'em™) | 1.1 54 41 32 (38 071 674 498
Egy™™ em™ 24900 25.600 24,300 24,400 25,900 28,900 28,100 31,100
DSB:1, 4-di ' BPEB: 1,4 M
P
o sC
osH
g
2
2
00
E) [ "0

Wavelength (nm)

Figure 3-8. Absorption spectra of SL, SC and SH in CHCI; at 298 ( 3) K. The absorption
spectra have been arbitrarily scaled to illustrate the most important differences.

3.23.1 Absorption Spectral Deconvolution
A more extensive analysis of the absorption spectral data through spectral

deconvolution of the band envelopes for SL and SC coupled to time dependent density
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functional theory (TD-DFT) calculations was undertaken. The analysis described below s
revealing in terms of understanding the electronic transitions and their different oscillator
strengths as well as transition energies, which accrue from the specific orbital and spin
parentage inherent in the ground and excited state wavefunctions. The absorption
spectrum may be mathematically described as a function given by 4 = f(4). Recasting the
absorption spectrum as a function of energy, A = f (7), where ¥ is the energy of the
transition, followed by Gaussian deconvolution of the absorption spectrum provides the

oscillator strength (foe) of the transitions and detailed information regarding electronic

structure.® In this work, the energies and the number of bands required to fit the UV-Vis
spectra for SL and SC were calculated from the first and second derivatives of the

absorption spectrum. The band maxima were identified by the first and second derivatives,

@ o EAW)

T 2@ =0 09

The criterion was satisfied and provides independent assessment of the number and

energies of the underlying transitions that make up the spectral envelope.”** The enery

for each of the transitions were fixed and only the bandwidths of the individual Gaussians

were allowed to vary to achieve an adequate fit. The results of the deconvolution

? Spectral fitting or Franck-Condon line shape analyses of absorption and emission band envelopes using a
mult-Gaussian model coupled (o an terative simplex or Levenberg-Marquadt non-linear least squares
minimization procedures may be problematic due (o several reasons. These include: the number of
parameters used in the fits may give rise o several equivalent it due 1o the number of shallow minima on
the error surface; mathematical correlation between parameters which preclude a physical interpretation;
and the difficulty in assessing the errors in the fiting parameters.  The best strategy s to determine as
many Key parameters from experimental data such that the number of floating parameters is minimized in
the fiting procedure.
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procedure, the calculated and the observed spectral envelopes for SL and SC are shown in
Figures 3-9 respectively. The fitted spectra and experimental spectra are seen 1o be in
good agrecment, as the low energy side of the absorption band fits are adequately
modeled in the deconvolution analyses. However, cautious interpretation of the data is
warranted as the residuals from the comparison between the calculated and experimental

start to exhibit structure at higher energy.
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Figure 3-9. Gaussian deconvolution of OPV/OPE oligomers SL and SC.

3.23.2 TD-DFT Band Assignments of Multi-clectron States

The TD-DFT calculations were performed on the structures optimized at the
HF/6-311G (d) level (vide supra) to determine the transition energies, and the orbital
parentage of the five lowest lying excited states for SL and SC respectively. The calculated

transition energies, oscillator strengths from the TD-DFT calculations and the comparative
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data from the deconvolution analysis of absorption spectra are compiled in Table 3-3.

Table 3-3. UV-Vis spectral assignments for co-oligomers SL and SC based on TD
B3LYP/6-31G (d) calculations.

| Caleulated” | Experimental Contribution of electronic transitions
bmry V(em"); fue T em™) foc MO Characters Coeflicient (%)
23420; 1.35%10%  n—> e 88
SL 234203550 | 24631;601x10°  HOMO -»>LUMO 92
e —
277730914 25445,322x10"  n->nr 87

sC
27625;0.176  26810;8.60x10"  HOMO - LUMO 95

29940;2.304 | 27701:2.35x10" | H-1>LUMO 32
33223;0.185  30934:2.34x10" | HOMO - L+1 54

* Only transitions with oscillator strength (f) greater that 0.1 are taken into account.

3.2.4 Excited States: Chromophoric Bridges
3.2.4.1 Photochemistry

Itis important to establish the photostability of the OPV/OPE assemblies prior to
the characterization of the excited state properties, given the well-known frans-cis photo-

isomerization in stilbene, eq 3-7.

=035
The trans-cis isomerization and vice versa may be accessed via direct irradiation

or radiationless or “non-vertical” process using a triplet sensitizer.'*? The process where

the *(r*) based transient state (abbreviated 't*) undergoes a conversion 1o a perpendicular
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triplet *p* which possesses a twisted geometry about the olefin bond. The *p* state may

relax back to the ground state or result in the isomerization. Other photo-induced

include as the formation of a diradical species across the olefin
bond. The quantum yield for photoinduced isomerisation (&< 0.001) is greatly reduced
in 1, 4-distyrylbenzene (DSB) relative to stilbene '

Spectral changes as a function of irradiation time for SC in CHCI; solution are
shown in Figure 3-10. The observation of photochemistry in SC is consistent with an
isomerization process; however, quantitatively the process is much less efficient than that
found in stilbene (Phc = 0.5 or @y =035 (Axe =313 nm)). There are a number of
possible isomer products that may form during the photolysis of SC. ie. EE-DSB —

EZ-DSB - ZZ-DSB (Scheme 3-2).**

¢

QIOJ—QHSQJOAKSTC%)J

Scheme 3-2. Photoinduced isomerization of DSB with broadband white light excitation.

“The observation of analogous photochemistry for SC would be reasonable given
the literature precedence; however, the products have not yet been fully characterized.
When SC is terminated with Cgo forming the SC-(Cea)2 assembly the photochemistry is

significantly attenuated which allowed the acquisition of the transient absorption

¥ Wang, L.; Zhang, N.; Zhao, Y. Thompson, D. W. Manuscript in preparation.
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difference spectrum using 355 nm pulsed excitation, described in Chapter 4.

Absorbance

20 a0 30 a0 a0 S0 50
Wavelength (nm)

Figure 3-10. Photoinduced isomerization of SC in N; saturated CHCl; solution at 298 (+

3 K) using broadband white light excitation. The spectral changes are shown at the time
intervals indicated in the top right comner of the spectra.

3.2.42 Radiative Decay: Electronic Structure

Steady-state UV-Visible and emission spectral data, quantum yields and excited
state lifetime data of OPV/OPE oligomers are summarized in Table 3-4. Comparative
emission spectra for the SL, SC and SH isomers respectively are shown in Figure 3-11.

As shown in Figure 3-11, emission spectra of SC and SH have very close Amasat
428 nm and 425 nm respectively, but the emission of SL is red shifted with Znyat 445 nm.
Emission from SL and SH, both of them having terminal substituents, exhibit well-
resolved vibronic structures with ko = 1310 cm” for SH and 1420 cm™ for SL.
However, the emission spectrum of SC, with central substituents at 2, positions, is weakly

structured with ho = 1300 cm™. Comparing the spectral profiles, SC with the central
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‘Table 3-4. Absorption and data for OPV/OPE ol in CHCly at 298 4 3K.
Entry SL sc  |u |ic SH LH
505 nm 401 390 a1 410 386 376
£(x10*M'em™) | 1.1 54 41 32 38 046
Egy™, em 24900 | 2560 | 24300 | 24400 | 25900 | 26600 |
e | B [ [2 [ e
e R e
EapsEgeem 2470|2210 |2400 | 2270|2380 | 3820
g% 063 0.96 089 096 049 0.54
Tp.ns 0 |27 <050 |11 12 20 |
(ka.s™) (1.0x10%) | (3.7x10% | (2x10°) | (9.0x10") | (8.3%10%) | (5.0x10%)
ks" 53x10° | 3.6x10° | 1.8x10° | 8.7x10° | 4.1x10° | 2.7x10°
B " 30x107 | 150107 | 22x10° | 3.6x107 | 4.2x10° 23x10°

Intensity

Figure 3-11. Emission spectra of SL, SC and SH in CHCl; at 298 (+3) K. The emission

Wavelength (nm)

spectra have been arbitrarily scaled to illustrate the most important differences.

PEYIS
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substituents is predicted to be more strongly coupled system than SL and SH with
terminal substituents. In addition, the 0-0 vibronic transition is the strongest component

for SL and SC, and the emission spectra of SH is not 0-0 peaked.

3.2.4.3 Emissic

n Spectral Fitting
‘The emission spectra of the OPV/OPE oligomers were analyzed by the single,
average mode Franck-Condon line shape analysis as described in Chapter 1, and the

fitting example is shown in Figure 3-12. The form of equation is given by"
ves

©=3 [T () e m( )} oo

v=0

where Ey is the energy gap for the v = 0 to v'= 0 transition. It is valid in the weak
coupling limit, Eq > Sha, low temperature limit, Ao >> ksT, and assumes quantum
spacing is same in the ground and excited states. The average mode is a weighted average

of allthe modes that are coupled to the transition given by eq 3-9.
ho=Y shofys, (9
7

The spectral fitting parameters Ey, S, Avy, and ho are listed in Table 3-5.

‘These parameters can be used to calculate the vibrational overlap factors for non-radiative

* Two modes fitting:

th) (—%“) L)

0= ZS: z [(Eno"lu"“;:

Eoo + vihidy + vyheo, }
s

vv.'xDI*ﬂnZ(

(X[ mruy st |
L) =5 ((M..Ly)lgmm ©;=0)




Chapter 3 ~1%-~

decay In[FC(calc)] by using eq 3-10 in the limit of a single medium-frequency acceptor

mode.* For OPV/OPE oligomers, S and ha are the average values for contributions

from a series of stretching modes mainly C=C and C=C in character.** The solvent
and low frequency stretching and torsional modes treated classically are included in A7y 2.

__1[__hok, yEy L (A
In[FC(ealo)] = =3 —(1ooncm4)]'s'(m)+(”1) (hw ) /162 (3-10)

Ineq3-10, Ey, ho» and A¥y/, areincm’ and y is given by,
=1 ( L] ) 1 311
¥ =" 5ho, o1l
Caleulated values for In[FC(calc)] are listed in Table 3-5, they are related to the rate
constant for nonradiative decay, Ky, by,
In(knr) = Infi + In[FC(calc)] (3-12)
Po contains the  vibrationally induced electronic coupling matrix clement, which

dynamically couples the initial and final electronic states. Inf, is given by
2
cewn/n/2 )
= (e E/2 £n
ngy ( 1000 (3-13)

(8%:2)" = (A%yya); + A16kgTIn2  (-140)

and

In this case, the intrinsic bandwidih (A7), is assumed much smaller than A7y . The
magnitude of A7, can be experimentally determined by the temperature dependence
studies, which lies outside the scope of this investigation. Within the assumptions stated
above, eq 3-14 a is reduced to

(A%y/2)" = 2516kgTIn2 (3-14b)
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1200
—Exp(SL)
—— Caleulated
P Residual
2™
a
£
£ 480
20
0

Wavenumber (x10%m™)

Figure 3-12. The result from the emission spectral fitting analysis for SL by eq 3-8. The
observed emission spectrum for SL in CHCly solution at 298+3K is shown in black
The calculated spectra using eq 3-8 with Eo= 22,937 em™, S, = 1.27, Avy/; =423 e
and ho =1450 em™ is shown in red. The residual is shown in green. The fit is seen to be
adequate even though there is structure in the residuals shown in green. The largest
deviation is found at 23,000 em™ and the deviation accounts for < 10 % of the integrated
intensity.
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3.3 Discussion

‘The modular synthetic methodologies employed here allow systematic variation
of key structural components in the {R-(n-B)y-[OPV]ci-(n-B)y-R} assembly. For
example the length of the lincar assemblies and the backbone of the cruciforms can be
extended by placing OPE spacers (denoted as (-B),, where n is the number of spacers)
between the central OPV fragment and the terminal group R (where R=H or Co).
3.3.1 OPV/OPE as Chromophores: Substituent Effect

Model Compounds

1,4-Bis-decyloxy-2-dec-1-ynyl-5-ethynyl-b (DEB). The absorption and

emission spectra of monomeric DEB is shown in Figure 3-13. The absorption spectrum of

DEB is dominated by an intense structured band at 335 nm (¢ = 8010 M”'em!,

OCity

DEB

35 0 3 )
Wavenumber (x10'nm)

Figure 3-13. Absorption (black) and emi n (red) spectra for DEB in N, saturated
CHCI; solution at 298 (+3) K. The emission was obained following Ay, = 335 nm
excitation. Insert: emission at 715 nm.
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em) assigned to a So—> S transition. There is a low intensity absorption n —» » that
tails out past 400 nm. Light excitation into the Sy — i transition leads to an intense
emission band at 367 nm (¢ = 0.62, Eep = 27,250 em™) assigned to a §) - Sy radiative
transition (7~ 2 ns). The weak emission band at 715 nm tentatively assigned to a T; > S
phosphorescence.

1,4-Bis(phenylethynyDbenzene (BPEB) and Oligo(p-phenyleneethynylene)s

(OPEs).

Figure 3-14. Structure of 1.4-bi (BPEB) and oligo(p-phenyl
ethynylene)s (OPES).

‘The UV-Vis spectrum of BPEB features a series of partially resolved absorption
bands between 250 and 350 nm, with a sharp band-edge at the red end of the absorption
profile. The fluorescence shows some vibrational fine structure with peaks at 346, 362,
and 375 nm, tailing to the red.** OPEs exhibit intense absorption in the UV-Visible, which
shifted to the low energy values with increasing chain length of the OPEs. OPE are also

highly emissive. The optical spectra of OPEs are characterized by a substantial

asymmery between absorption and fluorescence, together with a very small Stokes shift.

These effects have been explained in terms of torsional disorder and quadratic coupling

between the ground and the firs e

singlet excited states, which will be discussed later.

1,d-distyrylbenzene (DSB) and Oligo(p-phenylenevinylene)s (OPVs).

1, 4-distyryl-benzene (DSB) possesses Cay symmetry and the lowest energy absorption
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band is assigned to a highly allowed 1A, 1B, (n—>n*) or Sy — S; transition (Figure
3-15). Once formed the 71— 7* excited state decays With @y ~ 1 (x~ 1 ns) with little or
no Stokes shift.

§) )

Figure 3-15. Energy diagram and structure of DSB and OPVs.

Increasing the number of styryl units from n =1 for DSB to n =10 does not
significantly change the shape of the absorption band envelope which retains the vibronic
structure, however, a systematic decrease in the energy of S — Sy transition as n is
increased."” The observation of a systematic red shift in absorption energy as the number
of monomers, n, incorporated into the oligomer increases is often observed and is
ascribed to the increased electron delocalization which lowers the energy of the 7 - *
transition. The interpretation that delocalization in oligomers decreases the transition
energy is not quite correct.

‘The dipole allowed 7 —>7* transition occurs from the HOMO to next highest
molecular orbital, in this case it is often inferred that the acceptor MO is the LUMO
‘which remains unperturbed. This would be correct if the compound was undergoing a

one-electron reduction as given by
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DSB + e~ — [DSB]™ (3-15)
and the HOMO is filled. The optical transition generates a bound exciton, where the hole
(') left in the HOMO, which generates a Coulombic attraction to the electron and
reduces the excitation energy. Therefore, the commonly held notion that as the conductive
polymer increases in size, the concomitant decrease in the band gap energy is due to
delocalization of the excited electron is incorrect. The exciton frequency  with increasing

nis given by
=, +22 3-16)
@) = o +— (3-16)

where @, is the frequency of the monomer.

Distyrylbenzene: Terminal Substituents [DSB (Ry.1)2] vs. Central Substituents
[DSB(2,5-Ryi1 )]. The asymmetry between the absorption and emission spectra in OPE
is also observed in oligo(p-phenylenevinylene)s. The exciton model for nonlinear
quadratic coupling of the torsional motions to the electronic transition as discussed above
also accounts for this anomalous feature for OPVs.

In the search for blue-light-emitting materials, the relationship between the

molecular geometry and the optical propertics of oligo(p-phenylenevinylene)s have been

investigated both and i 184246 Dye 1o the well-defined chemical

structure together with their improved solubility and processibility, rans, trans-distyryl-
benzene (DSB) and their derivatives, oligo(p-phenylenevinylene)s with short chain
lengths, have been synthesized as the model to investigate their absorption, luminescence

and electronic properties. Based on the absorption and fluorescence spectra of the DSB



derivatives with alkoxy substituents, DSB derivatives can be classified into two groups:
terminal substituted and central substituted DSB. The absorption spectra of DSB with
terminal substituents are weakly structured, while those with central substituents are
composed of two structureless broad bands with the peak energies of ~3.2 and 3.7 eV.*
Therefore, substitution to the terminal phenyl rings is predicted to be much less effective,
irrespective of the number of substituents. Furthermore, structureless spectral profiles
observed for central substituted DSB indicate that each vibronic level is strongly coupled
into the torsional motion and result in the significant broadening of each vibronic band.
According to the quadratic coupling model, this suggests that DSB with central
substituents have non-planar conformations in solution. Unlike the absorption spectra,
emission spectra with well-resolved vibronic structures are observed for all DSB
derivatives other than DSB with 2, 5-alkoxy substituents.

In order to investigate the influence of substituents in the terminal phenylene rings
of DSB, the derivatives with electron withdrawing and/or electron donating substituents
at the ortho-, meta- and para- positions of the terminal phenylene subunits are classified
into two groups. One is symmetrically substituted DSB (with two donors or two acceptors)
at para- (ortho- of meta-) position, and the other is asymmetrically substituted DSB (with

one donor and one acceptor) at para- (ortho- or mefa-) position. The asymmetrically

substituted DSB shows a significant shift towards longer wavelengths, and its vibroni
features are not clearly visible."**” Such a red shift is consistent with the fact that
donating substituents will increase the HOMO energy and withdrawing substituents will

lower the LUMO energy level, resulting in a smaller energy gap (Figure 3-16). The
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Benzene CN Benzonitrile
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Figure 3-16. MO diagram for substituted DSB by application of perturbation.

excitation for asymmetrically substituted DSB is generally dominated by the intramolecular
charge-transfer excitation, which gives a strong absorption spectrum and usually is
featureless and rather symmetrical (will be discussed in Chapter 5 and 6). The emission
spectrum of asymmetrically substituted DSB is more red shifted with no vibronic features.
The peak broadening is possibly due o the dipole-dipole interaction among the polar
‘molecules and interaction with the surrounding solvent. For the symmetrically substituted
DSB, both absorption and emission show vibronic structures, which are very similar to
that of unsubstituted DSB. With respeet to the influences of substituents in the terminal
phenylene subunits, the mera-DSB derivative exhibits a relatively blue shift in the optical
transition spectra for the absorption and emission as compared to the para- and ortho-

DSB derivatives.”***" Therefore, para- and ortho-substituents have the stabilization
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effect, which s indicated by the plot of absorption energy vs. o (p) as shown in Figure
3-17. With respect to the emission energy, substituents are less effective. This is
consistent with the evidence that the molecular structure of the excited state is more

constrained o a planar geometry.
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Figure 3-17. Dependence of optical energy (Egps and Egp) for DSB on Hammet o (p).
Data from ref 27.

To study the vibronic structure in more detail for central and terminal substituted
DSB, the Franck-Condon band shape analysis shows that the 0-0 vibronic transition is the
strongest component and the 0-0 vibronic transition energy for central substituted DSB
are lower than those for terminal substituted DSB.*" Similar to what is observed for the
absorption spectra, all emission spectra are 0-0 peaked (S < 1) and the vibronic
components have slightly narrower bandwidths than that for the absorption, which

indicates that there is a steeper potential surface for torsional motions in the excited state
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than in the ground state. The primary evidence to support this conclusion is that the
vibronic structure is more pronounced in the fluorescence spectrum than in the absorption
spectrum.
332 Electronic Coupling Between Donor and Aceeptor via the Bridge

Electronic Coupling. One of the important themes explored in this work is the
relationship between the extent of 7 bonding and the molecular donor and/or acceptor
components that make up the assembly as well as the resulting electronic properties. In
the weak coupling limit, the donor and acceptor components in the assembly display
properties that are lincar combinations of the component fragments.” In the other
extreme where the donor and acceptor components are strongly coupled, the energetics of
chemical bonds between the donor and acceptor are significantly enhanced and the

f the \blic quite distinct from those of the The extent of

coupling is dominated by the nature and the extent of % bonding interactions. In

conjugated systems such as poly-(p-phenylenevinylene), the x bonding orbitals are spread
over several nuclear coordinates, whereas & bonds tend to be localized between two
nuclear coordinates in the assembly. The ramifications of the bonding arrangements are
central 10 the electronic structure and the physical properties of the assembly. Therefore,
using the eriteria listed above, the linear assemblies lie in the weakly coupled limit in the
ground state based on the similar shape and energetics of the spectral band envelopes.

‘The cruciform systems appear to be strongly coupled systems as evidenced by the

dramatic variation of SC and LC absorption spectra respectively (Figure 3-18).
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Figure 3-18. Absorption spectra of SC (0) and LC () obtained in CHCl; at 298 +3 K.

Electronic Excited States. The spectrum of SL obtained in CHCl; solution at 298
+3 K displays two resolved bands at 401 nm (24,900 cm™; £(¥) = 1.1 x 10'M" em™) and
293 nm (34,100 cm™; £ (7) = 2.5 x 10° M"' em); whereas SC has a prominent shoulder at
390 nm (25,600 cm™; £(¥) = 5.4 x10° M cm™) and two resolved bands at 360 nm
(24,900 em; £(7) = 7.8 x 10*M™ em) and 324 nm (30,900 cm™; £(¥) = 5.4 x 10'M"
em"). A cursory inspection of the band envelopes for SL and SC indicates that the visible
spectra are dominated by 71— x* transitions (S, > 5,) as the extinction coefficients are
consistent with electric dipole allowed transitions.

‘The single configuration of one electron absorption model has provided a basis for
understanding 7> x* electronic transitions as a transition of an electron from a ground
state occupied molecular orbital to an anti-bonding acceptor orbital, ie. an So - Si

transition to form the Franck-Condon excited state. A more extensive analysis of the
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absorption spectral data through spectral deconvolution of the band envelopes for SL and
SC coupled to time dependent density functional (TD-DFT) calculations was undertaken.
The analysis described below is revealing in terms of understanding the electronic
transitions and their different oscillator strengths as well as transition energies that acerue
from the specific orbital and spin parentage inherent in the ground and excited state
wavefunctions. The TD-DFT results suggest that a more sophisticated model is required to

explain electronic transitions. The electronic transitions for SL and SC possess intensities

consistent with electric dipole allowed 7 —7* transitions (¢ (7) > 10° M em), and there
is good agreement between the experimental and calculated transition energies especially
for the HOMO-LUMO band gaps.

“The calculated FMO plots shown in Figure 3-7 encompass both the OPV and OPE

components and thus the electronic transitions between donor and acceptor MO’s cannot

be viewed as a superposition of the spectroscopic properties of the individual components.

It is not valid for the cruciform systems that the electronic coupling arguments for the
ground state in the weakly coupled limit are commonly made for systems even with
extensive & bonding. Following the discussion outlined by McCusker,” the ground and
excited state energetics as well as the corresponding transitions between states are best
described as composite multi-electronic donor (designated (¢ )) and virtual acceptor
(designated (@) states. The orbital parentage for the ¢y — @, optical excitations are
predicated on the fractional composition of FMO’s that define ¢ and ¢,. A cursory
analysis of the electron density maps clearly show the shape of spectral envelopes for SL

and SC are due to a several underlying ¢y —> @, optical excitations (Figure 3-19).



(ma*) o (@) > Py (a)

4@
LUMO HOMO - LUMO
@ (%) ¢ () > ¢y (b)
HOMO ! H-1 - LUMO (59%)
w@ o
& ) HOMO - L+1 (36%)
@ (nn*); ¢bo () > by (0)

H-1 - LUMO (32%)

HOMO > L+1 (54%)

100 )y

® @) ¢ () > ¢y (@)

Hel - L+1 (91%)

Wavemmiber (107 cu')

E s 2
LUMO : @ (@n*) o (@) > by (@)
HOMO - LUMO
@ (an*) o (b) > by (b)
HOMO

H-1 = L+1 (76%)

HOMO - L+2 (16%)

a0 ui’)

¥ )
e (10 )

Figure 3-19. The shape of spectral envelope of SC (top), and SL (bottom) along with
several underlying b —> b, optical excitations.




3.3.3 Low Frequency Torsional Modes, Evidence for Quadratic Coupling

C jonal Dynamics. Oli (OPEs) are well
documented.***** Other than essential feature of asymmetry, the absorption spectra of
OPEs show an unusual change in shape with oligomer length. The absorption band
associated with the S~y transition s broad and structureless, while the corresponding
fluorescence band is narrower and structured. In addition, the Stokes shift between
absorption and emission bands is very small. These effects have been explained in terms
of the nonlinear quadratic coupling of the torsional motions to the electronic transition

(Figure 3-20).%

Free cnergy (s7)
Frequency (")

Configuration Suscepibility
coordinate

Figure 3-20. Quadratic-coupling model. A: The ground state () and excited state (E¢)
potentials are harmonic, leading to Gaussian equilibrium population distributions in both
the ground and excited states. The potentials have different curvatures, but are not
displaced, leading to a quadratic coupling AE. B: The absorption and emission spectra
result from projecting the ground and excited state populations, respectively, onto the
coupling. Both spectra have a sharp cutoff at low frequency, but they have different
high-frequency tails (upper, absorption; lower, emission). Reproduced from ref *. C:
Representation of the quadratic coupling in three-dimension.




“The spectral asymmetry between the absorption and emission spectra of these two

ground and excited states of these materials (Figure 3-21). More constrained to a planar

geometry in the excited state is due to the effect of quinoidal/cumulenic configurations.

\
state systems have been ascribed to significant conformational changes between the

Therefore, the So—>S; absorption spectrum is generated from many  superimposed

torsionally excited initial states and gives rise to broad subbands. In the excited electronic

state, the rotation barrier of the phenyl rings is substantially higher than that in the ground

electronic state. Therefore, the excited state relaxes toward a planar structure, and this

causes the emission spectrum to be narrower than the absorption spectrum and to be

vibrationally resolved.

Figure 321 Vibrational transitions in absorption and ef

Absorption (a.u

120
E(x10°cm )

iion within the harmonic

Condon approximation. (A) coupling in a double-bond stretching mode, (B) coupling ina

ring-torsional mode, (C) coupling in both modes, adapted from ref"
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The effect of torsional disorder on the fluorescence intensity is also strongly
dependent on the nature of the substituent on the phenyl groups. This has been
qualitatively discussed in term of the excitonic nature of the S, state.”* For linear and
cruciform OPV/OPE oligomers discussed in this thesis, the phenyl moiety has two alkoxy
substituents at 2 and 5 meta- positions where two alkoxy substituents are in para- position
10 each other. In this case, the So— S transition dipole moment of alkoxy substituted
phenylencethynylene (ROPE) has been reported not to be aligned along the long-axis of
the molecule defined by the triple bond. If the molecule is torsionally disordered, the
short-axis components of the monomeric transition dipoles are randomly oriented and
then cancel. Therefore, the total dipole moment is only from the contribution of the
long-axis components (Figure 3-22). However, if the oligomer is planar, both the long-
and short-axis components interact and the total dipole moment will be larger than that

with torsional disorder. Considering the bulkiness of CjoH O substituents, such a planar

—_—

>— - -

Figure 3-22. The exciton model for OPEs (top) and RO substituted OPES (bottom). The
short arrows are the transition dipole moments of the monomeric units and the long
arrows are the transition dipole moment of the oligomers, adapted from ref **.




geometry is strongly disfavored by steric hindrance relatively to the other, and then the
oscillator strength of the OPE would no longer depend on the torsional disorder.
334 Non-radiative Decay and Energy Gap Law

The increased energy gap results in a decrease in the non-radiative decay rate

constant as predicted qualitatively by the energy gap law in the form,

E
(@) = ey X exp. (S:;M) G17)

By using the quantitative relationship in eq 3-17 and the spectral fitting parameters in Table
3-5, the analysis indicates that the fundamental photophysical behavior of the DSB excited
state is essentially unchanged by the placement of substituents in 1.4 positions. Excited
state decay kinetics and inefficient photochemistry in solution is evidence for a related
pattern of photophysical events in stilbene, and DSB as proposed above, following its
formation by photoinduced cis-rrans isomerization.

Electronic Coupling in Rotamers. Steric interaction leads to a dihedral angle
between rings. When the rings are in a perpendicular position with dihedral angle being

90, there i no steric interaction, but th I

P, orbitals from the other P, orbitals in the phenylene ring. Steric interaction varies with

torsion about the single bond between phenylene and vinylene subunits. I eq 3-18,

(3-18)

f the stilbene leading ion of the n* level results i reduction



of a single ring, which then cause the bond length change (Aq) and clectron-clectron
vepulsion. To minimize Aq and electron-clectron repulsion, the ring will undergo resonance
stabilization, which spreads the excited electron in the n* over a large set of nuclear
coordinates. For stilbene, the resonance stabilization derived from the lincar combination
of two P, orbitals, one from the phenylene and the other from the olefin subunit, is given by
(2P,I2P,) = K? (27“ = L) exp (- ZL/2a)]cosd (3-19)
Where K is a constant, a i the Bohr radius, L is distance between the atoms and 0 is the
angle between the z-axes. L is the bond length, about 1.35 A. Eq 3-19 reveals that the
clectronic. coupling between the phenylene and vinylene subunit fluctuates with the

torsion angle, as shown in Figure 3-23.
»
w

0 45 90 13 180 25 20 315 30

<2p:|2P> (a.u.)

“Torsion angle (9), degree

Figure 3-23. Plot of the clectron-clectron repulsion vs. torsional angles in stilbene.



3.4 Conclusions

Detailed analysis of the absorption and emission spectra of cruciform (SC), linear

(SL) and H-mer (SH) has been performed and the data show the following trends.

1 8

The absorption spectral manifolds arise due to a superposition of underlying 7 —>

7+ transitions that are best described as composite multi-electronic donor and

acceplor states.

The pattern of transitions and the orbital contribution for each transition observed

for SC, SL and SH are similar in energy, but the intensities of the underlying

absorption bands depend on the placement of the OPE components.

The absorption bands are broadened due to a distribution of rotamers in the ground

state. The asymmetry between the absorption and the emission spectra are consistent

with the quadratic coupling model of Berg.

Spectral fitting of the emission bands shows:

> Sy (Huang Rhys Factor) systematically decreases as more OPE monomers are
introduced to lengthen the bridge.

»  With OPE incorporated he increases due to the participation of C=C
vibrational modes in the excited state decay.

> The electron redistribution in the excited state does not dramatically change

the dipole moments Afi. Therefore, the solvent reorganization energy is small.
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Chapter 4

Electron Transfer vs. Energy Transfer in Bisfullerene

Terminated OPV/OPE Oligomers

Overview
The goal of this chapter is to understand the structural, electronic and vibronic
parameters that govern the photo-induced electron and energy iransfer in the bridged

CoSystems [A-(n-B)cr-A].
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4.1 Introduction

The absorption of sunlight by plants and bacteria initiates photosynthesis. which

eventually results in the conversion of carbon dioxide and water into carbohydrates,
oxygen, and energy (ATP). The energy absorption, transduction and the stepwise electron
transfer over a series of redox-active cofactors are controlled through a series of spatially

arranged chromophores that are electronically coupled to produce a trans-membrane

gradient such that energy s converted into an electrochemi

1 potential in the form of
charge separation across the cell membrane. To develop synthetic and engineering
methods for extending the biological processes to synthetic systems, spatial precision is
critical to this energy transfer process and therefore extensive work has explored the
synthesis and characterization of modular architectures where photoactive components
are linked together covalently in a precise manner."> Applying organic or inorganic
synthetic methodologies to covalently couple donor and acceptor molecules eliminates
the limitation of diffusion. It also allows one to systematically probe how the chain
architecture, distance between donor and acceptor, and differences in their energy levels

affect energy transfer and charge separation.

4.1.1 The Electron Transfer ism in Donor-Bridge-Acceptor System:

Designing and developing effective molecular electronic devices and polymeric

electron-transfer materials depends on understanding the details of the electron-transfer
mechanism. Intense experimental and theoretical efforts have been devoted to exploring
the mechanism of bridge-mediated long-range charge transfer (donor-bridge-acceptor,

DBA) where the separation of the donor (D) and acceptor (A) greatly exceeds the range




of direct donor-acceptor electronic overlap. How does the rate of charge transfer depend

on the nature of the bridge connecting the donor and the acceptor? It has been long
recognized that charge transfer in a donor-bridge-acceptor system may proceed via two

distinct it a ination of these isms.*"" In the confi ion where

the bridge-state energy is higher than the donor/acceptor-state energy, electron transfer
occurs by quantum-mechanical tunneling from the donor to the acceptor. The role of the

bridge is to mediate the electronic coupling V4 between the donor and acceptor. This i

known as the superexchange mechanism. On the contrary, when the donor/acceptor and
bridge energies are on the order of kpT. the bridge acts as a quantum wire and the
electron hops from one site to its nearest neighbor and then through the whole bridge,
ultimately reducing the acceptor. This sequential electron transport mechanism is known

as the hopping mechanism. The effects of the bridge, the energy gap between the

and the bridge, the i energies, and the temperature on the
competition between these two mechanisms have been investigated. Only recently was
the partially coherent hopping mechanism introduced as an intermediate between the two

conventional mechanisms.'>"* The p:

ly coherent hopping mechanism  includes
pathways that make incoherent and coherent jumps between states in a single path, and it
is different from the superexchange pathways where bridges function solely as a virtual
bridge. Therefore, charge transfer processes that are dominated by pathways through any
bridge state in the system are referred as a through-bridge mechanism. For a system with
more than one consceutive bridge state, the through-bridge mechanism consists of the

incoherent nearest neighbor hopping pathways and the next-nearest neighbor hopping



pathways.'®
4.1.2 Exponential Distance Dependence of Bridge-Mediated Electron Transfer

“The dynamics of photoinduced ET in D-B-A systems are known to depend on the
length and nature of the bridge.""” The ET rate is govemed by the through-bond
electronic coupling Vp, and displays an exponential dependence on the D-A. distance
described by eq 4-1. The derivation of the exponential relationship can be presented in
several ways; in a chemical context, McConnell, who used perturbation theory to discuss
superexchange mixing of donor and acceptor sites by intervening orbitals, gave the first
important derivation."

ker(roa) = ko exp(=Brpa) @1
where kois a temperature-dependent prefactor, rpsis the D-A separation, and
characterizes the steepness of the experimental distance dependence. The values of £
for D-B-A systems vary with the nature of the bridge. The distance dependence of Ky
originates from both the electronic coupling and the Franck-Condon vibrational overlap
factors in eq 4-2,
Kerlro) = S W) PFCGo) (42

and it is difficult i 1o separate the ibution from the

induced electronic coupling and vibrational overlap in FC(rp4). The electronie coupling
is of the exchange type and is related to orbital overlaps it is generally believed to decay
exponentially with distance 7, and is characterized by the decay exponent f° (eq 4-3).

o) )

Woatron)I? = Wiaexp




In eq 4-3, V3, is the electronic coupling at contact distance, and B is an attenuation
factor characteristic of the intervening medium. The Franck-Condon factors may also
introduce distance dependence to the ET rate (for example, through the distance
dependence of reorganization energy), so /2 and ¢ do not need to be identical. In

and

addition, the electronic coupling also depends on the interactions among bridge
the inverse of the energy gap between the relevant bridge and donor states, expressed as:

7

8Vea (@)"‘"

Voa(ron) 2

@4

AE

where AE is the energy gap between the donor and bridge unit, vy is the nearest
neighbor interaction element, and m is the repeating number of identical units of the
bridge. From the McConnell model, the value of B¢ is expected to vary with the

donor-bridge energy gap as described in eq 4-5.

@-5)

where 7, is the (hypothetical) length of the repeating unit of the bridge. In the limit where
Voun/AE 1, the exponential distance dependence is predicted by eq 4-4. In D-B-A
systems with n-conjugated bridges, it is difficult to dissect the bridge into well-defined
chain units and the validity of eq 4-3 and 4-4 might be questioned. In general, the value of
i regarded as the bridge-specific parameter. However, f is not a bridge specific
parameter for -conjugated bridges. Albinsson ef al. have experimentally investigated the
bridge mediated electronic coupling in D-B-A systems with different bridging structures.
In parallel to the experimental studies, they also developed DFT-based quantum

mechanical method to caleulate the electronic coupling for ET and triplet energy transfer



(TET). Calculating the values of Vp, for oligo(p-phenylencethynylene) (OPE) bridges
with edge-edge separation between 12 and 37 A (m = 2-5) and the linear fit of InVp, vs.
Toa gave the B¢ values. This shows that B¢ is sensitive to the appended donor and
acceptor, and thus is not a bridge-specific parameter as described in eq 4-5.'" The

approximate exponential dependence on distance found for the OPE bridges was also

observed for oligo(thi (OTP) and oligo(p i (OPV) bridges ™
However, for the bridges with non-aromatic repeating structures, oligo(ethylene) (OF),
phenyl end capped oligo(ethylene) (Ph-OE), oligo(vinylene) (OV), and phenyl end
capped oligo(vinylene) (Ph-OV), different behavior was observed and show distinct
non-exponential distance dependence.”’ Clearly, the McConnell superexchange model
cannot be used for these bridges.

In contrast to the superexchange mechanism, the bridge is dissected into subunits,
which is demanded in the electron hopping mechanism. The electronic interaction
between the donor, the bridge, and the acceptor can be divided into several components:
the interaction of the donor with the first unit of the bridge Vpp, . the successive
interactions of two different bridging units Vg,s,. Va,s,-.. and finally the interaction
between the last bridging unit and the acceptor V4. The electronic coupling between
two redox sites connected by a single covalent bridge is given by eq 4-6.2"

Vou = Voo, Veua £ @5, @y, /Ep = Ege) (@6)
where Vpg, . Vg, are the coupling elements between the orbitals of the donor/acceptor
and the atomic orbitals of the adjacent bridge atoms, B, and B, respectively. ag,,. and

ap,, are the orbital coefficients of the vth bridge molecular orbitals at the atoms



bonded to D and A. Ep, is the energy of the vth molecular orbital of the bridge, and the
summation is over the molecular orbitals of the bridge. Applying the Gamow tunneling
|2

model,”* which describes the electronic interaction between two centers in terms of a

single tunneling barrier of width 75,4 and height AE, the electronic coupling

Vou = 3 exp(~mVaE 19,) @7

where @ is a system specific parameter related to the donor-bridge coupling but not
dependent on 7ps, and m is related to the effective mass of the virtual tunncling
electron(s). Eq 4-7 can qualitatively describe the anomalous behavior of the OE, Ph-OE,
OV, and Ph-OV bridges as well as the normal exponential behavior of the OPE. OPV,
and OTP bridges.

From eq 4-7, the electronic coupling increases rapidly with small values of AZ.
‘This behavior is expected because at near degeneracy the energy gap is so small that this

might lead to very strong electroni between the donor and the bridge. In such a

situation (AE < 3000 em), a non-coherent hopping mechanism is difficult to avoid and
the rate for ET is no longer dictated by the direct superexchange mechanism between the
donor and acceptor, but through a relay mechanism involving the density of states

populated at the bridge.”*

In summary, ET in D-B-A systems is governed by the superexchange mechanism
for shorter bridges and by the sequential hopping mechanism for longer bridges. The ET
rate of coherent superexchange exponentially decreases with the distance between states

while the ET rate of incoherent hopping is more or less independent on the distance.




4.1.3 Solvent Mediated Superexchange in Donor-Bridge-Acceptor Molecule

In the superexchange mechanism, indirect mixing of the donor and acceptor
‘wavefunctions through the orbitals located between the donor and acceptor may enhance
long distance electron transfer (or simply charge transfer for cither charge). This raises
the possibility that solvent molecules may also mediate electron transfer. For electron
transfer reactions in the nonadiabatic limit, the rate constant of electron transfer, ker. is
given by

ker = zT"lvl*rcwv (4-8)

V] is the donor/acceptor electronic coupling, and FCWD is the Franck-Condon weighted
density of states, which accounts for the nuclear rearrangement that must precede the
electron tunneling event. The single mode semiclassical expression for the FCWD model
interacts with the solvent classically and treats solute vibrations using a single cffective

medium- or high-frequency (or averaged) mode. The rate constant s expressed as:

2 & s
gy = T" Wi TZ exp(-S) T exp{- (o +AG° + nhv)?/4dkaT]}  (49)

1
Vart T
“This equation describes the electron transfer rate constant using four principle parameters:
AG® (the change in Gibbs free energy of reaction), 4, (low-frequency primarily solvent
reorganization energy). A; (medium- or high-frequency primarily solute reorganization
energy), v (the effective frequency of the quantum mechanical mode), and |V (donor/
acceptor electronic coupling). S (the Huang-Rhys factor) is defined as:

sml 4-10)
e 4-10)
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A; and v can be estimated from the analysis of charge-transfer absorption and emi
spectra. 22

Solvent can mediate electron transfer in superexchange process by enhancing the
total electronic coupling, |V|.***" Napper ef al. demonstrated that the electronic coupling
for C-shaped molecules in solvent with more positive electron affinities (more readily

accept an electron) is larger than that in solvent with more negative electron affinities

(less readily accept an electron). The electronic coupling [V]in an solvent-mediated

superexchange process is given by:”

Hp-sHsa

Eprs-2 = Ep-sa

4]

@11

where Ep-sy and Epes-y are the energies of the transition state and the vertically

displaced. superexchange state (D*S”A). Hpss and Hsy are the donor/solvent and

ve values of

exchange integrals, respectively. A solvent with more po

EA, (vertical electron affinitics) is predicted to stabilize the superexchange state D*S~A
and the total electronic coupling depends on the energetic difference between Epes—s
and Epesy. In addition, the value of the electronic coupling is also dependent on the

ability of the solvent molecules to be oriented between the donor and the acceptor to

maximize the |V]. The more highly substituted solvents are less accessible to geometries

with good electronic wavefunction overlap between the donor and acceptor, and then less

effective for mediating electron transfer.

Electron transfer reactions involve changes in the overall charges in the donor and

acceptor moieties. The stability of the charged species depends on the nature of the



solvent, which undergo rotational and translational motions to partially screen the charge

and energetically stabilize the redox-separated state. The rate constant of electron transfer
given by eq 4-9 can be modulated by the Franck-Condon factor that depends on the
reaction free energy, solvent reorganization energy, and nuclear vibrational frequency.
Both the reaction free energy and the solvent reorganization energy are functions of the
solvent, therefore, the electron transfer rate constant also depends on the solvent.**? For
the electron transfer in a high polar solvent, a dielectric continuum model for the
solute-solvent interaction is used to estimate AG® and 2,. In the continuum model, the
charge-separated state is treated as a point dipole ji embedded in a spherical cavity and
the solvent s treated as a continuum with bulk dielectric properties. The solvent

reorganization energy (4,) is given by a modification of the Born equation.”

@
?3(2554-1 n? + ) 12

2o(cont) =

where a, is the effective cavity radius, €, is the static dielectric constant of the solvent,

and # is the refractive index of the solvent. The Gibbs free energy

T [A_Z €—1
s (55w

s given by

where AGZ is the reaction Gibbs free energy in the absence of solvation.

For weak dipolar solvents and especially for aromatic solvents where quadrupole
interactions are important, Matyushov developed a molecular approach that treats the
solute and solvent molecules as polarizable spheres with embedded point dipole moments.

and, in the case of an aromatic solvent, with an embedded point quadrupole moment. The




reorganization energy is expressed as a sum of three terms:
Ao = A+ Aina + Aaisp “14)
where , is the solvent reorganization arising from electrostatic interactions, Aqug  is the
contribution from induction forces, and Agis, from dispersion interactions. The reaction
free energy is given as a sum of four components.
AG® = MGG + G +AGhy +AGSs, (*15)

where AGy, is defined as above and the other three terms are from solvation effects.

ina

The electrostatic and induction terms, AGY and AGS,, make the dominant contributions
o the solvent reorganization energy and the dispersion term AGg, plays a minor role
and may be neglected.

4.4 The Effect of the Donor-Bridge Energy Gap on the ET Mechanism

Electron transfer reactions in donor-bridge-acceptor molecules that occur by
means of superexchange interaction depend on the vertical energy gap separating the
donor and the bridge. This dependence modulates the electronic coupling matrix element
for ET, and hence the ET rate. The governing mechanism changes from incoherent
hopping to partially coherent hopping and eventually to coherent superexchange as the
donor-bridge energy gap becomes large. A perturbative calculation of the electron
tunneling matrix element V4 described by McConnell dependent on electronic coupling
constants between nearest neighbor states and the energy gap can estimate the effective
superexchange coupling constant. However, it is unclear how these parameters determine

the dominant type of overall ransfer mechanism.




To explore the electron-transfer mechanism as a function of the donor-bridge
energy gap while the electronic coupling strength between the states remaining as a

constant, Marcus theory and ion pair energetics based on the electrostatic interaction can

Chapt

be used for analysis. An accurate assessment of the free energies of the ion pairs, AGfy.

can be caleulated by using an expression derived by Weller based on the Bor diclectric

continuum model.* This model employs the redox potentials of the donor and acceptor |
\

determined in a polar solvent along with the Born solvation energies of both ions in the

low polarity solvent of interest, given by

¢ e 11y 1
860 = ¢(Bos — Bops) — L 4
i = e(Box = Bneo) = grc o7 ey (ZR,, iz zﬂ,) (s, s;) {a.16)

where Eoy and Eggp are the oxidation potential of the donor and the reduction potential of

the acceptor, ¢ is the charge of the electron, € is the static dielectric constant of the
solvent used for the spectroscopic measurements, and € is the dielectric constant of the

solvent used for the electrochemical measurements. Rp is the distance from center-to-

center of the donor and acceptor, and Ro and Ry are the spherical radii of the donor and
acceplor, respectively. The free energies for the CS reactions are determined from
Gy using eq 4-16 and eq 4-17.

G = AGS, — B, @17

AGE = - 86}y (@18)
where E§ is the lowest excited-state energy of the donor, which is derived from the
average energy of the 0-0 absorption and fluorescence maxima of the donor. The energy

seale used in these equations assumes that zero corresponds to the energy of the ground



state molecule. Again from dielectric continuum theory,™ Marcus showed that 2, can be

approximated from eq 4-19:

e? 1 1 161 1
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where €, is the optical dilectric constant of the solvent and the remaining parameters
are defined above. The temperature dependence of 2, is due to that of € and € as well
as the change of solvent viscosity as a function of temperature. Semiclassical electron
transfer theory shows that the electron transfer rate constant, kgr., depends on the
electronic coupling matrix element Vp, for the reaction and the free energy of reaction
G as expressed by eq 4-9. Therefore, eq 4-9, along with eqs 4-16~19 can be used to

estimate the kcs.

‘The true value of AE might not be known, as it includes virtual states of the bridge,
but could be approximated by calculations.***” The suggested AE can been calculated as
AE = e(Efy — Efen) — Efo 420

At the simplest level of analysis, the photo-initiated, long distance CS in a D-B-A system
can be viewed as the movement of an electron between the LUMOs of the donor, bridge,
and acceptor. Photon absorption results in the promotion of an electron from the HOMO
of the donor into its LUMO, and then electron moves to the LUMO of the acceptor with
the assistance of the LUMO of the bridge. In the superexchange mechanism, the bridge
LUMO acts as a virtual state with no significant electronic population during the ET. In

the hopping mechanism, the electron will physically locate at the bridge for a short time
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before appearing in the LUMO of the acceptor. Two general methods can be employed
for estimating the LUMO energies for donor and bridge."’* First, by using the pairing
theorem, the LUMO energy of an organic molecule can be approximated as the sum of its
excited state energy and oxidation potential. The second method for calculating the LUMO
energies of the donor and bridge uses semi-empirical molecular orbital calculations.

From the analysis, the conclusion can be drawn that the donor-bridge energy gap
can play a significant role in the ET dynamics of molecular D-B-A systems. This energy
gap usually plays a role in Vi, the electronic coupling matrix clement between the donor

and acceptor. Conventional wisdom holds that the ET reaction in intramolecular D-B-A

molecules oceurs by a superexchange mechanism that uses virtual orbitals of the bridge.
When the donor-bridge energy gap becomes smaller, reaching a critical value, the
donor-to-acceptor ET reaction changes from a superexchange mechanism to a charge
hopping mechanism.*

In addition, using redox potentials to calculate AE may yield an underestimation
of this barrier because AZ is calculated from the energy of the relaxed radical species
whereas the true energy barrier concerns the unrelaxed energy levels. The electron or hole
never resides on the bridge in superexchange process, but tunnels through it. The
difference between the virtual level and those calculated from redox potentials and the
Eg level is small if AE is large. Conversely, the difference between the true barrier and
the calculated one can become significant if AE is small.

4.1.5 Effect of Torsional Motion on ET Rates

The exact nature of the electron-transfer excited states is sensitive to the torsion




.

angles in the donor/bridge and bridge/acceptor pairs.***! Torsional motions will primarily

affect the electronic coupling between adjacent electronic sites, and will impart an angular
dependence 1o Vyuy (m, n nearest neighbors) by
Viun = Vincose @21

where ¢ is the torsional angle and 3, is the electronic coupling between sites m and
at ¢ = 0", If s temperature dependent, this will impart a temperature dependence to
Vp that may override the normal Arrhenius-like temperature dependence of ker expected
from semiclassical ET theory. Since the clectron transfer is sensitive to the torsional
motion, the rate of electron transfer may be controlled primarily by intramolecular
torsions. These molecular motions can have a profound effect on the ability of conjugated

molecules to transport an electron for a long distance.**

4.1.6 Effect of Donor-Acceptor Orientation on ET Rates

Rapid electron transfer requires optimizing the parameters in eq 4-9 that are a
function of the molecular design. The electronic coupling of the reactant state and the
product state, |V, s a function of the overlap of the donor and the acceptor orbitals. This
in tum depends on the energetic, spatial geometric and the symmetry factors. In most
covalently linked donor-acceptor systems, the electronic coupling via a superexchange
interaction may be partitioned into a through-bond component that involves the bonds of
the bridge between the donor and aceeptor, a direct through-space interaction between the
donor and acceptor, and a superexchange interaction through the intervening solvent

molecules between the donor and acceptor moieties. Therefore, the orientation dependence



of the electron transfer rate is due to a combination of through-space and through-sol

couplings X354

4.1.7 Covalently Linked System Containing Fullerene (Cgr)

A significant challenge for artificial photosynthesis is to achieve a long-lived
charge separation state and prevent the charge recombination. One way to address this
challenge is to integrate successive energy gradients into covalently linked molecular
assemblies that will quickly shuttle electrons away from the excitation site to more stable
sites. Fullerene (Ceo) as the electron acceptor has recently be used to construct such
assemblies.** The combination of Ceo with m-conjugated oligomers for the construction of
donor-Ceg arrays is of particular interest. The unique three-dimensional structure of Cgo
and the facile electron acceptance (up to six electrons) make it a good candidate as the

electron acceptor with the first reduction potential similar to that of benzoquinones, which

are typical electron acceptors in both natural and artificial photosynthetic systems.

In the natural photosynthetic reaction center, the forward electron transfer is
regulated to be much faster than the back electron transfer, resulting in the production of
long-lived final charge-separated state with an almost 100% quantum  yield. The
reorganization energy (4) has a decisive impact on the realization of such a situation. To
optimize the efficiency of forward electron transfer vs. back electron transfer, the Marcus

parabolic curve for electron transfer gives an insight into the importance of reorganization

energy. As the free energy change (AGgr) becomes more negative, the electron transfer

rate increases (normal region) unil it reaches a maximum point where ~AGg

However, as the free energy change becomes more negative, the electron transfer rate



ed for

decreases (inverted region). For the photosynthetic electron transfer, A is opti
each electron transfer process. That is, the forward clectron transfer proceeds under
optimal conditions near the maximum point of the Marcus parabola, whereas the highly

exergonic and energy-wasting process of back electron transfer is shified into the inverted

region. In i ic models such as porphyrin-quinone and diporphyrin
dyads, the reorganization energy is controlled mainly by the surrounding solvent. Given
two electron transfer systems in which the controlling factors, the free energy change and
the electronic coupling, are identical, a smaller reorganization energy would make the

forward and back electron transfer processes with a smaller A faster and slower,

%
1

respectively, than the corresponding processes with a larger A as shown in Figure 4
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Figure 4-1. Parabolic curves for electron transfer of donor-Cy and donor-quinone systems.

Donor-acceptor systems containing Ceo feature relatively rapid photoinduced
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charge separation and relatively slow charge recombination. ™ Such behavior is
rationalized by either large electronic coupling for the photo-induced charge separation
and a small one for the charge recombination or a small reorganization energy.**** The
reorganization energy is the sum of a solvent term (4,) and a vibrational term (,). The
unit charge in Cg; is highly delocalized over the three-dimensional carbon framework of
Ce0. 50 that the charge density of each carbon in Cg is much smaller than that of typical
two-dimensional 7 acceptors, causing the solvent reorganization energy of Cgo 1o be
smaller. Solvent reorganization energy is a function of charge separation distance and
solvent polarity (eq 4-19). To realize the smallest reorganization energy in artificial
photosystems, the solvent reorganization energy is expected to decrease when the donor
and acceptor are fixed in close proximity and solvent polarity decreases. In addition.
similar small reorganization energies are obtained for Ce-based donor-acceptor systems
in the solid state. These systems also demonstrate the charge recombination to yield the
triplet excited state, rather than the molecular ground state.’"? Therefore, Cgo is a
potential component for constructing artificial photosynthetic systems.

4.1.8 n-Conjugated Polymers or Deriva

es as Bridges

In m-conjugated polymers, the chemical bonding leads to one unpaired electron
(the 7-electron) per carbon atom in which the carbon orbitals are in the sp’p,
configuration and the orbitals of successive carbon atoms along the backbone overlap.

Therefore, n-bonding leads to electron delocalization along the backbone of the polymer,

and this electronic delocalization provides the “highway” for charge mobility along the

backbone of the polymer chain. The electronic structure in conducting polymers is
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determined by the chain symmetry (i.e. the number and kind of atoms within the repeat
unit). As a result, such polymers can exhibit semiconducting or even metallic properties.
‘The discovery of photoinduced electron transfer in composites of 7-conjugated polymers
possessing electron donating properties and fullerene Cyo, having an electron accepting
character, opened a number of new opportunities for z-conjugated polymers.**** These
studies demonstrated that the electron transfer rate (>10'* s™') is several orders of
magnitude larger than any competing decay process, and the quantum efficiency of the
electron transfer process is close to unit.***’ Once the photoexcited electron is transferred
1o an acceptor unit, the resulting cation radical species on the conjugated polymer
backbone is relatively stable.*’ The forward to reverse asymmetry of the photoinduced
charge separation in the m-conjugated polymer-Ceq system is remarkable; this asymmetry
is orders of magnitude greater than that observed in the photosynthesis of green plants.
Using m-conjugated polymers in conjunction with a molecular electron acceptor to
achieve the long-lived charge separation is based on the stability of the photoinduced
nonlinear excitations (such as polarons) on the conjugated polymer backbone. A
comprehensive study was undertaken on the theoretical investigation of electronic
structure and photophysical properties of n-conjugated polymers such as oligo(p-

(OPE).""** OPEs have a

(OPV) and

high fluorescence quantum yield and are considered to be less conjugated than OPVs due
o the presence of the carbon-carbon triple bonds. The introduction of alkyl or alkyloxy
groups at the peripheral positions of OPV is shown to modify the photophysical behavior

of the compounds.®* Hybrid conjugated aromatic polymers, having carbon-carbon double



and triple bonds, could be of interest because they combine high quantum yields of
fluorescence as found for OPE with suitability and stability as found in the case of OPV.
Therefore, it is reasonable to consider electron transfer from the photoexcited n-conjugated

polymer to C.



42 Results
42,1 Structure of OPV/OPE Oligomers and Bisfullerene Terminated Assemblies

“The modular synthetic methodologies described in the previous chapter allowed
the systematic variation of key structural components in the H terminated OPV/OPE
chromophoric bridges. The placement of Ceq in the assemblies yields new chromophore-
quencher dyads that possess dumb-bell topologies as illustrated in Scheme 4-1.

The chromophore-quencher assemblies consist of two parts, an OPV/OPE
chromophoric bridge and a Cyg electron acceptor. These systems undergo photoinduced
electron/energy transfer cascades to yield charge-separation states as well as other excited
state products. In this chapter the systematic steady state and time resolved spectroscopic
investigations conducted on the OPV/OPE family of chromophore-quencher are described.

“The detailed analyses of the spectroscopic data provide insight into the factors that dictate:

OCutty
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Scheme 4-1. The structure of OPV/OPE oligomers and bisfullerene terminated OPV/OPE

oligomers.




the excited state dynamics from which correlations between the structure and electronic

properties may be derived.

4.2.2 Radiative Processes of DEB and Co-DEB

The Absorption and Emission of 14-Bis-decyloxy-2-dec-1-ynyl-5-ethynyl-
benzene (DEB). The absorption and emission spectra of DEB are shown in Figure 4-2.
Briefly, light excitation into the So->S; transition at 346 nm gives rise to an intense
emission at 367 nm (27,250 em™) with (b= 0.62 and a lifetime of ~ 2 ns reasonably
assigned t0 a 5, fluorescence band. There is another radiative transition at 715 nm,
assigned to 715y phosphorescence band.
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Figure 4-2. The transient absorption difference spectrum of DEB (s) obtained
immediately following pulsed laser excitation at 355 nm (5 ns fwhm) in Ny saturated
CHCI solution at 298 (+ 3) K. The solid green line is for illustrative purposes only. Also
plotted is absorption (blue dot ling) and emission (red dot line) spectra of DEB
respectively in N; saturated CHCl; solution at 298 (+3) K. The corrected emission
spectra was acquired with A= 350 nm excitation, and normalized with the absorption
‘maxima of the S-S, for llustrative purposes.
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Transient Absorption of DEB. Also shown in Figure 4-2 is the transient
absorption difference spectrum (TA) obtained at 1 = 0 following pulsed laser excitation at
355 nm. The DEB transient absorption difference spectrum is characterized by two
prompt positive absorptions at ~ 350 nm (28,600 cm”) and 630 nm (15,900 cm)
respectively. The spectrum evolves in time and retums to the baseline with single
exponential decay kinetics independent on the monitoring wavelength. Non-linear least
square analyses of the time resolved absorption data using eq 4-22.

A4, = 8Aq exp(=kt) + y, @22)
‘where 44, and A4, are changes in transient absorbance at time ¢ and 0 afier flash,  the
decay rate constant, and y, an appropriate fixed number close to the asymptotic value of
A4, variable for large ¢ values. The analyses yield the observed rate constant k = 2.5 (
0.5)x10° s (=4 (+ 0.8) us), assigned to *DEB* based excited state decay. Two transient
absorption bands are assigned to 7; =7, at 323 =350 nm, and a lower energy 7} -7 at
2498 = 630 nm. The combination of steady state and time-resolved absorption and
emission spectroscopic data are consistent with the suggested mechanistic model shown
in Figure 4-3. The spectroscopic observation of a long-lived triplet state in the absence of
an obvious source of spin-orbit coupling provides evidence that the alkoxy substituents
play a significant role in the excited state relaxation of the S state by mediating
intersystem crossing to the triplet state as shown in eq 4-23 (El-Sayed's rules). The

n->x transition is clearly resolved in the ground state absorption spectrum at ~ 400 nm.

1(x,%)* — '(n, %) — 3(x,7x)" (4-23)
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Figure 4-3. Schematic energy level diagram illustrating the energetics of the singlet and
triplet states.

The Absorption and Emission of Ce-DEB. The absorption spectrum of Cgo-DEB

in Figure 4-4 is adequately modeled as a linear combination of the DEB and Cg

respectively. This suggests a weak electronic interaction between DEB and Cgoin the
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Figure 4-4. Absorption (#) and emission (0) spectra of Cgg-DEB acquired in N5 saturated
CHCI; at 298 (+3) K in comparison with the absorption (blue dot linc) and emission
(green dot line) acquired under the same condition.



ground state, in agreement with other analogous systems described by Schuster®* and
Tour.* DFT calculations by Zhao are consistent with the HOMO localized on DEB and
LUMO on Cg.*” Emission at 715 nm is assigned to 'Cgo excited state decay with a
lifetime about 1.5 ns, in agreement with the reported lifetime for pristine C;o.**” Based
on the ¢ for DEB and Ce-DEB, the DEB based emission is significantly quenched
(¢(Coo~DEB)/dby (DEB) = 107%).

Franck-Condon (FC) Excited State. The FC state possesses the electronic
structure of the '(m,7)* state, but the nuclear and solvent coordinates are still in the
ground state configurations as electronic motion is much faster than the vibrational or

nuclear motion. The Stokes shift between the absorbing and emi given by

Eabs = Eem =22¢ (424)
where A, is the total reorganization energy. which is the sum of the vibrational (&) and
solvent (2,) reorganization energies respectively. The Stokes shift of ~ 3100 cm™ is
consistent with the transition with high charge transfer character between the ground state
and the lowest-lying excited state.

Transient Absorption of C-DEB. The transient absorption difference spectrum
for Ceo-DEB obtained in N, saturated CHCl; solution following 335 nm (5 ns fivhm)
pulsed laser excitation is shown in Figure 4-5. Immediately following excitation, there are
at least four prompt positive transient absorptions, two of which are well resolved with
292 at 400 nm (25,000 cm™') and 730 nm (13,700 cm™). Another two relatively weak

absorptions are at 500 nm (20,000 em) and 600 nm (16,700 em) respectively. All
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Figure 4-5. Absorption spectrum (blue dot line) and emission (red dot lin) spectra of
DEB-Cqy respectively in Ny saturated CHCIy solution at 298 (+3) K. The corrected
emission spectra was acquired with 2 = 350 nm excitation, and normalized with the
absorption maxima of the Sy—>S for illustrative purposes as in Figure 4-2. Also plotted is
the transient absorption difference spectrum of DEB-Ceg (green #) obtained immediately
following 355 nm pulsed excitation in N, saturated CHCI; solution at 298 (+3) K. The
solid green line is for illustrative purposes only.
absorption bands decay with single exponential kinetics to pre-excitation values
independent on the monitoring wavelength. The absorption at 600 nm is assigned as 7
—Tytransition of DEB by comparison with the difference spectrum of DEB (Figure 4-3).
‘The other three absorptions at 400, 500 and 730 nm are assigned as the excited state
absorption of 3Co.”"™
423 Radiative Processes of SC-(Cga) and LC(Cao)z

Absorption Spectra. The absorption spectra of bisfullerenc terminated OPV/OPE.

cruciform oligomers are shown in Figure 4-6. The spectra of SC/LC-(Co)z closely

correspond to a superposition or linear combination of the individual spectra of OPV/OPE
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Figure 4-6. (Left) The absorption and emission spectra of SC-(Co)s (Abse, Emo) in
comparison with that of SC (dot line). (Right) LC-(Cgo)a (Abs , Em ) in comparison
with that of LC (dot line) measured in CHCI; at 298+3K.

oligomers and Ceo, ie. the 7~ 7+ transitions of the oligomer bridge and the typical
absorptions of the Cgg at ca. 300-350 nm (33,300 - 28,580 cm™) and a weak tail beyond
500 nm (20,000 cm™). The consequence of weak electronic interactions between the
molecular components of the assemblies in the ground state was introduced in Chapter 3.
Based on the spectroscopic data for OPV/OPE assemblies and the Ce terminus, the
electronic properties of Cyg are not dramatically altered when bonded to the OPV/OPE
bridges. Comparing the spectra of SC/LC-(Cgo), derivatives with those of their oligomer
bridges, it i clear that the 7 — x+ transition of the SC/LC-(Cyo)s derivatives show little or
no spectral shifts, suggesting an absence of significant energetic perturbations in the
ground state. However, the absorption intensities of the n-bridges vary dramatically

depending on the system. The absorptivity of SC-(Ceo)z was significantly decreased by the



factor of 10 in comparison with the absorptivity of SC. On the other hand, the
absorpivity of LC-(Co)a is increased by the factor of 4 when compared with that of LC.
Figure 4-6 also shows that the absorption of OPV/OPE above 450 nm (22.220 cm”) is
negligible. Therefore, the excitation of 350 - 450 nm (28,570-22.220 em”) for
SC/LCH(Cao)a will result in almost sclective excitation of the OPV/OPE moiety. The

difference of £, will be addressed below.

Emission Spectra. The emission spectra of SC/LC-(Cgo)zare shown in Figure 4-6,
and spectral data are summarized in Table 4-1. OPV/OPE oligomers SC and LC are
highly emissive, with quantum yields of 0.96 for both SC and LC. The emission from
triplet state is observed at 725 nm (13,800 em™) for both SC and LC. For bisfullerene
terminated oligomer SC~(Cyo), the emission from singlet excited state Co—*(%-B)c ~Cao
resulted from the exclusive OPV/OPE excitation is relatively red shifted ~ 10 -15 nm, and
close to completely quenched (¢= 10™) by energy transfer to the acceptor Ce. The
evidence to support the energy transfer process is from the ultrafast kinetic data, which
show the decay rate of Cgo— (- B)sc - Cgp is the same as the rate of Cgo— (- B)sc — 'Cao
formation.' The emission at 710 nm from the singlet excited state, Cgo= (x-B)sc ~ 'Cio»
formed by energy transfer is also significantly quenched with a lifetime less than 300 ps,
which is very close to the detection limit of the laser system. Compared with the lifetime
of pristine Cgo (S1), 1.2 ns, the lifetime of Cgo — (- B)sc — *Cgg is dramatically attenuated

presumably due to an increase in Ky, competitive nonradiative decay processes. In

! The author thanks Prof. Nikolai Tkachenko for ultrafast data prior to publication.



LC-(Coorassembly, the emission from the singlet excited state, Cgo— (- B)j - Cgo. from
the direct OPV/OPE bridge excitation, is significantly quenched (¢ <10”). However, a
definitive statement regarding the spectroscopy and the lifetime of the assembly is not
possible as a trace amount of highly emissive bridge precursor as impurity may dominate.
‘The emission from the singlet excited state, Cgo = (n-B)yc - 'Cio, which is formed by the

excited state energy transfer 10 Ceo, has a lifetime 1.2 ns,

Table 4-1. Comparative absorption and emission spectral data for SC-(Cgo)z, SC and
LC~(Co)n, LC measured in CHCI; at 298 +3 K.

Entry SC-(Coz sc LCAC)  LC
A nm 403(sh) 390 415 403
£(x10'M'em™) | 0.60 54 13 32
Egy%, em! 24,800 25,600 24,100 24,800
Aot om :?:’-(‘C;n) b 3(scy” o, (1Cio) s (L)
X . (1Cio X

e 22200 23400 21,600 22,100

em 14,100 13,800 14,200 13,700
EqpsEemeem” | 2460 2280 2550 270
Pos ~10* 0.96 <10” 0.96
ey i:;n](ixxl)?:;u) 273.7x10%) 1%3113!1 1.1 9.0:10%
ks' 3.8%10" 3.6x10° 1.0x10° 8.7x10°
b 8" 3.8x10" 1.0x10" 1.0x10” 3.6x107

a. Trace amount of bridge precursor mask the lifetime of bisfullerene derivative.

4.2.4 Transient Absorption of Bisfullerene Terminated Derivatives SC/LC~(Cgo)

The difference spectra of transient absorption of SC-(Ceo)2 and LC-(Co)2

acquired in N, saturated CHCl; 298+3K following excitation at 355 nm (fwhm: 5 ns). The
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laser pulse in the TA ecxperiment is sufficiently intense such that SC undergoes
photoinduced isomerization or possibly other reactions, which have not been characterized.
Due to the facile photochemistry of SC, the transient absorption spectrum of SC cannot
be acquired in solution. The difference spectra for SC-(Ceo)2 and LC(Ceoly vs. LC are
shown in Figure 4-7 and Figure 4-8. The transient absorption decays are fitted to the
single exponential decay function as eq 4-22.

AA, = DA exp(—kt) +yo (4-22)

Al parameters are as defined above.
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Figure 4-7. Nanosecond transient absorption spectrum of SC-(Co): (green « ) obtained
immediately following 355 nm pulsed excitation in Ny saturated CHCI; solution at 298
(+3) K. The absorption (blue dot line) and emission (red dot line) are for comparison.

“The transient absorption difference spectrum at £ = 0 for SC-(Ceo)z in Ny saturated
CHCI; leads to the formation of at least four discernable transient absorptions, two of

‘which are very broad with maxima at 410 nm (24,390 cm™) and 750 nm (13,330 cm™)




respectively. The transient lifetime for the absorption at 2303 = 410 nm is ~ 3 £ 0.5 s.
“This transient absorption is assigned to the radical anion Cz5.™" The absorption with
2895 at 750 nm has a lifetime about 600 + 50 ns, which decays by the same single
exponential kinetics (ko= (1.5 + 0.5)x10°s") as the absorption band after 880 nm (11,360
em). These two transient species are assigned as OPV* and C; respectively from the
charge-separation state Cgo = OPE~OPVg: ~OPE~Cgo.*""™ The absorption at 630 nm
(15,870 em™) has a relatively long lifetime about 20 s (ko= ~5.0x10*s"), with the single
exponential decay kinetics. This transient absorption is assigned as the excited state
absorption 7,73 localized on OPE, which is verified by comparison with the transient
absorption spectrum of Ce-DEB and DEB described in Section 4.2.2. The transient
absorptions at 410 and 750 nm do not return to the pre-excitation level. The presence of a
long-lived transient species is evident by the small amplitude of transient absorption at 1 =
50 s (inserted decay trace at 750 nm of Figure 4-7). The interpretation of the data is
complicated due to the wavelength dependent kinetics. The triplet state, Co, has similar
absorption as that of Cg; in the visible region, and it also shows absorption at 740
nm.™” Due to the superposition of the transient absorptions from both *Cgo and Cgg.
the decay kinetics at 410 and 740 nm have a very slow component, which has the same
lifetime as the transient with absorption at 400 and 740 nm from Co-DEB. With reference
10 the transient absorption spectrum of Co-DEB, the slow components at 410 and 740 nm
are assigned primarily as the 3Cf, based excited state absorption.

“The transient absorption spectrum of LC (Figure 4-8) exhibits a great resemblance

10 the transient absorption spectrum of DEB. Following 355 nm excitation of LC in Ny



saturated CHCI3, two transient absorptions at ~ 400 nm (25,000 cm) and 700 nm (14,300
em") are observed at 1 = 0, which returned to baseline with the single exponential decay

kinetics independent on the monitoring wavelength. Non-linear least square analysis gave

6.0+0.5x10" s (t =10+ 0.8 s). The transient absorption spectrum is assigned
1o *0PE" based excited state absorption, which is characterized by two prominent bands
of Ty T, at 2492 = 400 nm (25,000 em™), and a lower energy T) 75 at 392 = 700 nm
(14,300 cm”). This assignment is also supported by comparing with the transient

absorption spectrum of the reference compound DEB.
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Figure 4-8. Nanosecond transient absorption spectrum of LC-(Cgo)z (green » ) obtained

immediately following 355 nm pulsed excitation in N, saturated CHCly solution at 298

(+3) K. The absorption (blue dot line) and emission (red dot line) are for comparison.

“The transient absorption of LC-(Cyo)y displays a very different spectrum from that

of SC-(Ceo)s. As shown in Figure 4-8, the strong absorption with maximum at 500 nm

(20,000 em) has a lfetime about 1.3 0.5 s, which is assigned as 7i->7 absorption of



30PV*. Two other transient absorptions with maxima at 400 and 700 nm decay with t ~

54 0.5 is. With reference to the 7,7, absorption of 3C, from SC-(Ceo)2 and Ceo-DEB,
the absorptions at 400 nm and 700 nm are assigned to the absorption of Cgo. The excited
state 3OPE" also displays absorption above 700 nm, verified by the transient absorption
spectrum of LC. Therefore, the absorption above 700 nm possibly is the superposition of
absorption from both *0PE" and *C¢, or both of which require these two excited states to
be in rapid equilibrium on the time scale of the excited state decay. In comparison with
the transient absorption spectrum of SC-(Ceo)y, it is clear that there is no sign of a
charge-separation state in LC-(Ceo), that persists on the ns time scale.
425 Radiative Processes of SL-(Cio)2 and LL-(Ceo)2

Absorption Spectra. The absorption spectra of the SL/LL(Cga)yin dilute CHCIy

solution (Figure 4-9) closely correspond to the superposition of the absorption spectra
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Figure 4-9. The absorption and emission spectra of SL-(Ceo)s (Abs @, Em o) in
comparison with that of SL (dot line), and LL-Cqo); (Abs e, Em o) in comparison with
that of LL (ot line) measured in CHCI; at 298 +3K.
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from individual OPV/OPE linear bridges and Ceo. The x>+ transitions occur at 404 nm
(24,750 em™) for SL bridge and 414 nm (24,155 em") for LL bridge. SL/LL-Ca)s
display the typical absorptions of the Cyo at ca. 300-350 nm (33,300-28,580 cm) and a
weak tail beyond 500 nm (20,000 cm"). The covalently linked fullerene and OPV/OPE
oligomer maintain the electronic properties of the separated molecules. The &(¥) of
SL(Caa)y is very close 10 the £(7) of SL, but the £(7) of LL~(Ce); increased by the
factor of 10 in comparison with the &(¥) of LL. The absorption of SL/LL after 450 nm

(22,000 em™) s negligible. Therefore, the excitation of 350450 nm (28.570-

20 em)
for SL/LL~(Ceo)2 will result in almost selective excitation of the OPV/OPE bridges.
Emission Speetra. The emission spectra of bisfullerene terminated OPV/OPE
linear oligomers are shown in Figure 4-9, and spectral data are summarized in Table 4-2.
OPV/OPE linear bridges are highly emissive with quantum yield of 0.63 and 0.89 for SL
and LL, respectively. The singlet excited state, OPV/OPE (5)), decays radiatively to the
ground state and nonradiatively via two pathways, S; ~ S, and intersystem crossing to
the triplet state OPV/OPE (T;). The lifetimes () of the singlet excited state is 1.2 ns for
SL and < 500 ps for LL. For SL-(Cyo)s. the emission from the bridge singlet excited state,
Coo="(x-B)3, ~Coo. that resulted from the exclusive OPV/OPE excitation s considerably
quenched (¢ = 10) by energy transfer to the acceptor Cg via a dipole-dipole resonance
interaction. The evidence to support the energy transfer process is the ultrafast kinetic

data, which shows the decay rate of (x-B)ic is the same as the rate of 'C, formation.”

¥ The author thanks Prof. Nikolai Tkachenko for ultrafast data prior to publication.



Table 4-2. Comparative absorption and emission spectral data for SL-(Ceo):, SL and
LL~(Cgo), LL measured in CHCl; at 29843 K.

Entry SL-(Coo): SL LL-(Ceo): LL
Ao, nm 404 401 414 an
£(x10'M'em”) 1.4 1.1 33 a1
Egy ™%, em! 24,800 24,900 24,160 24,300
ey 453 445 460 456

em M 71 ('Co) 710 3(SL)" 710 1C4o) 710 3(LL)*
pSise it | 22100 22,500 21,700 21,900

e b S0 14,100 14,100 14,100 14,100
Eas~Eon, e’ 2670 2470 2420 2400
L ~10% 0.63 <107 0.89
Tp 08 <1.6>(6.0<10%" | 1.2(8.3x10% 1.0(1.0x10")* <0.50 (2.0%10%)
(kas'y <0.30(3.3x10%) | 20000 (5.0%10%) | 1.5 (6.7%10%) 4000 (2.5+10%)
k' 6.0x10° 5.2x10° 1.0x10° 1.8x10°
ks 6.0x10° 30x10° 1.0x10° 2.0x10°

a. “Trace amount of bridge precursor mask the lifetime of bisfullerene derivative.
D(t) = ay exp(=t/11) + @z exp(=t/7;). (1) = ay71/(a; + @) + a;72/(a, + ay).

‘The emission from the singlet excited state, Cgo (- B)s;, ~ 'Cio, formed by energy transfer
is also significantly quenched. The lifetime of Coo~'(n-B)3 ~Ceo is obscured by a
trace amount of precursor SL as impurity, and the lifetime of Cgo— (7-B)sy~'Cio is less
than 300 ps. The excitation of OPV/OPE bridges in LL-(Ci)y results in a close to
completely quenched fluorescence from Cgo—'(t-B);;, ~Cgo by energy transfer to the
acceptor, Ce. The emission from Cgo— (m-B)s, —'Cjo formed by energy transfer decays

radiatively to the ground state with a lifetime of 1.5 ns.

4.2.6 Transient Absorption of Bisfullerene Terminated Derivatives SL/LL-(Cqo)z

SL and SL~(Cg)2. The transient absorption difference spectra of SL and SL-(Ceo)2




acquired in Ny saturated CHCI; at 298+ 3K following pulsed laser excitation at 355 nm
are shown in Figure 4-10 and Figure 4-11. The transient absorption difference spectrum of
SL shows the ground state depletion at 400 nm (25,000 cm™), which is due to the loss of
ground state absorption, in good match with the absorption spectrum of the original
solution. This suggests that little or no chemical change occurs upon the laser excitation.

A second negative band observed after 700 nm (14,285 em™), which decays by the single

s assigned as the triplet emission. This i

exponential kinetics with k= (5.0 + 0.5)x10*
in agreement with the emission spectrum as shown in the red dot line. In addition, another
absorption with high intensity at 2392 = 500 nm has a lifetime about 1.0+ 0.5 s, which
is assigned as 7)—>T, absorption of *0PV*.” The broad absorption from 550 nm (18,180
em’') to 660 nm (15,150 cm’™) with a lifetime © = 1.5 % 0.5 s is assigned as the 7157,

absorption of P, with reference to the transient absorption spectra of DEB and LC.

., i
IR R Abs.
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Figure 4-10. The transient absorption difference spectrum of SL (green ) obtained in Ny

saturated CHCI; solution at 298 (+ 3) K immediately following 355 nm pulsed excitation.
‘The absorption (blue dot line) and emission (red dot line) are for comparison.
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Figure 4-11. The transient absorption difference spectrum of SL-(Co): (green «) obtained

in N, saturated CHCl; solution at 298 (+3) K immediately following 355 nm pulsed
excitation. The absorption (blue dot line) and emission (red dot line) are for comparison.

‘The transient absorption difference spectra of SL-(Ceo)y displays a very similar
profile as that of SC-(Cg)y, which exhibits at least four clearly resolved transient
absorption bands. The maxima of two intense absorption bands are at 470 nm (21,300
em) and 840 nm (11,900 cm'). The transient species with absorption at 470 nm decays
by the single exponential kinetics with kp= (7.0 + 0.5) x10°s" (x = 1.0 0.5 ). With
reference o the transient absorption of SL, this absorption band is assigned as 7,7,
absorption of *OPV*. The transient absorption at 2392 = 840 nm decays with the same
single exponential kinetics with kp = (2.5 + 0.5) x10° 5" (x = 400 + 50 ns) as the
absorption band after 880 nm (11,360 em™). These two transient species with A302 at 840
nm and after 880 nm are assigned as OPV* and Cg, respectively, from the charge

separation state Cgo~DEB~ PV, ~DEB~Cg;. As known from the transient absorption
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spectrum of SC-(Cgo), and the literature,” Cg; also shows an absorption at ~ 400 nm, but
the lifetime of the transient with absorption at 380 nm (26,300 cm!) is about 2.0 + 0.5 s,
relatively longer than the lifetime of Cg;. With reference to the transient absorption
spectra of Co-DEB and SC-(Ceo)a. *Co also exhibits very similar absorption as Cg; in
visible region, other than the absorption at ~ 740 nm as discussed above. Therefore, the
absorption with 2305 at 380 nm is assigned as the superposition of absorption from both
Cgo and 3Cjo. As shown in Figure 4-9, the spectrum shows an extended absorption from
550 nm (18,200 cm™) to 660 nm (15,200 cm™), which decays by the single exponential
kinetics with kp = (5.0 + 0.5)x10° s”. This absorption band is assigned as T\>7,
absorption of *OPE", with reference o the transient absorption spectra of LC and DEB.
LL and LL(Cg). The transient absorption difference spectra of LL and
LL~(Ceo)z were acquired under the same conditions as described above and shown in
Figure 4-12 and Figure 4-13 respectively. The spectrum of LL displays a very similar
profile as that of SL, with ground state bleaching at 400 nm (25,000 cm™), another
negative band after 700 nm (14,285 cm), and two absorption bands with 2322 at 470
nm (21,280 cm™') and 920 nm (10,640 cm™). The ground state depletion is in good match
with the absorption spectrum of the original solution, suggesting little or no chemical
change upon the laser excitation. Referring to the band assignment of SL, the negative
band after 700 nm (14,285 cm™) which decays by the single exponential kinetics with k=
(2.5+0.5)x10°s™ is assigned as the triplet emission. The intense absorption at 2393= 470
nm with a lifetime about 1.5 + 0.5 s is assigned as 7;—T, absorption of *0PV*."* The

‘weak absorption with 2322 at 920 nm has a very long lifetime with T = 10 + 0.5 us. This
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Figure 4-12. The transient absorption difference spectrum of LL (green #) obtained in Ny
saturated CHC; solution at 298 (+ 3) K immediately following 355 nm pulsed excitation.
‘The absorption (blue dot line) and emission (red dot line) are for comparison.
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Figure 4-13. The transient absorption difference spectrum of LL-(Cgo)z (green ») obtained

in N, saturated CHCl; solution at 298 (+3) K immediately following 355 nm pulsed
excitation. The absorption (blue dot line) and emission (red dot line) are for comparison.
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transient absorption remains unassigned because it has a small AOD and is mixed with
the triplet emission at ~ 800 nm - 900 nm, preventing the definitive assignment.

The transient absorption difference spectrum of LL~(Ceo)a (Figure 4-13) exhibits
absorption in the entire visible region with two distinet sharp bands at 730 nm (13,700
) and 950 nm (10,200 em™), and another relatively broad band at 350nm (28.600
em”). In comparison with the transient absorption difference spectra of LL. the
absorption at 730 nm probably originates from Cfo. With reference to Ce-DEB, and
SCH(Col. 3Cio exhibits absorption at 400, 500 and 730 nm, and then the transient
absorption at 730 nm is assigned as the excited state absorption of *Cgo. The broad
absorption at 350 nm s assigned as 7,->7, absorption of *OPE" by comparing with the
reference compound DEB. The low energy sharp band at 950 nm is probably from the
Ti->T; absorption of *0PE", because DEB and LL display transient absorption at the
same spectral region.

427 Global Kinetic Analysis

The spectral-kinetic data were processed by using the program SPECFIT/32
(Spectrum Software Associate, Marlborough, MA 01752, U.S.A.). The methodology of
the program SPECFIT/32 as described in Chapter 2 relies on the method of Singular
Value Decomposition (SVD) and nonlinear regression modeling by the Levenberg-
Marquardt method. The experimental wavelength-time spectral data matrix (Y) is first
reduced to a much smaller basis set of concentration (UxS) and spectroscopic (V)

by Singular Value ition, where the matrix product, Y = UxSxV, is

the least squares best estimator of the original data matrix.”*”® Generally, there will be as
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many eigenvectors as there are spectra or abscissa points in cach spectrum, whichever is
the less, i.e. the original data matrix is a highly over-determined system. However, SVD

reduces the wavelength-time spectral data matrix (Y) to much smaller basis set of

(US) and e (V) e with significant
containing all of the spectral and evolutionary information from the original data set. The
remaining eigenvectors contain only experimental noise and can be eliminated from
further consideration without the loss of information. Afier SVD. a global multivariate
least-squares regression method is applied to fit the concentration (UxS) eigenvector
basis set in the subspace spanned by V to an appropriate model of Y = CA., where the
‘matrix C contains the concentration profiles and A represents the molar absorptivities of
spectra. The concentration profiles for complex kinetic systems are solved within
SPECFIT/32 by numerical integration of a user-defined set of differential rate equations.
“The results of such kinetic fits retur both globally optimized rate constants and predicted
spectra of the colored species.

In some cases, i.e. global analyses of equilibrium constants for metal coordination

and protonation in Chapter 6, the program will be used with known molar absorptivity

spectra of initial species in order o constrain the fit and in this way, more reliable spectra
will be returned for those predicted species from the fit.

Global Kinetic Analysis of SC-(Co)s, The transient absorption difference
spectral changes of SC-(Ceo)2 with time following 355 nm laser excitation is shown in

Figure 4-14. At long wavelength after 700 nm, the transient absorptions assigned as

charge-separation state, Cgo~OPE~OPVst =OPE~-Cg, recombine to the ground state
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Figure 4-14. The transient absorption diff spectral changes of SC-(Cgo)y with time
in N saturated CHCl; solution at 298+3K after 355 nm laser excitation.

relatively faster than any other processes. The middle red absorption assigned as the
triplet excited state absorption localized at OPE is the slowest process returning to the
baseline. The high-energy absorptions from 300 to 550 nm are the superposition of
transient absorptions of *0PV*, Cg; and *Cjy. The rate of the charge recombination is
much faster than the rate of triplet state decaying, therefore, at the early time, the rate

constant of the charge recombination dominates. The SVD of the data set revealed that

the overall processes were far more complicated. As shown in Figure 4-15, the SVD
revealed the presence of five significant spectral and time domain eigenvectors, which
correspond to the four distinct kinetic processes as identified from the transient absorption
difference spectrum. The tenth spectral cigenvector (V) was consistent with the line

spectrum of the lamp source of the probe beam and the corresponding temporal changes
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Figure 4-15. Singular value decomposition of the spectral-kinetic data matrix Y in Figure
4-14 for the first eight temporal eigenvectors from U x S.

eigenvectors contain some structures, which is possibly factored from the less than 5%

products given th

‘ (U x S) most likely arise from changes in lamp intensity.”*” Two of the remaining
‘ ‘The photochemisiry associated with SC-(Ceo)z was found to be significantly attenuated

f data acquisition.



relative to SC by using the broadband white light excitation described in Chapter 3.
Nevertheless, small changes in the steady state absorption spectrum of ~ 5% photoproducts

are enough to generate spectral eigenvectors. The remai

cigenvectors contained only
random noise that could be factored from the data. The SVD of the data set revealed the
presence of four species, each of which has a distinct transient absorption difference
spectrum. The analysis was found to be consistent with the kinetic model as described in
Figure 4-16. Three distinet transient intermediates indicated in blue are formed in the
laser pulse, consistent with the ultrafast flash photolysis experiment described above. The
four spectrally different transient species are indicated in red in Figure 4-16. The colorless
species is defined as the ground state shown in green in Figure 4-16. A global fit to this
model gives the rate constant k; = 1.3 x 10° 5™, assigned to the rate constant of charge

recombination (kcx). The single exponential kinetic data obtained at ~ 800-950 nm region

S; Ca-'wB)ic-Co
L 2ns

cy, (x-B)sc—'Cl

N
7,=2.6ns \k“

cmf@s)ggfc@ Co B Bl

ey
kea| =600 [ &
+50 ns & %
Coo~ (*B)sc—

Figure 4-16. Schematic energy level diagram showing excitation, energy transfer,

intersystem crossing, charge separation, and charge recombination in the SC-(Cgo) system.

3(1e-B)py is the triplet excited state localized on OPV, *(1t-B)jpg is the triplet excited
state localized on OPE, and 3Cq is an abbreviation of Ceg~ (x-B)sc ~ *Ceo-
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are consistent with the results derived from global analysis. The rate constant k»= 6.0 x
10* 5", defined as the rate constant for OPV* decay in the model of global analysis, is
very close to the decay rate constant (kp = 5.8 x 10* s ) derived from the transient
absorption data at around 450 nm to 550 nm absorption. The rate constant for 3C;, decay
is defined as kyin the global fit model. The fourth rate constant returned from global fitis
k4=4.1x 10’ 5", defined as the rate constant for the decay of *OPE", which has a relatively
large discrepancy from the rate constant as derived from the transient absoption data kp =
5.0 x 10" ™. The possible reason for this large discrepancy is due to the set time base not
being long enough for the decay traces to return to the baseline. As seen from Figure 4-14,
the absorption in the red region is still above the baseline when approaching to the end of
time base. The multi-wavelength spectral data for the global analysis program consist in the
same data matrix, i.e. the same data points for different wavelengths. If the set time base is
Tong enough for the slowest process, much information will be lost for the fast components.
In summary, even if with the large discrepancy for the slow process, more than 95% of the
data are fitted in a good agreement with the results as determined from the transient
absorption data as shown in Figure 4-17.

Another criterion for the goodness of the global fit is the the variance-covariance
matrix (H) of the parameters. The diagonal elements contain the information of the
parameter variances and the off-diagonal elements the parameter covariances. Usually, the
matrix H is normalized to one in the diagonal elements, and the off-diagonal element by of
the normalized H is the correlation coefficient between parameter i and j. If the value of the

correlation coefficient s close to one, the parameters are mathematically correlated. High
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Figure 4-17. Representative decay traces show the goodness of global fitting for the
defined kinetics model as in Figure 4-14 for SC-(Cgo)a.

correlation between parameters means that these two parameters cannot be distinguished

from one another and one needs o be removed from the fit. As output in the fitting result,

all off-di 1 1 to zero, which indi all kinetic not
correlated and intepretation of the kinetic data is tenable.

Together with the kinetic information, the global fit returns the predicted spectra
of four colored species and the concentration profiles as shown in Figure 4-18. Duc to the
poor signal/noise ratio from 10 nm scan step between traces, the predicted spectra are
smoothed by adjacent 5 points average, in agreement with the assigned absorption bands
with reference to the spectra of model compounds DEB and Ceg-DEB. The concentration
changes of these four colored transients and the colorless ground state vary linearly with
the values of rate constants for kinetic processes over the time course. The small value of
the rate constant ks corresponds to the slow change of concentration for the colored

species defined as OPE" in the global fit model.
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Figure 4-18. Predicted transient absorption spectra for four colored species and the
concentration profiles obtained from global fit for SC-(Cgo)a.

Global Kinetic Analysis of LC-(Co)z The transient absorption difference spectral

changes of LC+(Cgg)z with time following 355nm laser excitation is shown in Figure 4-19.
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Figure 4-19. The transient absorption difference spectral changes of LC-(Cga)y with time
in Ny saturated CHCI solution at 298+3K afier 355 nm laser excitation.



Itis evident that there are no fast processes as revealed from the transient absorption data.
The SVD shows the presence of four significant spectral and time domain eigenvectors,
which correspond to the three distinct kinetic processes as identified from the transient
absorption spectrum as shown in Figure 4-20. The fifth spectral eigenvectors (V) and the
corresponding temporal changes (U X §) are also shown in Figure 4-20, which are

completely random, consistent with the line spectrum of the lamp source from the probe
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Figure 4-20. Singular value decomposition of the spectral-kinctic data matrix Y in Figure
4-19. (top) The first five spectral eigenvectors V and (bottom) the first five temporal
eigenvectors from U X S.




beam as noted above. The remaining eigenvectors contain random noise that could be
factored from the data. The SVD of the data set reveals the presence of three spectrally
distinet transient species, which is consistent with the kinetic model as illustrated in Figure
4-21. Three transient intermediates indicated in blue are formed in the laser pulse. Three
spectrally different transient species are indicated in red. The colorless species is defined
as the ground state shown in green. A global fit to this model returned a rate constant k=
5.1x 10°s™, defined as the rate constant for the decay of Cgo— (-B)y.c—Cio, very close
to the one (k= 5.0+ 0.5 x 10° s™") derived from the non-linear least square analysis of the
time resolved transient absorption at 400 nm, assigned as the Cgo - (- B)y.c ~*Cigbased
absorption. The rate constants k» (2.6 x 10°s™) and k3 (7.3 x 10* ™) are also in agreement
with those from the transient absorption data, identified as the decay rate constants

of*(n-B)gpy and 3(n-B)gpg respectively.
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Figure 4-21. Schematic energy level diagram showing excitation, energy transfer,
intersystem crossing in LC~(Co)y system. (- B)py is the triplet excited state localized
on OPV, 3(x-B)gpg is the triplet excited state localized on OPE.




Al off-diagonal elements of the parameter variance-covariance matrix H are equal
o zero. Therefore, these three kinetic processes are independent on each other and each of
them is a necessary step for the kineties model.

Along with the kinetic information, the global fit returns the predicted spectra for
these three observed colored species and the corresponding concentration profiles as
shown in Figure 4-22. Due to the poor signal/noise ratio from 10 nm scan step between
traces, the predicted spectra are smoothed by adjacent 5 points average. The concentration
changes of these three colored transient species and the colorless ground state vary
linearly with the values of rate constants for these three distinct kinetic processes over the

time course.
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Figure 4-22. Predicted transient absorption spectra for three colored species and the
concentration profiles obtained from global fit for LC-(Ceo)z.

Al other kinetic data are analyzed by the same program and self-defined kinctic

models. The goodness of fitting is assessed by the significant spectral cigenvectors, the




parameter variance-covariance matrix H, and comparing the fitting with the experimental

decay traces at different wavelengths. All results of global kinetic analyses other than
SL-(Ceo)2 are summarized in the appendix or supplemental material. The result for
SL-(Ceo)y s presented here for the purpose of discussion described in next section.

Global kinetic analysis of SLACo). reveals that four colored species and a colorless
ground state are involved in the kinetic processes. Based on the kinetic information from
the global fit and the transient absorption data, the kinetic model for SL-(Cgo)2 is given in
Figure 4-23. In OPV/OPE linear bridged bisfullerene system, due to the orientation effect,
the lifetime for charge-separation state is shortened to 400 + 50 ns. In addition, the

photophysics of linear bridged system is different from that of cruciform bridged systems.
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Figure 4-23. Schematic energy level diagram showing cxcitation, encrgy transfer,
intersystem crossing, charge separation, and charge recombination in the SLA(Co)a system.
(- B)opy is the triplet excited state localized on OPV, *(x-B)gp is the triplet excited
state localized on OPE, and C, is an abbreviation of Ceg (B}, ~*Cio.



4.3 Discussion

4.3.1 The Effect of Varying Donor-Acceptor Distance

In OPV/OPE cruciform system, the emission from *(x-B)ic (bem= 0.96) is
almost completely quenched when the electron/energy acceptor Ceq is covalently tethered.
The lifetime of the bridge singlet excited state as determined from the time-resolved
fluorescence is comparable to the bridge precursor *(x-B)3c, presumably due to a trace
amount of highly emissive bridge precursor as impurity masking the radiative transition
from Cgp = (- B)gc = oo 10 Cep = (- B)sc = Cg. However, the lifetime of Cgo— (m-B)sc
~1Cgy is significantly reduced when compared to the lifetime of pristine 'C5o.”* The
spectroscopic signature assignable to Cgo~ (- B)3c-Cgy was detected in the transient
absorption spectrum (see Figure 4-6). The charge separation is competitive with
intersystem crossing with a Cgg spectral maker at A32% ~ 900 - 1000 nm. As the charge
recombination (CR) process is the only deactivation process in this time regime with ks
= (154 0.5)x10%s™, the lifetime of the charge-separated state will be the inverse of the
measured rate constant for the charge recombination process as eq 4-25.

Tes = 1/kew (@-25)

‘The calculated lifetime for the charge-separated state is 600 50 ns based on the global
analysis.

In principle, the electron transfer can take place directly from the initially excited
state (- B)§c. but it can also oceur indirectly in a two-step process via an intermediate
state Cgo— (x-B)sc—'Cgo . which is formed by energy transfer from *(x-B)3c o Cgo.

The emission I

me of Cyo- (n-B)sc=Cio measured at 715 nm is less than 300 ps,




very close to the detection limit. Therefore, even with deconvolution from the laser pulse,

the lifetime has significant uncertainty and < 300 ps. The observed rate constant for
emission quenching is significantly larger than the decay rate constant from pristine
1Cio 10 Co. As discussed above the signal marker for Cgp observed in transient
absorption difference spectrum is the absorption band at ~ 900 - 1000 nm (Figure 4-7).
‘Taken together the short emission lifetime and the observation of signal for Cjg is
consistent with a mechanism where the electron transfer occurs after singlet energy
transfer to form the C, state. Therefore, the rate constant for the intramolecular charge

separation (kcs) can be calculated from eq 4-26,”

1 1
Kes = 280 G TCa) —

where, T(SC{(Cqo)y) is the lifetime of the fullerene emission from Ceo~ (x-B)sc - 'Céo
and 7(Ceo) is the lifetime of pristine *Cgo (1.2 ns).™ When an indirect mechanism is
operative, the electron transfer reaction occurs in less than 400 ps (kes = 2.5x10” ).

It is evident the formation of the bridged radical ion pair, Cgo~ (x-B){c - Cgg. is
attenuated as the bridge length increases. The emission from the bridge singlet excited
state, Cgo = *(x-B)ic - Ceo, is also significantly quenched due to the energy transfer to
form Ceo= (n-B)yc = 'Cgo . After the formation of Cgo = (x-B)yc= *Cjo, it will undergo
charge separation or intersystem crossing to form Ceo= (n-B)yc=3Cio. a kinetic
competition that depends on AG® and A. The intersystem crossing, 5| — 7, efficiently
produce Cgo = (- B)y.c = *Cio within ~ 1 ns after the formation of g~ (- B)yc~ *Cio.*

Coo=(r-B)y.c~3Cgo will relax to the ground state Ceo~ (-B)yc= Co, 0r by Dexter



energy transfer form Cgo = OPE - PV ~ *0PE" = Cgq and Cgo ~OPE=~30PV" ~OPE~Cgq.
Due to the small energy difference between the two triplet states, Cgo — (- B)y.c = *Cio

and 30PE", these two states are dynamically coupled given by eq 4-27.%"*

Cao=(n-B)yc=Cio === Coo=OPE-OPVyc—20PE ~Cg  (4-27)
‘The observed kinetics will be exponential as these two states presumably interconvert
rapidly on the time scale of excited state decay, and the transient absorption spectra will
be linear combination of the difference spectra by equilibrium constant.
“The quantum yields and fluorescence lifetimes of LC and LC~(Cgo)a (Table 4-1)

can be used to estimate the rate constants for the energy transfer (Ker) via the relation:**
#(L0)
Kkgnr = (7* 1) 7(LC (4-28)
i m e UL

where i the quenching ratio and (LC) is the lifetime of the S state of LC.

$(LC)
FEC-Can)
The calculated rate constant for energy transfer process is extremely fast and occurs
within about 2 ps (kear ~ 10's™)

In OPV/OPE linear systems, the pattern of the excited state dynamics is similar to

that in cruciform systems described in Section 4.2.6. The charge separation is very

efficient as shown in Figure 4-9. The charge recombination (CR) process competes
no other deactivation process, and the lifetime of the charge-separated state calculated
from eq 4-25 is about 400 + 50 ns. The lifetime of charge separation state is shorter than
the lifetime in SC-(Cq), because of the chromophore orientation effect which will be
discussed in section 4.3.4. In the linear system SL-(Ceo)z. the charge separation also

oceurs indirectly in a two-step process via an intermediate state Co~ (- B)s,~'Cio



‘This s evident from the measured lifetime of Cgo~ (1-B)g, = 'Cio. less than 300 ps. The

rate constant of this indirect charge separation (kcs) calculated from eq 4-26 is 2.5x10” ™,
‘which means the charge separation occurs in less than 400 ps.

In LL-(Co)a, there is no evidence for the formation/decay of an intramolecular
charge separation state. Afier direct excitation of the OPV/OPE linear bridge, the Forster
energy transfer o form Cgo (x-B)y,~Cio significantly quenches the emission from

Ceo= (m-B)j,, =Cgo. The rate constant for energy transfer calculated from eq 4-28 is

1.8x10" ", which is extremely fast and occurs within less than 1 ps. After the formation

of Cgo= (m-B)y,, = Cfo, it will undergo charge separation or intersystem cros

ing to form
Co= (m-B)y,~3Cio . a kinetic competition that depends on AG® and A. The pattern of
the kinetic processes is similar to that in cruciform systems as described above albeit with
some differences in the rate constants.

The rate constants for energy transfer (kiq), indirect charge separation (kcs), and
charge recombination (kcg) for bisfullerene terminated OPV/OPE oligomers are
summarized in Table 4-3. The energy gap between the donor and bridge can be estimated
from the emission spectral fitting data as listed in Table 3-5.

“The rate constant for bridge mediated electron transfer is distance dependent and
characterized by an attenuation factor 3, eq 4-29.

ki o [Vpal*  exp(=fRpa) (4-29)
where Rpj is the donor-acceptor edge-to-edge distance. The magnitude of £ depends on

the electronic structure of the bridge (v), the length of a repe:

¢ unit of the bridge (Ry),
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Table 4-3. Fluorescence quenching of ¢(n~B)/@, rate constants for energy Transfer
(k). indirect charge separation (kcs). charge recombination (kcy)”, the energy and the
redox potential of donor.

$-B) ke $Cw) ks ke Em  EalGS) En(ES)
¢ ") 3 " 6 emh)  (emh)  (em’)
9.6x10° 3.6x10” >4 >25x10° 1.5x107 23340 13310 -10,030

LC-(Caol2  9.6x10° 5.0x10" 1 - - 21,950 12,580 -9,370
SL{(Ca)2  6.3x107 53x10" >4 >25x10° 25x107 22,360 10240 -12,120
LL-(Ca)>  89x10° 1.8x10"* 1 - - 22,130 10240 11,890
* Rate constants for energy transfer (k). indirect charge separation (kcs). and direct

charge recombination (kcy) calculated from eqs 4-26, 4-28, and 4-25, respectively. Redox
potentials were measured by Dr. Yuming Zhao, and are included here is for the discussion.

and on the energy difference, AE, between the donor and bridge subunit localized states

according o eq 4-30.

(4-30)

The dependence of the ET rate constant on the energy gap, AFpp, between the
donor and the bridge could be separated from the dependence on the donor-acceptor
distance (R), by comparing the systems with the same donor-acceptor distance. However,
for both short bridge systems SC-(Co)z and SL-(Cen)zand long bridge systems LC-(Cao)x
and LL-Ca)r, the energy gap between the donor and the bridge in SC-(Ca) (or
LC-(Ceo) is very close to the energy gap in SL-(Cgo)s (or LL-(Ceo)a). It is difficult to
rationalize the dependence of electron transfer rate on the energy gap. This will be
elaborated on in Chapter 5 for donor-substituted systems in which the donor groups have
a significant impact on the energy gap.

With respect to the distance dependence of the electron transfer rate, it can be



separated from the dependence of the energy gap by comparing the systems with the
relatively same energy gap. In OPV/OPE cruciform and linear systems, the energy gap
between the donor and the bridge is comparable to each other, and the rate of electron
transfer decreases exponentially with distance. For LC-(Ceo); and LL-(Ceo)z, the bridge
repeating unit is 2, and the rate of electron transfer becomes negligible in comparison
with the other processes. Therefore, there is no evidence for the charge-separated state
detected in the transient absorption spectrum. On the contrary, the charge-separated state
is detected in SC-(Ceo); by the transient absorption of Cgg.
4.32 Back Electron Transfer or Charge Recombination

After the photo-induced electron transfer generating a charge-separated state, a
charge recombination process brings the systems back to the ground state. The CR
process was studied by monitoring the decay of Cgg at 950 nm in transient absorption.
As there are no other deactivation processes competing with the recombination, the rate
constant for charge recombination is calculated as the inverse of the measured lifetimes of
Ci. The lifetimes corresponding to the charge separation states are 600 + S0 ns for
SCCeo)z and 400 + 50 ns for SL-(Cqo)r. The calculated rate constants for charge
recombination are 1.5x107s™ for SC-(Ce)2and 2.5x107s™ for SL-(Ceo)z. In the classical

limit, the rate constant kg is given by***"
(A+A6°)?
ker = Ver exp{— IT (@31)

where A is the sum of intramolecular, A, and solvent, A, reorganization energies. The

overall free energy change, AG®, for charge separation was calculated by eqs 4-32 and



4-33 using the electrochemical redox data:***’

—AGE = Eox — Egep — AGs (4-32)
—AGEs = Ego — (~AGcg) (4-33)
where Eqy is the first oxidation potential of the OPV/OPE bridge, and Ergp s the first
reduction potential of the fullerene. Eq is the energy of the 0-0 transition between the
lowest excited state and the ground state of the OPV/OPE, evaluated from  the
fluorescence emission peaks, and AG, refers to free energy of solvation, calculated by
using the “dielectric continuum model” according to eq 4-34.

&

——— (4-34
86, = g (@34)

where Rec is the center-to-center distance of the positive and negative charges in the
charge-separated state. € is the relative permittivity of the solvent, -¢ is the elemental

charge, and € is the vacuum permi

ivity. In the limit of weak electronic coupling
between the electron donor and acceptor, the nonadiabatic limit, the barrier crossing
frequency, vr is the electron tunneling frequency, ve. It is related to 2 and the electron
transfer matrix element, Hp,, as shown in eq 4-35. fp, is the resonance energy arising

from orbital mixing between the donor and acceptor orbitals.**

2nfi3, 1
Ver = ve = 2 [ (4-35)

The calculated A, from eq 4-35 are summarized in Table 4-4.
For SC-(Ceo): and SL-(Co), the total reorganization energy is 2440 + 10 em”!, but

the driving forces are different by 0.050 eV, and the rate constants for the charge



Table 4-4: The clectron transfer matrix clements calculated from the overall free energy
change between states, reorganization energy and redox potentials.*

o | &8 KT o |
SC-(Cole >2.5x10° 1.5x107 2450 -4557 -18783 1.86 2.2x10" 4.0
LC(Ce)2 & - 2879 4046 -17904 1.40
SL-Ceoh >2.5x10° 2.5x107 2435 3165 -19195 130 33x10° 1.5
LLCel - - 1813 9060 -13070  5.00

* Redox potentials were measured by Dr. Y. Zhao, and are included here for the discussion.

recombination differ by a factor of 10. The ratio of AG® /A, is 1.86 for SC-(Ce)2and 1.30
for SL-(Cqo)y respectively and the charge recombination reaction lies in the inverted
region. LC~(Ce0)z should have a rate constant of 5.1x10° s based on the reorganization
energy and a driving force of -17904 cm’™, assuming by the extrapolation to calculate kcx
for LC-Ceo)z s correct. The plot of Inky, vs. AG has a negative slope, based on the
assumption the electronic coupling is sufficient in LC(Cgo)y for electron transfer. The
data given in Table 4-4 show Hp, ~ 4.0 cm™ for SC-(Cgo)2 and 1.5 em” for SL-(Cgo)a.
which is sufficient for the charge separation for SC-(Ceo)2 and SL-(Ceo)z.

‘The fact that LC~(Ceo)z does not yield a charge separation is presumably due to an
attenuation of Hp,. It follows that the extra spacer impedes ks as Fp, is lowered by a
longer distance between the electron donor OPV and the electron acceptor Ceo. The
mechanism for the transduction of the electron is presumably superexchange, which is
dependent on the donor-acceptor separation distance. The extra spacer places the donor
OPV and the acceptor Cgo further apart and then the electron transfer by superexchange s

attenuated.




In the classical limit, the activation barrier is given by the free energy and the total
reorganization energy plus the contribution of distortions to the reaction profile induced
by strong electronic coupling. In the semiclassical model developed by Sutin, Brunshwig
and Creutz, the semiclassical model introduces the parameters to correct for electron
transfer via a tunneling mechanism because in the inverted region the thermal population
i insufficient to overcome the barrier. The quantum model then imposes wavefunctions
that extend beyond the arbitrary energy of the ground state reactant and product harmonic
oscillators. The molecule must find a route from which the electron density can be
transferred to the product of vibrationally excited state in the ground state with the
conservation of energy and angular momentum.

Within the context of the Fermi Golden rule, the reorganization energy and
energetics are incorporated in Franck-Condon factor. The wavefunctions of ground and
excited states are electronically orthogonal. Therefore, to have the electron transfer
between two states, there must involve molecular vibrations that break the orthogonality
and provide the electronic pathway to return to the ground state. The molecular vibrations
that break the orthogonal nature are known as promoting modes. The promoting modes

distort the symmetry of the electronically ex:

d state configuration and couple the
excited state electron density to the high vibrational level of the ground state. Promoting
modes generally are symmetrically allowed transitions, which have been probed by using
resonance Raman spectroscopy. Within the context of one mode approximation, that is all
averaged vibrational modes and the quantum spacing is an average of the different

vibration energeti




433 Orientation Effect

“The kinetic processes in OPV/OPE linear systems are similar to the processes in
cruciform systems. However, the efficiency of intersystem crossing is increased by the
orientation effect involving '(2,x%) - *(w7)* (El-Sayed’s rules shown in Figure
4-24)."** In OPV/OPE linear oligomers, the transition moment is along the molecular

axis, and excitation involves the OPE fragment, which is indicated from the emission

spectral fitting parameter, oy = 1450 e, Intersystem crossing is facilitated by
coupling a change in spin angular momentum with a change in orbital angular momentum

on converting a '(n.%)* state 10 a *(x,%)* state, which has emission at 710 nm for SL and

at 725 nm for SC (Figure 4-25).

%H%@%@ =4

Py==Px Py —'Px IS¢ l

4

Figure 4-24. Intersystem crossing by coupling a change in spin angular momentum with
a change in orbital angular momentum on converting a '(n7)* state to a (m,x)* state.
Reproduced from ref 88.

For alkoxy substituted OPV/OPE oligomers, S; and 7; are (n,%)*, while 7 is
(m,m)*. Theoretically, transitions between states of different multiplicity (AS # 0) are
strictly forbidden, but practically they are partly allowed due to the spin-orbit coupling.

‘Therefore, the S| — 7} transition may occur via a direct spin-orbital coupling of S, to the
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Figure 4-25. Orientation effect on intersystem crossing to convert a '(n,m)* state 0 a
3(mm)* state for SC vs.SL.

upper vibrational level of 7 or via the spin-orbital coupling of S to an upper 7; state
followed by 7, — 7 internal conversion. The uppermost 7, level cannot be more than
1000 e above the ) state, otherwise the contribution of the Sy — 7, channel o ksr
would be negligible. To calculate the rate constant ki, the empirical Robinson-Frosch

equation can be used:

Ky Y (5, = T) = 102 |8, [ exp(-025683,)  (436)

where S5, = (s, |Asor,) is the matrix element of the spin-orbit coupling between
the ) and the 7, states, and Eg,r, is the energy gap between ) and 7, levels, expressed
in em. The exponential factor in eq 4-36 approximates the Franck-Condon factor
depending on the energy gap, Es,7,. which can be evaluated from the spectroscopic

analyses. The value of the spin-orbit coupling matrix element is determined by the types



hapter..

of symmetry of the S and 7, states, which cannot, as yet, be directly evaluated. For
alkoxy substituted OPV/OPE oligomers, the mixing of S and 7} s symmetry forbidden,
but the mixing of S and 73 is symmetry allowed. Therefore, based on the assumption that
the process of the internal conversion for the Sy level is negligible, the rate constants of
the S| > T} process can be estimated from the experimental data according to eq 4-37.”
ksr = (1= p)/ts “-37)

From the spectroscopic data in Table 4-1 and Table 4-2, the calculated values of kg; are
26x10* s for SL and 1.5x 107 s for SC. The energy gap between S and 7, levels
estimated from the spectroscopic data is 9570 cm” for SC and 8385 cm” for SL. From eq

4-36, the calculated value of the spin-orbit coupling matrix is 0.26 for SC and 2.8 for SL.




4.4 Conclusions

1

. The charge separation and charge recombination for short bridged systems SC-(Cgo)2

and SL-(Cgo) lic in the inverted region, but the charge recombination is more decply
down in the inverted region. Therefore, the rate constant for charge recombination is
much smaller than the forward charge separation.

“The long bridged systems LC-(Co)z and LL-(Ceg)y do not yield a charge separation
state after photon capture, which is due to an attenuation of p, with increasing the
donor-acceptor separation distance.

Due to the orientation effect, the charge separation in SL-(Ceo)y is less efficient than in

SC-(Coha-
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Chapter 5

Radiative, Non-radiative Processes of OPV/OPE Chromophore
with Donor Substituents and Derivative Bisfullerene

Terminated Oligomers

Overview
The goal of this chapter is to understand the donor substituent effect on the
structural, electronic and vibronic parameters that govern the photo-induced electron and

energy transfer in the donor substituted (7-B)-bridged Coo Systems (A-[ 7-(D)Bc],-A).
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5.1 Introduction

“The photoinduced intramolecular charge transfer (ICT) in the excited state is an
important transition due to their potential application such as non-lincar optical materials
for data storage, laser dyes, optical switches, pH and ion detectors, fluorescence sensors,
ete."* Photoinduced intramolecular charge transfer may also play a significant role for
gencrating sustained charge separation by efficient intramolecular charge transfer (ICT)
in photochemical-energy utilization.*”

Organic molecules consisting of electron donor and electron acceptor groups
linked by a conjugated -¢lectron system (D-x--A) have attracted considerable attention
due to the complexity of the excited state manifolds and dynamics. The observation of
dual emission by Lippert et al.* and the recognition that R;N subsituted chromophores
undergo conformational changes resulting in the twisted intramolecular charge transfer
(TICT) significantly challenged the existing paradigms for the excited state relaxation in
aromatic chromophores.” In view of their close relationship to photochemical energy
utilization and other application, a convincing and clear analysis of the clectronic and
geometrical structure before and after the primary step of charge transfer needs to be
delineated. With regard to the mechanistic aspects of photophysics and photochemistry of
D-n-A molecules, many hypotheses have been formulated in competition with the simple
and initially convincing explanation given by Lippert et al. Currently, the leading
monomolecular models may be divided into four classes based on the conformation of the
excited states: TICT (twisted intramolecular charge transfer), WICT (wagged intra-
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‘molecular charge transfer),'*!" in which a pseudo Jahn-Teller coupling to form a planar
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CT (PICT) state,” and RICT (rehybridization intramolecular charge transfer)."*'*

5.1.1 Twisted Intramolecular Charge Transfer (TICT)

Electronic excitation generally planarizes the system and thus increases the charge
delocalization to reduce the electron-electron repulsion and bond lengths change due to
the population of 7+ orbital,'*' Some D-A systems have been found to undergo torsional
motion about the D-A bond, resulting in the formation of a twisted charge-separation state
with an orthogonal conformation between the donor and acceptor. The first clearly
recognized and most discussed example of twisted intramolecular charge transfer is
4-(N.N-dimethylamino)benzonitrile (DMABN). In the absence of any excited state
reaction, two fluorescence bands were observed in a variety of solvents, from the weakly
polar dialkyl ethers and toluene to the highly polar alkyl cyanides and alcohols. The
intensity and energetics of the emission bands strongly depended on the solvent polarity

and temperature. Only one fluorescence band appears in non-polar solvents, originat

3
from the 'Ly (') state, and later named by different authors as B fluorescence (Fy),
normal fluorescence (Fy), or locally excited fluorescence (LE). In polar solvents, a long
wavelength emission band grows in relative intensity, which was assigned o the second
singlet excited state ('La), while the intensity of the first band decreases with increasing
polarity of the solvent*'” After studying the dual fluorescence of DMABN and its
derivatives, Grabowski and coworkers proposed an intramolecular conformational change
occurred, with the Fy band assigned to an approximately coplanar structure and the F to
an excited state charge transfer conformation with a highly twisted NMe; group as

illustrated in Figure 5-1.° The torsional motion accompanying intramolecular charge




transfer, a rather widespread phenomenon, was proposed as a successor of the so-called
locally excited (LE) state through the twisting of the D-A bond.
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Figure 5-1. Structure of substituted DMABN and adiabatic reaction pathway for TICT.
‘The nature of the adiabatic reaction pathway, which connects the Sy local excited
Species to the S; charge transfer emitting state, has been discussed extensively in the
experimental and theoretical literature.'®* The S, reaction coordinate that involves the
twist of the amino group relative to the benzene ring has often been postulated to be the

of the “TICT mechanism™ (Figure 5-1). If a TICT forming molecule possessing a

planar ground state is electronically excited. the structure of the excited state adopts a
twisted conformation characterized by red-shifted emission or non-radiative decay with
an enhanced rate constant. The efficiency of this relaxation process as well as the position
of the emission band strongly depends on the molecular environment.** The formation of

the TICT state results in the formation of an excited state dipole moment, which is



energetically stabilized in polar solvents as reflected in the D constant of the solvent.

It is often assumed that the essential difference between the TICT and the other
ICT models for molecules such as DMABN consists of the absence of electronie coupling
between the amino and benzonitrile groups in the TICT state, leading to an increased
lifetime for charge separation in the TICT state. In WICT, RICT, and PICT states to be
discussed below, the electron donor (D) and acceptor (A) substituents of DMABN are

both electronically coupled to the phenyl group. Therefore, the usual assumption is that

the N-phenyl bond has a single-bond character in TICT, while it has a double bond
character in PICT. However, several calculations have found a quinoidal TICT state on
51,27 as manifested in the VB structure.”® The intrinsic electronic coupling between the

amino group and the benzene ring is large in both PICT and TICT structures.

.2 Pla

r Intramolecular Charge Transfer (PICT)
Based on the absence of a linear correlation between the maximum of the CT
emission band, hvyay (CT), and the redox potentials of the electron donor (D) and

acceptor (A) subunits in DMABN,** it has been concluded that a strong electronic

coupling exists between the amino and benzonitrile subu This is in clear contradiction

of the principle of minimum overlap of the TICT model. Clearly, DMABN cannot be
treated as a D (NRy) and an A (CN) group separated by a phenyl ring, which plays the
role of an inert molecular spacer. Therefore, the TICT model has been challenged by
several other alternative models, and the most important one is the planar ICT (PICT)
B3

state suggested by Zachariasse and coworkers.

In support of the PICT model, some indirect experimental approaches based on
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time-resolved resonance Raman** and infrared measurements
‘molecular structure have been reported, but which were interpreted as giving support to
the TICT model. A direct determination of the molecular structure for the ICT state in
erystalline 4-(diisopropylamino)benzonitrile (DIABN) from picosecond X-ray diffraction
has been reported by Zachariasse et al. Spectroscopic results suggest that an ICT state
with a lifetime of 3 ns is produced upon photoexcitation of DIABN molecules in a
erystalline powder. X-ray diffraction (XRD) experiments with a time resolution of 70 ps
show that the torsional angle of the diisopropylamino group with respect to the plane of
the phenyl ring of DIABN decreases from 14°in the electronic ground state to 10° in the
equilibrated ICT state. Therefore, the ICT state of DIABN in the crystal lattice has an
effectively planar structure.'® Recently, the interpretation of these time-resolved X-ray
diffraction experiments of DIABN crystal powder has been questioned based on
experiments in which the ICT state of DIABN was prepared by the direct excitation of the
crystal powder with 400 nm laser light with excitation energy around 6000 cm™ below
that of S;.*” Under such strongly endothermic conditions, an anri-Stokes process, Sy can
normally only be populated by two-photon absorption.™* A more common and simple
experimental approach to obtain structural information of ICT states is to use model
compounds, for which the structure is assumed to be known. The intramolecular charge
transfer with planarized 4-cyanofluorazene (FPP4C) and its flexible counterpart 4-cyano-
N-phenylpyrrole (PP4C) were investigated, both of them showing a similar dual emission
from a locally excited (LE) and an intramolecular charge transfer (ICT) state.”” The

fluorescence and time-resolved spectra were similar, suggesting that the ICT states of




FPP4C and PP4C have similar structure with a high degree of planarity (Figure 5-2). Itis
clear that a perpendicular twist of the D and A subunits in a donor/acceptor molecule is

not a requirement for efficient ICT in the excited state.

ICT reaction coordinate

Figure 5-2. Structure and potential energy surfaces for the ground state Sy and the excited
states S, 52, LE, and ICT for planar FPP4C and flexible PP4C.
5.1.3 Wagged Intramolecular Charge Transfer (WICT)

‘The TICT model to explain the structural and molecular nature of the red shified
second emission band of DMABN and its dual fluorescent derivatives appears to be
flawed based on the observations made for FAPPC and PP4C. Gorse and Pesquer
suggested the wagged intramolecular charge transfer to challenge the necessity of this
twist to obtain the ICT state that is responsible for the dual fluorescence.'" According to the
authors, WICT is the pyramidalization of the dimethylamino nitrogen which change from

planar (sp’) to pyramidal (sp*) hybridization of the dimethylamino nitrogen (Figure 5-3).



Figure 5-3. Schematic representation of WICT in comparison with TICT, PICT and RICT.

‘The pyramidalization of the dimethylamine nitrogen can also decouple the nitrogen lone
pair orbital from the acceptor 7 subsystem, which would lead to an increase in the
positive charge on the dimethylamino group and, hence, to a larger value of the dipole
moment of the intramolecular charge transfer state. To ascertain if the dual fluorescence
can be interpreted in terms of WICT state, theoretical calculations have been carried out
on DMABN using both semiempirical and ab initio methods."""****! The calculations

suggest that the dual may be a of a dynamically coupled TICT

and LE which are distorted with respect to one another with a kinetic barrier, AG*. If true,
the relative distribution of the LE and TICT states will be solvent and temperature
dependent. Furthermore, the calculations predicted an energy minimun at a twist angle of
about 60°, but not the fully twisted (perpendicular) structure for the lowest excited state.
On the other hand, the dual fluorescence phenomena cannot be solely related to the

presence of a WICT state mainly because the polar WICT state is too high in energy and




1o minimun exists along the reaction coordinate.

5.1.4 Rehybridized Intramolecular Charge Transfer (RICT)

Rehybridization of the carbon atom of eyano group from sp to sp’ is due to the

charge transferred to it from the dimethylamino group, resulting in an in-plane bent
structure of the acceptor group, which is the key feature of the rehybridized ICT (RICT)
model (Figure 5-3). The RICT model was proposed based on the results of ab initio CI
single optimizations by identifying a corresponding excited state minimum with strong
charge transfer character.*'* However, this RICT state is 19.6 kcal/mol higher in energy
than the TICT state and is furthermore associated with a large barrier (17.6 keal/mol)
which is not surprising given the significant changes in bonding required for a
reconfiguration of sp —> sp>.*’ Thus, even in polar solvents the TICT pathway for
DMABN s thermodynamically and kinetically favored against the RICT reaction.
Moreover, the RICT hypothesis would not help to explain ample evidence for analogues
of DMABN in which the CN group is replaced by such substituent as -CHO, -COCH;,
-COOR, or-CONRy, or those in which the whole benzonitrile acceptor is replaced by the
pyridine or pyrimidine ring. Therefore, the RICT hypothesis remains unsupported by the

experimental data.

5.5 Excited-State St 1 Relaxation in Donor-Aceeptor Substituted Stilbenes
TICT based dual fluorescent systems have been applied in the design of
ratiometric fluorescent chemosensors,“*** nonlinear optical materials,* and electro-optical

switches.* In addition, the TICT concept has inspired the design of ground state twisted

2zwitterionic D-A systems possessing very large polarizability properties.***’ The
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fluoroionophoric behavior for the neutral probes is characterized by an “off-on”
photoinduced electron transfer (PET)-like fluorescence intensity in response to a
switching from a twisted intramolecular charge transfer to a planar intramolecular charge
transfer state. frans-Aminostilbenes are D-A molecules that could undergo both frans-cis
isomerization and TICT formation in the singlet excited state (‘l'). The structural effect

on the interplay of these two types of torsional motions is still controversia

Different mechanistic interpretations for the formation and deactivation of the
TICT state of aminostilbenes have been proposed. Recent experimental data reveal that
substituents play an important role in determining the relative energy levels of the excited
states and thus the resulting decay pathways. Earlier spectroscopic studies on N, N-dialkyl

substituted trans-:

aminostilbenes (Figure 5-4), including the parent molecule (DS),
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Figure 5-4. Structure of N, N-dialkyl substituted frans-4-aminostilbenes.
trans-4-(N.- ino)-4 iibene (DCS), trans-4-(N. ino)-4-
(DNS), trans4.4 faminostilbene (DDS), have led o the

proposition of a common TICT state resulting from the twisting of the anilino(D)-styryl
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(A) C-C bond.***" The emissive nature of the TICT state was attributed to cither a large

vibronic mixing with the other allowed states or an incomplete twisting of the single bond

(i.e., twisted angle < 90°). However, several significant issues were raised regarding the

nature of the emissive state as a planar or a twisted configuration coupled with the
necessity of a TICT state to rationalize the photochemical properties of aminostilbenes. ™
Yang et al. reported systematic studies on the excited state properties of N-aryl-substituted
trans-4-aminostilbenes and the related model compounds, which have provided an
opportunity for exploring and testing the participation of TICT states in the excited state
decay of aminostilbenes.'**** It has been shown that the electron donor strength plays an

important role in observing emission from a TICT state for aminostilbene and its

derivatives. Compared with the N, N-dialkyl derivatives (e.g. DS), the N-aryl-substituted
trans-4-aminostilbenes have inherently greater fluorescence quantum yields and longer
fluorescence lifetimes due to the prominent “amino conjugation effect”, which can be a
useful probe for differentiating a TICT from a PICT state for trans-4-aminostilbenes.'*""
Based on the nature of ICT states in acetonitrile, N-aryl-substituted trans-4-amino-
stilbenes are classified into three different groups (Groups I-11I), which possess a PICT, a

stilbenyl-anilino C-N bond TICT, a DMABN-like TICT, and a styryl-anilino C-C bond

TICT state, respectively. Like the parent frans-4-aminostilbene, 1H and 1Me display a

single fluorescence emission band with large value of @. The sum of @ + 2 is 1.0
within experimental error in both polar and non-polar solvent. Apparently, the excited
singlet decay is mainly via fluorescence and torsion of the central double bond for 1H and

1Me (Group I). A two-state model (‘t* (PICT) and 'p*) is sufficient to account for the
v
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photochemical behavior (Figure 5-5).** In addition, the studies of solvent effect on @ and
2@ indicate that both D-only and D-A substituted trans-stilbenes have larger barriers for
the double bond torsion in more polar solvents.'® With regard to the photo-isomerization
‘mechanism, the trans-cis double bond torsion in the lowest singlet excited state (S1)
encounters an energy barrier () before it reaches a surface minimum with a perpendicular
geometry ('p*) (Figure 5-6).°° The 'p* state then undergoes an efficient surface jump Sy
> Sy due to the conical intersection, which accounts for a fraction of ~ 0.5 for the decay

of 'p* to the trans (8) and cis (1-fisomer (e.g., = 0.46 for trans-stilbene).

\
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Figure 5. Pholodynamic scheme proposed for N-aryl substituted rans-4-amino-stlbenes.
%", PICT, and TICT refer to the singlet and triplet excited states of the
irans isomer and those of the C-C twisted perpendicular states and the planar and twisted
intramolecular charge transfer states, respectively. Reproduced from ref **.

‘The dual fluorescence was observed for ICN (Group II) with a low quantum yield

in polar solvents, which differentiates them from the other N-aryl-substituted trans-4-
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Figure 5-6. Simplified potential energy surface for the lowest electronic states of

trans-aminostilbenes. The dash arrows show the trans—cis photoisomerization pathway
along the ) state.

aminostilbene derivatives of Group 1. The discrepancies in fluorescence properties
between 1H (or 1Me) and 1CN disappear when the rotation of the aniline-benzonitrilo
C-N was inhibited, indicating the formation of a DMABN-like TICT state by twisting the

ion

anilino-benzonitrilo C-N bond should be temperature dependent. The weak emi
property observed for the TICT state is consistent with the forbidden nature of the
fluorescence, and a broad TICT emission is in accord with a broad distribution of
conformers with varied twisted angles around the C-N single bond.'® Therefore, a
three-state model ('t*, 'p*, and TICT) is required to describe the excited state properties
for 1CN. The 't'(PICT) states result from photoinduced charge transfer from the
aminostilbene as the electron donor to the phenylnitrile. The introduction of an
electron-withdrawing cyano group in the donor apparently reduces its electron-donating

power and then inhibits the formation of a DMABN-like TICT state for 1CN (Figure
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5-5).%% For aminostilbenes 1CN, the TICT state has an opposite charge-transfer direction
from the PICT state, and thus, facile charge redistribution is required for initiating the
changes in nuclear coordinate and the reorientation of the solvent dipoles.

The common photochemical properties observed for 10M and 20M (Group 111)
is the dramatic changes in @ as a function of solvent, which closely resemble the group II
molecules and could also be described by three-state model ('t*, 'p*, and TICT) with an
overlapped emission from the 't* and the TICT states. However, the introduction of
strong electron-donating methoxy substituent results in a stronger amino donor than that
in the other derivatives of aminostilbenes, so that the structure of TICT state for IOM and
20M s very different from that for 1CN, resulted from the twisting of the stilbenyl
(A)-anilino (D) C-N bond and the direction of ICT (Figure 5-5). Independent on the bond
involved in the TICT state, TICT state formation in both cases of Group 11 and Group 111
have the common features of broad fluorescence spectra and a low quantum yield for both

fluorescence and isomerization.



5.2 Results
5.2.1 Structure of OPE/OPV Oligomers with Donor Groups and Bisfullerene
Terminated Assemblies

‘The free energy change for charge separation and the reorganization energetics are
two of key parameters for the optimization of photoinduced charge separation (CS) and
charge recombination (CR) processes. Ideally, by manipulating CS to be close to the top
of the Marcus normal region (AG® ~ ;) and CR deeply down to the inverted region
(AG° > A), under these energy constraints, CS is barrierless and the rate constant for CR

will decrease as AG® increases. This is a matter of great importance to select a donor-

acceptor pair with suitable redox potentials and excitation energy, matching with small
reorganization energetics. As discussed in Chapter 3, the main structural geometries of
the OPV/OPE oligomers are two-dimensional cruciform. The redox potential of OPV
could be adjusted by the introduction of donor and/or acceptor groups to the para-
positions.” In this chapter, the excited state dynamics of bisfullerene terminated
OPV/OPE oligomers with donor substituents will be investigated and compared with
unsubstituted OPV/OPE systems (Chapter 4). The structures and numbering key for the

main structural geometries of the OPV/OPE oligomers with donor subst

uents are
illustrated in Scheme 5-1.

In the sections below, the ground and excited state properties of the OPV/OPE
bridge with donor groups will be first described, followed by the results of bisfullerene

terminated systems conducted in this study.
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Scheme 5-1. Structures of donor substituted OPV/OPE oligomers and bisfullerene
terminated derivatives.

5.2.2 Absorption and Emission of OPV/OPE Oligomers with Donor Groups

Absorption Spectra. The absorption spectra of bis(diphenylamino)-substituted
cruciform DSC and DLC are shown in Figure 5-7. The spectral envelopes arise from
overlapping transitions that differ in the molecular orbital parentage and their vibronic
component. The data of optical properties for DSC and DLC and comparative data for

(OPV/OPE analogous SC and LC are summarized in Table 5-1.
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Figure 5-7. (Left) The absorption and emission spectra of DSC (Abs @, Em 0) in
comparison with that of SC (solid line), and (right) DLC (Abs 4, Em ) in comparison
with that of LC (solid line) measured in N; saturated CHCIy at 298 +3K.

Table 5-1. Absorption and emission data of DSC and DLC and comparative data for SC
and LC in N; saturated CHCI; at 29813 K.

Entry DSC sc DLC Lc
S0, nm 435 390 406 403
&(x10*M'em™) | 5.1 54 28 32
Eyg ™", om™ 23,000 25,600 24,600 24,800
A57%, nm 515 428 514 452
ESS0, em N 71 9:400 23,400 19,500 22,100
EusEepyem™ | 3570 2280 5170 270
g 080 096 046 096
Tpns 18 27 22 1
(ks (5:6:10% | (37x10% | (45x10% | 9.0x10%)
ks’ 4.4x10° 3.6x10° 2.1x10* 87x10°
ks 1.5x107 1.5x107 2.4x10*

3.6x107
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As shown in Figure 5-7, the absorption spectrum of SC in CHCl; is similar to the
spectrum observed for 14-distyrylbenzene with analogous substituents in the 2 and 5
positions of the central benzene.** The 0-0 absorption peak is clearly visible at 390 nm
(25,640 cm™), and the absorption maximum is at 360 nm (27,780 cm”). Another
transition to a high-energy excited state is at 320 nm (31250 em™). The introduction of
N.N-diphenylamino groups into the 4 and 4 positions of the two terminal phenyl rings in
DSC results in a considerable red shift for the absorption maximum to 387 nm (25.840

em), and the 0-0 absorption peak to 435 nm (22,990 c:

. Such a red shift suggests

substantial interactions between the N, N-diphenylamino groups and distyrylbenzene. On
the contrary, the high-cnergy band is blue shifted to 309 nm (32,360 em™), possibly due
to another transition to a high-energy excited state with configurations all localized in the
triphenylamine moiety.”

As investigated in Chapter 3 by TD-DFT, the HOMO and LUMO of SC spread
over the entire molecule, and are superimposable upon each other. Therefore, the HOMO
> LUMO transitions of unsubstituted short cruciform SC are characterized by m—>n*
transitions. Introducing donor groups into each end of distyrylbenzene will result in
different electron densities due to the inductive effects of NR; substituents with the
HOMO and LUMO into distyrylbenzene and bisphenylethynylene branch respectively.*
The HOMO and LUMO become localized and the electronic excitation will result in a
transition with a large degree of charge transfer character.

In contrast with the short oligomer series, the 0-0 transition of LC is red shifted to

403 nm (24,810 em™), and the absorption maximum is at 373 nm (26,810 cm™). The



intensity ratio of 0-0 vs. 0-1 transition is relatively higher than the intensity ratio in SC,
suggesting that the structure of Franck-Condon state is less distorted in LC. Bis(diphenyl-

amino)-substituted long cruciform DLC give

rise to a pronounced absorption shoulder at
~450-500 nm. The absorption maximum at 406 nm (24,630 em™), and the high-energy
absorption band at 309 nm show very little spectral shifis in comparison with the
absorption spectrum of LC (312 nm)."

Emission Spectra. The cmission maxima (A ). Stokes shift (Eaps—Eem).
quantum yield and lifetime data are summarized in Table 5-1. The emission spectra of SC

and LC are much narrower than the absorption spectra, and also

lay a vibronic
structure with ho= 1250 emi” which is attributed to the C=C stretching mode of the
distyrylbenzene. In addition, the emission spectra of both SC and LC display a large
intensity ratio of 0-0 vs. 0-1 band, but the intensity distribution of the vibronic components
is different from the absorption spectra. According to the Franck-Condon principle, the
structural distortions in the excited state of a compound are small, accordingly the 0-0
transition is dominant and the intensity of 0-0 vs. 0-1 increases as Aq (bond distortion)
decreases.

‘The emission spectra of DSC and DLC display a significant red shift to 515 nm
(19.420 em™) with a shoulder at 550 nm (18,180 em”). The large Stokes shifls observed
for DSC (3570 em™, 044 eV) and DLC (5170 em”, 0.64 V) are diagnostic for a

radiative transition with a high degree of charge transfer character. Other evidence for CT

! More detailed understanding of these spectral properties requires expensive TD-DFT and ab i
calculations and the results will be disclosed in the future




comes from the solvent dependence studies described below and a significant difference

in resolving vibronic progressions, presumably due to solvent broadening. The results are
consistent with analogues described elsewhere.** The presence of electron donating groups
(NRy) in 4,4"-positions of distyrylbenzene results in significant redistribution of electron
density expected for an ICT band.*** The shape of emission spectral envelopes for DSC
and DLC is independent on the excitation wavelength and the fluorescence decays display
single-cxponential kinetics independent on the monitoring wavelength.

‘The excited state dynamics for DSC and DLC are distinctly different from the
well-known charge transfer molecule 4-(N. N-dimethylamino)benzonitrile (DMABN).”
‘The spectroscopy of DMABN displays weak emission from the locally excited (LE) state
in contrast to DSC where the emission is observed in polar solvents. However, the
deconvolution of emission profiles of both DSC and DLC in CHCI; gives two bands with
different half bandwidth, A7, together with the single-exponential fluorescence decay.
suggesting there is a rapid dynamical coupling between two emitting species PICT and
TICT on the time scale of excited state decay.

Fluorescence Quantum Yields and Lifetimes. Quantum yields of bis(diphenyl-
amino)-functionalized cruciform DSC and DLC are relatively lower than that of SC and
LC, which is opposite to the “amino conjugation effect” described by Yang ef al.*’ The
introduction of N,N-diphenyl substituents to 4-aminodistyrylbenzenes leads to a more
planar ground state geometry about the nitrogen atom, a conformational change suggested
from the theoretical calculation.*® Such a constrained geometry results in a significant

overlap of the amine lone pair electrons into the 7-bonding molecular orbitals of the arene
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ring. If this is true, the planar 't* state should be energetically stabilized relative to the
perpendicular 'p* state. The net result would be an increased thermal barrier between 't*
and 'p* with a concomitant decrease in ke due to a decrease in non-radiative deactivation
pathways. However, the emission quantum yield decreases and a significant red shift in
emission, as a consequence of energy gap law, nonradiative pathways (vibronic coupling)
become more accessible with a small energy separation in the weak coupling limit. The
rate constants for radiative (k) and nonradiative (ky) decays are correlated with the

fluorescence quantum yield () and lifetime (r) by eq 5-1 and eq 5-2.

e -1
ke +knr + Y ki
= (ky + k) (52)

“The fluorescence lifetime and quantum yield are dependent on k. With a decreasing
encrgy gap, ky exponentionally increases. Consequently, quantum yields for DSC and
DLC decrease with the decreasing energy separation.

Emission Spectral Analysis. Emission spectral profiles were analyzed by
application of Franck-Condon analysis as described in Chapter 2. Vibronic contributions
are included as a single, averaged mode of quantum spacing he and the electron-
vibrational coupling constant S. The electron-vibrational coupling constant (Huang-Rhys
factor) is related to the change in equilibrium displacement between states. The spectral
fitting parameters are reported in Table 5-2. The emission spectra and the calculated fits
for DSC and DLC are shown in Figure 5-8. The bandwidth at half-height for each

vibronic component, A7z, s related to the solvent reorganizational energy, 2, by




,,,,,, Chapter.

—Exp(DLO)

Fit
Residual Residual {00

\ N\

Exp (DSC)
Fit

Intensity
—
Intensity

AN

A

2 0 T

5
Wavenumber (x10%m)

2 2 0 0
Wavenumber (x10%em™)

Figure 5-8. Emission spectral fitting for DSC (left) and DLC (right) measured in CHCIy
at 298+3K.

‘Table §-2. Emission spectral fitting parameters for the spectra of DSC and DLC measured

in CHCI at 29843K.

Entry DSC sc DLC Lc
Een, om”! 19,400 23,400 19,500 22,100
Eo, e 19,800 23,200 19,500 22,000
s 132 110 107 085
Avyjzem™ 1590 1260 1940 1220
ho,em™! 1320 1300 1550 1450
Eups-Eeny om 3570 2280 5170 270
Ay em™ 1790 1140 2590 1140
Ay c” 1742 1430 1660 1230
A em’! 1100 690 1636 644
Inf(FC)) 305 4L 272 374
v 143 179 1.88 146
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(8%,,)° = 16k5TAoIn2 (53)
‘The solvent reorganization energy can be calculated from eq 5-3, reported in Table 5-2.
For DSC and DLC, the solvent reorganization energies are much larger than those of SC
and LC.
The solvent dependence of the emission spectrum is expected and is characteristic

of the charge transfer transition. The microscopic origin for solvent dependence is due to

a formation or change of dipole moment; low dielectric solvents destabilize the excited
state and high dielectric solvents stabilize the excited state.
5.2.3 Transient Absorption of OPE/OPY Oligomers with Donor Substituents

“The transient absorption difference spectra of the excited states and intermediates
involved in the electron transfer steps were acquired in Ny saturated CHCl; following
laser flash excitation at 355 nm. The difference spectra for DSC and DLC are shown in
Figure 5-9 and Figure 5-10. The transient absorption decays are fitted to the single
exponential decay function,

DA, = g exp(—kt) + yo (5-3)

with AA, and AAq changes in transient absorbance at time ¢ and 0, respectively,  the
decay rate constant, and yo an appropriate fixed number close to the asymptotic value of
AA, variable for large 1 values. These spectra are important for the identification of charge

separation state in transient absorption experiments.

The transient absorption difference spectra of DSC and DLC have the similar

profiles. The 355 nm pulsed laser excitation of DSC and DLC in N; saturated CHCl; leads

1o the formation of an intense transient absorption at 2492 = 490 nm (20,410 cm). The
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Figure 5-9. Transient absorption difference spectrum of DSC in comparison with the
transient absorption difference spectrum of DEB, together with Abs (green dot line) and
Em (red dot line) in Ny saturated CHCy at 29843 K.
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Figure 5-10. Transient absorption difference spectrum of DLC in comparison with Abs
(green dot line) and Em (red dot line) in Ny saturated CHCl, at 298+3 K.



transient lifetime is ~ 2.0 s, which decays by the single exponential kinetics (ko= 5.0
x10°s™). The transient absorption is assigned to the excited state absorption of 77,
localized on OPV.* In Figure 5-9, the transient absorption difference spectrum of DEB
is also shown for the comparison. After laser excitation, the transient absorption spectra of
both DSC and DLC displayed the ground state depletion at ~ 300 - 480 nm (33,330 -
20,830 em™), which are in a good mateh with the UV-Vis spectra of the original solution.
Apparently, little o no chemical change oceurs upon laser excitation. In addition, another
negative band with 2322~ 700 to 900 nm (14,280 - 11,110 cm™) which decays by the
single exponential kinetics with kp= 5.0 x10°s is tentatively assigned as triplet emission.

5.2.3 Absorption and Emission of Derivative Bisfullerene Termi

ted Oligomers
Absorption Speetra. The absorption spectra of bisfullerene terminated OPE/OPY

oligomers are shown in Figure 5-11. The spectra of DSC/DLC-(Ceo): display collective

2
—— b
== DLC(Em)
CC, A
T 12 24 24 o
=z 3
< 2
Zos o8 16 g
o 04 08 o
0 w E) o 0 B
‘Wavenumber (x10'cm) Wavenumber (x10cm’)

Figure 5-11. The absorption and emission spectra of DSC-(Co)z (Abs @, Em O) in
comparison with that of DSC (solid line), and DLC-(Cq (Abs . Em %) in
comparison with that of DLC (solid line) measured in Ny saturated CHCly at 29843K.
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spectral properties of the two individual components, i.e. the 7 —» 7 transitions of the
oligomer bridges and the characteristic absorptions of Ceg at ~ 300 350 nm (33,300 -
28,570 cm”) along with @ weak tail beyond 500 nm (20,000 em). Comparing the
absorption spectra of DSC/DLC-(Ca), with those of their oligomer bridges DSC/DLC, it

is clear that x — n* transitions of DSC/DLC(Ceo)2 show little or no spectral shi

indicating an absence of significant electronic coupling in the ground state. There is no
evidence for charge transfer from the bridge to the acceptor Ceo in the ground state spectra.
‘The absorptivity of DLC-(Co)2 was significantly decreased by the factor of 10.

Emission Spectra. The emi

ion spectra of bisfullerene terminated oligomers in
comparison with the emission spectra of donor substituted OPE/OPV precursors are
shown in Figure 5-11. The emission maxima (Aey,). Stokes shift (Eqps = Eem). quantum
yield and lifetime for DSC-(Ceo)s and DLC-(Ceo)z in comparison with those of DSC and
DLC are summarized in Table 5-3. The emission maximum of DSC{Ce); at 525 nm
(19,050 em™) is ca. 10 nm red-shified relative to that of DSC, and the emission of 'C j
appears at 710 nm (14,085 em™).” In comparison with DLC, the emission maximum of
DLC~(Ceo), is further red-shified to 562 nm (17,800 cm™), and *Co emits at 710 nm,
which is masked by the tailing of emission at 562 nm.

Fluorescence Quantum Yield and Lifetime. OPE/OPV oligomers are highly
emissive, with quantum yield close to unit. The introduction of donor substituents into the
OPV branch reduces the quantum yield as nonradiative pathways become more accessible
with a small energy separation as predicted from the non-radiative decay theory. However,

the fluorescence of bisfullerene terminated oligomers is significantly quenched by the



Table 5-3. The absorption and emission data of DSC+(Ce), and DLC(Ce) in
comparison with those of DSC and DLC measured in CHCI; at 29843 K.

Entry DSC-(Ceo)2 DSC DLC-(Ce0)2 DLC
A, nm 391 435 405 406
©(x10' M'em™) | 8.1 5.1 030 28
Egy ™, em! 25,600 23,000 24,700 24,600
S50 525 562
A%, nm 70 515 210 514
19,100 17,800
SiSo_ cl . X
Egi, em 14100 19,400 e 19,500
EqpseEnycm™ 6530 3570 6890 5170
et 1.3x10° 0.80 <10® 0.46
Tp. 1S 4.8(525)" 4.8(562)"
39(710) o 38 et
ks 24x10° 44x10° 2.1x10* 4.4x10°
ks 24x10" 1.5x10" 2.1x10" Lix10*

a. Trace amount of bridge precursor mask the lifetime of bisfullerene derivative.

‘magnitude of 10*, indicating the i of competitive

transfer pathways for the excited state deactivation. The emission lifetimes of oligomer
bridges and 'CZ, are 4.8 and 3.9 ns respectively, which are relatively longer than the
lifetimes of DSC/DLC and pristine Ceo (1.2 ns).”

Emission Spectral Analysis. Emission spectral profiles were analyzed by the
same methodology as described before. The experimental along with the fitted spectra are
shown in Figure 5-12, and the spectral fitting parameters are reported in Table 5-4. In
comparison with the donor substituted oligomer bridges, it is obvious that the solvent

reorganization energy for thebisfullerene terminated oligomer is much larger than that of
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Figure 5-12. Emission spectral fitting for DSC~(Cy0)> (left) and DLC-(Ceo): (right) in
CHCl; at 298+3K.

Table 5-4. Emission spectral fitting parameters of DSC-(Cqo)z and DLC-(Ceo) in CHCly

: at 298+3K. |
Entry DSC-(Cen)  DSC DLC-(Cg)» DLC ‘
Eem, cm” . 19,400 19,800 19,500
Eo,em” 19,200 19,800 19,800 19,500
S 0.82 132 1.58 1.07
AV g5, cm % 2460 1590 3230 1940

heo,em™ 1900 1320 1750 1550
Eaps~Eem, cm™ 6590 3570 7050 5170
Aeem™ 3290 1790 3530 2590
Ay e 1360 1740 2770 1660
o em’! 2360 1100 4820 1640
In[(Fcale)] <239 -30.5 -19.9 =272
Y 1.52 143 0.97 1.88

R T .



the bridge precursor, indicating a long distance ICT, but further evidence to support the
ICT requires transient absorption data. The electron-vibrational coupling constant or
Huang- Rhys factor (S), which is related to the change in the equilibrium displacement
between the ground and excited states, of DSC-(Cy)2 is larger than that of DLC-(Ceo).
This is opposite to the trend that has been demonstrated by the OPE/OPV oligomers with

donor substituents.

5.2.5 Transient Absorption of Derivative Bisfullerene Terminated Oligomers

Transient absorption difference spectra for DSC-(Ceo) and DLC-(Ceo)y were
acquired in N saturated CHCI; following pulsed laser excitation at 355 nm. The
difference spectra of DSC-(Co)2 and DLC-(Ceo), are shown in Figure 5-13 and 5-14. The
transient absorption decays are fitted to the single exponential decay function as eq 5-3.

The 355 nm pulsed laser excitation of DSC-(Ceo)y in N; saturated CHCI leads to
the transient absorption in the entire visible region with two discernable bands at 400 nm
(25000 em™) and 520 nm (19.230 em) respectively, which resembles the transient
absorption difference spectrum of LC-(Ceo),. The transient absorption at Ao = 520 nm
has a lifetime ~ 3.0 pis, which is assigned to the excited state absorption of 7i—>7,
localized on OPV.*% The other transient absorption with Zhue at 400 nm decay with ©
~ 0.5 ps. With reference to 7;->7, absorption of *Cg, from LC-(Co)s and Co-DEB, the
absorption at 400 nm is assigned to the excited state absorption of *Co.

The transient absorption of DLC~(Co)2 displays a very different spectrum from

that of DSC-(Cgo)z. As shown in Figure 5-14, it has a very intense absorption with Zhuyx

at 490 nm (20,410 em™) with the transient lifetime ~ 1.3 pis and decaying by single
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Figure 5-13. Transient absorption difference spectrum of DSC-(Ceo)s (# ) in comparison
with Abs (green dot line) and Em (red dot line) and TA of LC-(Cao)a () in N saturated
CHCl; at 29843 K.
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Figure 5-14. Transient absorption difference spectrum of DLC-(Cyo): (#) in comparison
with Abs (green dot line) and Em (red dot line) and TA of SC-(Ceo): () in N saturated
CHCly at 29843 K.




exponential kinetics (kp= 7.0 x10°s™). This transient absorption is assigned to the excited
state absorption 7,7, which is localized on OPV.”' The relatively weak absorption at
~ 800- 1000 nm with the lifetime ~ 1.0 s is possibly from the Cgo radical anion and the
diphenylamino radical cation.” DLC+(Cgo): also displays discernable transient absorptions
at 400 nm (25,000 cm!) and 700 nm (14,285 cm™), which is assigned as a *Co based
excited state absorption with reference to the transient absorption difference spectra of the

model compounds Ceo-DEB and SC-(Cgo)2



53

iscussions
531 Substituent Effect

Intramolecular Charge Transfer. Electronic conjugation in two-dimensional
(2D) settings offers an opportunity to spatially separate molecular orbitals  that
fundamentally affect the ground and excited state electronic properties. The 2D cruciforms
regulate the mixing of localized and delocalized components of the electronic structures
associated with cross-linking. Cruciform chromophores as discussed in Chapter 3 display
two distinct molecular axes with either similar or dissimilar electronic properties.
Attaching donor and/or acceptor substituents to cruciforms at suitable positions can lead
to independent electronic shifts of HOMO and LUMO into opposite directions or
delocalized over the entire molecule (Figure 5-15). The HOMO and LUMO of cruciform
(SC) without donor and/or acceptor substituents spread overall the molecule. The
introduction of donor substituents at each end of distyrylbenzene reallocates the HOMO
and LUMO into distyrylbenzene and bisphenylethynylene branch respectively (Figure
5-15), which results in an ICT after photon capture.** This is in agreement with the
experimental results that the absorption and emission of both DSC and DLC have
substantial red shifts with a loss of fine structure for emission spectra.

Further evidence to support the ICT is the study of solvent dependence as shown
in Figure 5-16. The emission spectra displayed a dramatic red shift with the increasing
dielectric constant of the solvent, consistent with expectations of dielectric continuum
theory. The vibrational structure is observed in toluene, but the spectra are broad in

chloroform and completely structureless in more polar solvents, providing evidence for
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Figure 5-15. FMOs for cruciform calculated with HF/6-31 lG(d) and donor substituted
one calculated with B3LYP 6-31G//6-31G (d, p) using Spartan.*

Emissio (a.0.)

Figure 5-16. Solvent dependence of absorption and emission for donor substituted
cruciform at 298+3K.



the charge transfer character of the fluorescent singlet. In addition, there are significant
changes in the absorption spectra as a function of solvent polarity, which appears to
stabilize the ground state.

Molecular Strueture. The nature of substituents has a great influence on the
structure of ground and excited states, and then plays a significant role on the
photophysical and photochemical properties. ZINDO calculations on trans-4-(N.N-
diphenylamino)stilbene suggests that the fluorescent state, particularly in the region of the
central double bond is less distorted, indicating a reduced role for the central double bond
in the lowest excited state consistent with the population of 7 orbitals and a reduction in
the force constant.®’ Optimized geometries for the ground and excited states indicate that
trans-4-(N, N-diphenylamino)stilbene adopts completely planar structures about the N
atom (i.e. a sp® character for the N atom), with dihedral angle 0 = 56° between the two

N-phenyl planes of the amine group (Figure 5-17). *C NMR measurements by Meier®'

Ground state

 (=360°)is defined as the sum of bond angles about N atom.

Figure 5-17. Optimized geometries for the ground and excited states of frans-4-(N.N-
diphenylamino)stilbene adapted from ref 63.



apter
also demonstrated that the dipolar quinoid resonance structure seems to be appropriate for
stilbene in the ground state Syand the first excited singlet state S based on the valence
bond (V) model. As a test of the proposed structure, the binding constants of H'and Ag"
should be attenuated (Chapter 6). There is no detectable change in the absorption and

emission spectra consistent with expectations based on the VB model.

The Electronic Origin of the Dual Fluorescence. The emission maximum of
DSC and DLC are red shifted to Apqy = 515 nm (19,420 em™) with a shoulder at ~ 550

nm (18,180 em™) as illustrated in Figure 5-7. The energy difference between two peaks

~1200 em”, as expected for the vibronic progressions from C=C stretching modes.
However, the Gaussian deconvolution analyses indicate that these two bands have
different half bandwidihs (A7, ), i.c. 1560 and 2655 e for DSC and 1613 and 2750

em for DLC as shown in Figure 5-18. If the assignment that there exist two emitting
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Figure 5-18. Emission band shape analysis by Gaussian deconvolution for DSC and DLC.
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states or conformers is correct, then there must be a dynamically coupled interconversion
between two states rapid on the time scale for the excited state decay as the single
exponential decay kinetics was observed.

The electronic origin of the dual fluorescence has been proposed as different
models, i.e. TICT (twisted intramolecular charge transfer),"! WICT (wagged intra-
molecular charge transfer).'” in which a pseudo Jahn-Teller coupling to form a planar CT
(PICT) state is assumed,” and RICT (rehybridization intramolecular charge transfer).''*
The TICT or PICT model was identified as being due to the CT state in which the
benzene ring is distorted to an antiquinoid (AQ) or a quinoid (Q) structure, respectively.
However, a different CT state in dimethylaminobenzonitrile (DMABN) was identified
and confirmed in which the benzene ring assumes a quinoid structure, with the dimethyl
amino group is 90° twisted with respect to the benzene ring %" To resolve the
TICT/PICT debate, another model was proposed by modeling the structure of the
acceptor as a derivative of the benzene anion radical.” The benzene ring as the principal
electron acceptor leads to four different lowest lying electronic excited states in these
systems: two of them are principally of LE nature, whereas the other two are CT-types as
shown in Figure 5-19. The LE states are due to transitions from the benzene HOMOS to
the benzene LUMOs, and two CT states with similar energics but different symmetries
arise from an electron transfer from the HOMO of the amino group to two of the nearly
degenerate benzene LUMOS 3a and 3b.

The donor orbitals of an amino substituent are p orbitals possessing b-type

symmetry in the C; symmetry group. Placing an electron in the 3b orbital, a radical anion




LE transitions *

Benzene MO’s

Figure 5-19. MO diagram and optical transitions from the ground state.

with 2B symmetry is formed, and this radical anion has a quinoid structure with a
minimum in the planar form. If an electron is transferred into the 3a MO, the formed
radical anion with A symmetry has an anti-quinoid structure (an AQ structure). In AQ
structure, the distance between the two bonded central carbon atoms in the benzene ring is
longer than in benzene. Therefore, the AQ structure with a minimun at the perpendicular
form has a larger dipole moment than the quinoid structure. This perpendicular geometry
is prefrred in polar solvents. Depending on the substituents, i.e. N, N-diphenylamino as
donor, the planar conformation of CT excited state is lower in energy than that of the LE
state, and dual fluorescence can be observed also from the planar structure. In non-polar
solvent, if the LE state is much lower in energy than two CT states so that no dual

fluorescence is expected.
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532 EIT vs. EnT: The Effect of Varying Donor-Acceptor Distance and the
Interplay with the Energy gap Dependence for Electron Transfer
For OPV/OPE cruciform systems discussed in Chapter 4, the formation of the

o- was detected in the transient absorption difference

radical ion pair, Cgo~ (n-B)¢~
spectrum of Figure 4-6, indicating the charge separation is very efficient with a Cg;
spectral maker at 900 - 1000 nm. The calculated lifetime for the charge separation state is
60050 ns. However, there is no detectable spectroscopic evidence for the formation of
radical ion pair, Cgo~ (x-B){% - Cg, as the bridge length increases. The emission from
the bridge singlet excited state, Cgo—*(x-B)ic - Cgo, is also significantly quenched due
to the Forster energy transfer to form Cgo— (r-B)c~'Cjo. After the formation of
Cso= (m-B)c = 'Co. the system will undergo charge separation or intersystem crossing

o form o = (7~ B)y - *Cig, @ kinetic competition dependent on AG and 2.

In donor substituted OPV/OPE cruciforms, the emission are characterized by an
intramolecular charge transfer from diphenylamino to OPV subunit. The introduction of
acceptor Ceo to the donor substituted OPV/OPE oligomers changes the coefficient
distribution of the FMOs. The reduced overlap between the HOMO and LUMO is
consistent with the unusually long emissive lifetime. The reduced quantum yield of the
charge transfer band is correlated with the decreased energy gap. In Cgo = (- B)psc = Ceor
the emission from *(x-B)psc is significantly quenched. The excited state absorption of
bridge 7 -> 7, at 480 nm resulting from the intersystem crossing is shown in Figure 5-13.
It is obvious there is no spectroscopic evidence of a charge separation state in

Ceo= (m-B)psc=Ceo at least on the ns time scale as shown in Figure 5-13. The rate



constant for energy transfer estimated from eq 4-28 is extremely fast and occurs within ~
5 ps. The photophysical processes in Cgo— (%-B)psc— Coo System after the excitation of
the OPV/OPE oligomer is illustrated in Figure 5-20.
5 Ca-'@Bisc—Ca
5 e
S Ca='(B)bscCan

Ceo— (-B)psc—'Céo

t=48ns o co B B
Kear Kear
K k ks
So

Coo= (v-Blpsc—Ceo

Figure 520 Schematic energy level diagram showing excitation, energy transfer,
intersystem crossing afier excitation of OPE/OPV oligomer in DSC-(Cao) system.

In Cgo~ (-B)pyc = Coon the charge transfer from diphenylamino to Ceo has been
detected in transient absorption difference spectrum (Figure 5-14) as the excited state
absorption of Cgg at A39% = 950 nm. The emission from (- B)py.c is also significantly
quenched by energy transfer to Cgo. When the indirect mechanism is operative, the
electron transfer reaction oceurs in ~ 12 71 (kes = 6x10° ) calculated by eq 4-26.

The rate for charge separation (CS) has been shown to have exponential distance
dependence following eq 4-29 with attenuation factor /.

kegr & [Vpal® o exp (—fRpa) (4-29)

‘The magnitude of /s given by eq 4-30.



I3 £m(E) (4-30)
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Al parameters are as defined in Chapter 4. The rate constants for energy transfer (k).
indirect charge separation (kcs), and charge recombination (kcy) for the bisfullerene
terminated OPV/OPE oligomers are summarized in Table 5-5. The energy gap between
the donor and bridge can be estimated from the emission spectral fitting data as listed in
Table 5-2 and 5-4.

Table 5-5. Fluorescence quenching of ¢(r-B)/, rate constants for energy transfer

(kga), indirect charge separation (kcs), charge recombination (kcx)'", the energy and the

redox potential of donor.

@Bkt 9Ce0) ks kx B EnGS) Eu(ES)
[ " 6 GH ) emh) (') (em)

SC-Ca):  9.6¢10° 3.6x10" >4 25¢10° 1.7x107 23240 13310 9,930

Entry

LC(Cw)r  9.6¢10' 5.0x10" 1 - - 21,470 12,580  -8.900
DSC{Ca)y  80x10° 20x10" 1 - - 19200 8750  -10450
DLC-(Ca): 4.6x10° 93x10"" 15 6.0x10° 1.0x10° 19,765 9,110 -10,655

* Rate constants for energy transfer (k). indirect charge separation (kcs), and direct
charge recombination (k) calculated from eqs 4-28, 4-26, and 4-25, respectively. Redox
potentials were measured by Dr. Yuming Zhao, and included here for the discussion.

The dependence of the ET rate constant on the energy gap, A, between the
donor and the bridge could be separated from the dependence on the donor-acceptor
distance (R) by comparing the systems with the same donor-acceptor distance. For short
bridge systems SC-(Ceo)2 and DSC-(Coa, the AFipy (2750 em!) in DSC-C s larger than
the AEpp (2230 cm) in SC-(Ceo)y, assuming in the week coupling limit and Ey(OPE) =
7700 em™.* From eq 4-29 and 4-30, the rate of electron transfer increases with the

decreasing AFpp. For donor substituted OPV/OPE systems, the AFpp is large in



comparison with the OPV/OPE cruciform systems. Therefore, the forward electron
transfer will be slow compared with other kinetic processes, and then no evidence for the
charge separation state is detected in the transient absorption difference spectrum. On the
contrary, the indirect electron transfer is very efficient in SC-(Ceo). The charge
separation state lives long enough to be detected by the transient absorption of Cg; after
900 nm. For long bridge systems LC-(Ceo); and DLC-(Ceo)z, the dependence of electron
transfer rate on the energy gap is opposite to the trend as established in the short bridge
systems. The Ay (1200 em™) of LC-(Ceo): s smaller than the AEpn (2955 em) of
DLC-(Cga)2. Based on egs 4-29 and 4-30, the kes for LC-(Cga); should be greater than
the kes for DLC-(Ceo)z. However, there is no detectable spectroscopic evidence for the
charge separation state in LC-(Cyo)z due to the kinetic competition between the charge
separation and the intersystem crossing from 'Cj o *Cgo, which is dependent on
AG®and A (discussed in Chapter 4). For DLC-(Cqo)z, both the charge separation and
charge recombination slow down with increasing the energy gap, and possibly the charge
recombination rests in the inverted region with kg < ks. Therefore, the charge
separation state is detected by the transient absorption of Cg; after 900 nm. With regard
10 the relatively low efficiency, the electron transfer rate is also dependent on the
separation distance between the donor and the acceptor.

With respect to the distance dependence of the electron transfer rate, it can be
separated from the dependence of the energy gap by comparing the systems with a similar
energy gap. The energy gap between the donor and the bridge in SC-(Ceo)y is very close

1o the energy gap in DLC-(Cgo), and the rate of electron transfer decreases exponentially
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with distance. For DLC-(Cqo)z, the bridge repeating unit is 2, and the rate of electron
transfer becomes very slow in comparison with the other processes. As a result, the
charge separation state is detected in transient absorption difference spectrum, but with a
very low efficiency. When the bridge repeating unit is 1 in SC-(Cgoh, the charge
separation becomes very efficient as the intensity of transient absorption band from Cg;
becomes very high as shown in Figure 5-14.

For LC-(Cen)z and DSC-(Cgo) systems, the energy gap is dramatically decreased
by comparing with the energy gap in SC-(Cyo)2 and DLC-(Ceo)y systems, and the

contribution of the energy gap plays a dominant role. Therefore, the forward and back

electron transfer become very fast, and the lifetime of the charge separation state is not
long enough to be detected at least on the ns time scale.
5.3.3 The Distance and Energy-gap Dependence of Energy Transfer

The electronic coupling for the non-radiative energy transfer process can be

divided into a Coulomb and an exchange part. The mechanism for the Coulomb part is
dependent on resonance between two oscillating dipoles, and the overlap between the

donor fluorescence spectrum and the absorption spectrum of the acceptor plays an

important role. The dipole-dipole term for the allowed transition is described in Chapter 1,

and for the convenience, is represented here again.

9000(In10)k2ppJeorster 1 [ 1 \°
kit = (n10)K*ppTrorst _(E) (56)

128Nt %5
‘The exchange contribution depends on the overlap between the wavefunctions of

the donor and acceptor. Since there is no direct molecular orbital overlap between the
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donor OPV and the acceptor Cep. the forward energy transfer is through the Forster
mechanism by resonance between two oscillating dipoles. However, the backward energy

transfer from the triplet excited state *C3, formed by intersystem crossing to *(x-B)3c

is through the Dexter mechanism. The Dexter energy transfer depends on the overlap
between the wavefunctions of the donor and acceptor. Since the molecular orbital overlap
at sufficiently large separation decreases exponentially with increasing separation

distance, the Dexter energy transfer rate is expressed as

-me)

kEXr KJ-exp( ()

From Table 5-5, it is evident that the forward energy transfer in a short bridge
system, i.e. SC(Ceo)a, is more efficient than in a long bridge system, LC-Cgo. In donor
substituted OPV/OPE systems, the Forster energy transfer also becomes less efficient
with the increasing distance. For DSC-(Cgo)s, energy transfer to the acceptor Co forming
1C3y s very proficient, but no charge separation state is detected because the electron

transfer is also dependent on the energy gap between the donor and the bridge. The large

energy gap eliminates the charge separation process. The back energy transfer forming

the excited triplet state *(n-B)psc is an indication of the high efficiency of energy
transfer to the acceptor Ceo.
534 Back Electron Transfer or Charge Recombination

Subsequent to the photoinduced generation of the charge separation state. a charge

recombination process brought the systems back to the ground state. The CR process was

studied by monitoring the decay of Cz; at 950 nm in transient absorption spectrum. As




there is no other deactivation processes competing with the charge recombination, the rate
constant for charge recombination is derived from the fitting of single exponential decay
trace of the Cg; . The smaller the energy gap between the donor and the bridge, the faster
the charge separation and charge recombination.

“The free energy change and reorganization energy are the key parameters to govern

the photoinduced CS and CR processes. The most special factor for electron transfer of

fullerenes is the small reorganization energy. The free energy change for the CS process
(- AGes) in SC-(Co) calculated by the Rehm-Weller equation is around -0.75 eV, and
the total reorganization energy (4,) estimated from the emission spectral fitting is ~ 0.33
V. The free energy change for the CR process (- AGcg = 2.1 eV) is much greater than the
2 value. The forward CS is down to the inverted region of the Marcus parabola, but the
CR is more deeply down to the inverted region with kg < Kgs. The relatively fast
forward electron transfer will accelerate the photoinduced charge separation. The free
energy changes and reorganization energies for the forward and back electron transfer in

other systems are summarized in Table 5-6.

Table 5-6. Rate constants for forward and back electron transfer, driving forces,
reorganization energies and electronic coupling constants for SC/LC{(Cea)s and
DSC/DLCACeo): systems.

Ent kes ke A BGY  AGE, —AGEs Ver Aoy
ol ) ) em') @mh) @) Z em)  (em')

Cak 25%10°  17x107 2554 4557 -18783 186 22x10" 40
LC-(Ca) - - 2879 -4046 17904 1.40 - -

- - 3721 6520 12660 175 -

6.0x10°  1.0x10° 7318 6538 13410 0.88  6.6x10° 090




For DLC-(Cgo), the forward electron transfer s in the normal region with — AGgs

< 2. but the charge recombination is in the inverted region with — AGZ > 4. Therefore,
the rate of charge separation is much greater than the rate of charge recombination, and
thus the spectroscopic evidence for charge separation state is shown in the transient
absorption spectrum as Cg; based absorption after 900 nm. For LC-(Cg) and
DSC-(Ceo): systems, both charge separation and charge recombination are in the inverted
region. Compared with SC-(Co), the large donor-acceptor separation distance in
LC~(Ceo): dramatically reduces the electronic coupling term. For DSC-(Ceo)s, even with
the short. donor-acceptor separation distance, the electronic coupling term Vp is also
decreased due to the large energy gap as given by eq 4-7,
Voa= &exp(—m‘/ﬁ oa) (@7)
Therefore, a kinetic competition between the charge separation and intersystem crossing

is favorable for the formation of *Cgo in both LC~(Cgo) and DSC-(Cy)s systems.
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5.4 Conclusions

1. The charge separation and charge recombination for short bridged system DSC-(Cao)2
are in the inverted region. The electronic coupling term Vi is also decreased due to
the large energy gap (high tunneling height). Therefore, the kinetic competition
between the charge separation and intersystem crossing is favorable for the formation

of 3.

. In the long bridged system DLC-(Ca), the forward ET is in the Marcus normal
region and the back ET is in the inverted region. The relatively fast forward ET will
accelerate the charge separation upon photoexcitation.

3. The i jon of N.N-di ino groups to

increases the energy gap between the donor and the bridge, and then attenuates the
electronic coupling term V. The efliciency of charge separation is reduced with the

attenuated electronic coupling.
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Chapter 6

H-Shaped OPV/OPE Oligomers: Two Dimensional Conjugated

Fluorophore as Chemosensor

Overview
The goal of this chapter is to access the utility of H-shaped OPV/OPE

chromophores as potential sensors for specific analytes. The properties that enhance

molecular sensors are introduced and discussed. These principles will be used to access

the performance of H-mers derivatized with electron donor and acceptors. The data will

be discussed on the case-by-case bases
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Part A. Background
6.1 Introduction
A chemosensor is a molecular device designed to detect a specific molecule or a

class of molecules, which consists of two functional elements, a recognition site (receptor)

and a signaling subunit. With regard to the recognition site, it is responsible for selectivity
and the efficiency of binding, which depends on the receptor topology and the
characteristics of the analytes. The signaling subunit acts as a signal transducer to
translate chemical information taking place at the molecular level (the analyte binding

process) into a signal ex as color change,’ temperature change.” changes in the
g 2 8

of the fluorophore. * or changes in ical propertics

such as the oxidation potential of redox active groups. The detection sensitivity is
determined by both the ability to measure the transduction event and the association
constant of the receptor-analyte complex. Fluorescence is a highly sensitive optical
transduction method. The use of fluorescence for sensing and switching offer distinct
advantages in terms of sensitivity, selectivity, response time, and remote sensing by using
optical fibers with a molecular sensor immobilized at the tip.”"*
6.1.1 Principles of Fluorescent Chemosensor

“The essential structure of a fluorescent sensor s shown in Figure 6-1. A critical
part of the chemosensor components is its binding selectivity towards specific analytes.
“The binding or interaction of the analytes changes o perturbs the properties of the sensor
to indicate a detectable response such as enhancement or attenuation of photo-induced

electron transfer (PET), photo-induced charge transfer (PCT), excimer/exciplex formation



and extinction, or electronic energy transfer (EET).

Figure 6-1. The essential structure of a fluorescent sensor.

6.1.1.1 Photoinduced Electron Transfer (PET)

Photoinduced electron transfer sensors can be classified into two categories:
fluorescence “turn-on” and fluorescence “turn-off” upon binding analytes. Fluorescence
in a molecule is observed when an excited electron, ic. in the lowest unoccupied
‘molecular orbital (LUMO), undergoes a radiative transition to repopulate the ground state,
releasing the excess of energy as light. For fluorescence “turn-off” sensors as shown in

Figure 6-2, the receptors usually contain a non-bonding electron pair with relatively high

A B
(Emission off) B + (Emission on) e +
;n

I Pty

st U

w4 < e —
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Figure 6-2. PET processes before interacting with analytes, A (off) and after interacting
‘with analytes for fluorescence “turn-on” sensors, B (on).
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energy between the HOMO and the LUMO of the fluorophore. In the absence of analytes,
a PET from this fully filled orbital of the receptor to the HOMO of the fluorophore can
take place. A further electron transfer from the LUMO of the fluorophore to the receptor
orbital restores the ground state. Following this sequence, the transition from the excited
state to the ground state takes place following a nonradiative path, leading to emission
quench of the excited state luminescence. When this non-bonding electron pair interacts
with analytes, rendering this electron pair less accessible, quenching will not oceur and
turn on the fluorescence of the chromophore.

In some cases in which there is an empty orbital from the analyte with energy
between the HOMO and the LUMO of the fluorophore, a PET from the excited LUMO to
the empty orbital of the analyte can occur, followed by a further electron transfer from
this orbital to the HOMO of the fluorophore. Therefore, non-radiative deactivation occurs,

resulting in a quenching and turning off the fluorescence of the chemosensor (Figure 6-3).
A B
(Emission on) BUNO; * (Emission off) LIRS0 _‘_’“ \
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Figure 6-3. PET process with the participation of an empty orbital from the analyte for
the fluorescence “turn-off” sensor.




The difference between the “turn-on” and “turn-off” mechanism is that the PET process
takes place cither before or after the analyte binding.
6.1.12 Electronic Energy Transfer (EET)

Electronic energy transfer (EET) is another mechanism that may be responsible
for the fluorescence quenching upon analyte binding. In some organic fluorophore-
analyte system, fluorescence quenching oceurs by the Dexter energy transfer, as shown in

Figure 6-4. The Dexter mechanism may be modeled as a simultaneous two-electron

-—e.

s
nomo 4= \;
LUMO = LUMO e
— Newmdsivedey 5
# = =
novo- wovio -

Figure 6-4. EET process for Dexter energy transfer between the excited fluorophore and
the analyte bound to receptor followed by analyte return to the ground state by
non-radiative decay.

transfer, resulting in the fluorophore back 1o its ground state by non-radiative decay. In
this case, fluorescence quenching requires a close contact and direct orbital overlap
between the fluorophore and the analyte. Therefore, flexible spacers and appropriate
relative energy levels of the fluorophore and the analyte maybe favor the occurrence of an
intramolecular energy transfer process.

As discussed in Chapter 1, the Forster energy transfer mechanism involves a long




— X

range dipole coupling. allowing for an excitation energy transfer through space in the
absence of direct orbital overlap. For most conjugated polymer based chemosensory
systems, usually the Dexter mechanism dominates because of the direct orbital overlap.
6.1.1.3 Photoinduced Intramolecular Charge Transfer

The fluorophore containing an electron-donating group conjugated to an electron-
withdrawing group usually allows photoinduced intramolecular charge transfer (ICT) to
occur upon excitation. ICT fluorophores optically express themselves with red shifted
ICT absorption, emission spectra and large Stokes shift relative to the purely hydrocarbon
systems of similar fluorophore size. Upon excitation into a charge transfer state, the
electronic structure of the fluorophore is significantly changed, which typically gives rise
to considerable structural changes such as the alteration of bond angles and distances, or
the twisting of conformationally flexible bonds."™? The degree of electron transfer and
the molecular structural changes are two critical factors for the resulting ICT state. By
integrating the ICT fluorophore structure into a ligand backbone, these factors could be
controlled by molecular recognition.

When an electron-donating group within the fluorophore interacts with a cation,
the cation reduces the electron-donating character of the donor group, which significantly
alters the ground state m-bonding, as illustrated in Figure 6-5. Therefore, the absorption
spectrum will be blue shifted with a concomitant decrease of the extinction coefficient
‘The fluorescence spectrum is also shifted in the same direction as the absorption spectrum
due to the destabilization of the excited state. In addition to these shifts, changes in

quantum yields and lifetimes may occur. These photophysical effects are dependent on
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the charge and the size of the cation”' . On the contrary, if the cation interacts with the
acceptor group, this will enhance the electron withdrawing character, giving rise to red
shifted absorption and fluorescence spectra.

@ LUMO ===

HOMO'

®) ey T —
HOMO' J-L

Figure 6-5. Photoinduced intramolecular charge transfer (ICT) by interacting with donor
group (a) or acceptor group (b).

6.1.1.4 Excimer or Exciplex Formation

An excimer or electronically excited dimer can be defined as a complex formed
by the interaction of an excited fluorophore with a ground state partner of the same
structure.” Excimer formation requires two monomers to be in close proximity in order to
give 7 stacking interactions in the excited state. In general, it is assumed that flat
n-delocalized systems such as pyrene and anthracene show greater tendency to form
excimers."!*
An important aspect is that the emission spectrum of the excimer is red-shifted

and the absence of vibronic features with respect to that of the monomer and in many
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cases, the dual emission of the monomer and the excimer is observed. Another is the long
radiative lifetime, caused by the symmetry-forbidden nature of the transition. Typically,
excimer formation occurs when the aromatic planes of the molecules are separated by 3-4
A. Therefore, the excimer formation or excimer dissociation upon analyte binding results
in fluorescent sensing by simple monitoring the emission band from excimer. The
fluorescence “switch on” rather than “switch off” upon the recognition of analytes is
usually preferred in order to observe a high signal output. For example, pyrene is a very
useful fluorescent probe because of its well-defined monomer emission at 370-430 nm
and a relatively efficient excimer formation with emission at around 480 nm. The
intensity ratio of excimer to monomer emission (//l) is sensitive to the conformational

changes of the pyrene-appended receptors (Figure 6-6)." This calix([4] bis-pyrenyl

system was reported to display a strong excimer emission as a consequence of
coordination with K'. The excimer emission was extinguished by displacing K* with Pb*",

leading to an ON-OFF switch based on the metal exchange.'

oy
G o
L

]
Switch off Switch on

Figure 6-6. On-off excimer formation process of calix[4]crown-5-bispyrenyl system.




6.1.2 Different Approaches for Fluorescent Sensors
Fluorescent sensors change their photophysical response to the surrounding

medium or through specific molecular recognition events. A common approach to the

development of chemosensors is to couple at least two units: the recognition site and the
signaling subunit (see above Figure 6-1). These two parts can be covalently linked
together or form a so-called “chemosensing ensemble”, e.g. coordination complex. This
general design principle is based on reversible reactions: this means that the interaction
with the analyte and the change in color or fluorescence are essentially reversible. Other
than this reversible approach, a different method is also employed to involve the selective
chemical reactions (usually irreversible) between a particular analyte and chromogenic
hosts, which is coupled to a color or emission variation.'*?'
6.1.2.1 Recognition Site-Signaling Subunit Approach

The covalent attachment of signaling subunit and recognition site as shown in
Figure 6-1 has been the most extensively used approach in the development of
chemosensors. The principle for analyte recognition is based on a coordination reaction,
forming a charge transfer complex, or inclusion complex, hydrogen bonding and
electrostatic interactions. When making the choice of receptor for a certain analyte
coordination, the shape or geometry of the analyte to coordinate, its charge. and its
hydrophobicity should be taken into account. The receptors with Lewis base such as

1926 polypyridyls" or polyamines.'*"* and

azacrown ethers, ™ benzocrown ethers,
amino acids™ have been coupled with fluorophore as metal ion sensors.

In order to tune the receptor properties for anion recognition, hydrogen-bonding
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‘groups have been widely used in binding sites for an anion receptor.’'” A hydrogen bond
can be formed when a hydrogen covalently attached to a highly electronegative atom
interacts with another electronegative atom (of the same or different molecule) with lone
pairs. These receptors containing urea, thiourea, amine, amide, phenol, imidazolium and
pyrrole groups are able to producing strong and unique (X—H)* Y™ hydrogen
bonding, and have been used as anion chemosensors.****

Generally, sensing anions in aqueous solution requires a strong affinity for anions
as well as the ability to convert anion recognition into a fluorescent or colorimetric signal.
Due to the strong hydration effect of anions in an aqueous system. metal complexes have
been used as an anion binding site by forming stronger bonds than those generally
observed by using electrostatic or hydrogen-bonding interactions.”™

The signaling subunit is to act as a signal transducer to translate chemical
information at the molecular level into a signal. When the response to recognition events
oceurs, the receptor will definitely change its electronic properties. This, therefore, results
in an observable changes in either absorption or fluorescence behavior. Usually, changes
in absorption or fluorescence as the output signals are the most frequently used in the
development of optical chemosensors because of the simplicity and low cost of the

methods required.

6.

2 Displacement Approach
An alternative method is a competition between the indicator and the analyte in
the recognition unit. An indicator is displaced from the binding site upon addition of an

analyte, reviving non-coordinated spectroscopic behavior of the indicator (Figure




6-7).%% If the spectroscopic characteristics of the signaling subunit in the chemosensing

ensemble are different from that in its non-coordinated state, the analyte binding process

Figure 6-7. Fluorescent sensors based on the displacement approach.

is coupled to a signaling event. The binding constant between the binding site and the
signaling subunit must be lower than that between the binding site and the target analyte
so that the displacement reaction can occur and the signaling event indicating the
presence of the target analyte will be observed.
6.1.2.3 Chemodosimeter: Concurrent Recognition and Reaction

A chemodosimeter approach involves the guest induced specific chemical
reactions upon binding with the analyte, which is coupled to the suitable colorimetric
variation. Such specific reactions are usually irreversible, and final compounds are
chemically different from the original. Therefore, the spectroscopic characteristics of the
solution should change, allowing determination of the analytes. This chemodosimeter
approach and examples can be schematically shown in Figure 6-8. In the first example,
the analyte reacts with the chemodosimeter remaining covalently bonded to the product'®

and the other in which the analyte catalyzes a chemical reaction.'®*

Such specific
reactions have advantages such as the high selectivity and its accumulative effect that is

directly related to the analyte concentration.
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Figure 6-8. Chemodosimeter approach: in the first example, the anion reacts with the
chemodosimeter and remains covalently attached. and in the second example, the cation
catalyzes a chemical reaction.

613 Conjugated Polymer Based Fluorescent Sensors

Fluorescent sensors based on conjugated polymers are able to produce signal gain
in response to interactions with analytes, and then transform a chemical signal into an
easily measured electrical or optical event. Detection is facilitated by a change in the
electronic structure of the sensor."’> A key advantage of conjugated polymer based
sensors over small molecules is that conjugated polymers have the potential to exhibit
additive properties, which is sensitive to tiny perturbations from the environment. In
analogy to microelectronic devices, the increased sensitivity is derived from the ability of
a conjugated polymer to serve as a highly efficient transport medium. However, unlike a
silicon circuit, which transports electrons o holes, conjugated polymers possesses

electronic excited states where excitation leads the formation of a bound exciton [¢', h']."*
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Therefore, the geometric relaxation of molecular structure around an excited state has a
significant effect on the sensitivity. This effect can be fine-tuned by the structure and

topology of the conjugated polymers, thereby modify

ing the electronic properties.

Increases in the spatial dimensionality of the one-dimensional (1D) electronic
conjugation expand the conjugation to a high degree, and consequently conjugated
polymers possess multiple pathways for intramolecular electronic and photonic
transfer.*** In addition, the increase of the spatial dimensionality introduces an orientation
factor dictating electronic interactions between segmented 1D subunits, and drive the
structural folding and unfolding motions, which will fundamentally modify the
photophysical properties associated with 2D conjugation.™* An interesting architecture
is the cross-shaped conjugated oligomers, sometimes referred to as cruciforms or X-mers,
whose m-frameworks are usually composed of two spatially separated conjugated
branches. These cruciform chromophores display two distinct molecular axes with cither

similar or dissimilar electronic properties. Attaching donor and/or acceptor substituents to

cruciform at suitable positions can lead to independent electronic shifts of the HOMO and
LUMO into opposite directions. As a consequence, the cruciform should be valuable

functional scaffolds for differential metal sensor arrays. "™

The OPEs, congeners of the oligo(y i (OPV),

are a class of conjugated oligomers with demonsrated sensory and device applications.***

‘Their superb photophysical properties combined with their high stability and high
electron affinity make them attractive and in many ways complementary to the OPVs.

However, OPE:s are at a disadvantage for applications in OLEDs compared to the OPVs.
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The electron withdrawing nature of the alkyne groups inhibits the hole injection. and
lowers the energy of the HOMO. Combining the stability, electron affinity, and high
emissive quantum yield of the OPEs with the excellent hole injection capabilities of the
OPVs will make cross conjugated OPV/OPE hybrids, in which styryl side chains decorate
a OPE main chain, interesting. In this chapter, structural and electronic properties of 2D
H-shaped OPV/OPE oligomers as well as their adducts were investigated by ab initio and
density functional theory (DFT) calculations. These results were correlated with spectral
data obtained from UV-Vis absorption, steady-state fluorescence experiments. In addition,
substituent affect on H-mers ground and excited states, as well as equilibrium binding

constants were also investigated.
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Part B. Results and Discussions

6.2 Spectroscopic, Electronic Structure of D-OPE-D and D-OPE-D Adducts

6.2.1 ic Properties of 1,4

Conjugated compounds such as 1.4-bis(phenylethynyl)benzene (BPEB) possesses
interesting optical, optoelectronic and nonlinear transport properties (NLO), or charge
carrier or charge transport properties, which are important in terms of molecular devices.
As indicated in Chapter 3, the optical spectra of OPE show a strong asymmetry between

absorption With Ane,= 328 nm (5=

.0x10* Mem”, Eyy =30,500 cm) and emission with
Jem= 348 nm (g = 0.50, Eey, = 28,730 cm™).% The absorption bands tend to be broad
and structureless, while the corresponding emission spectra are narrower and structured.
Moreover, the Stokes shift between both bands is very small. The computational study

has been performed to elucidate the frontier orbitals of BPEP (Figure 6-9).** The
D
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Figure 6-9. Calculated HOMO and LUMO orbitals (B3LYP/6-31+G(d, p)) of BPEP.

absorption spectrum was calculated by using TD-B3LYP/6-311G(d, p) single point
energy calculations with the optimized ground state geometries. The dominant absorption
bands are found to be associated with electronic transition between the HOMO and

LUMO levels, and all the other excited states are associated with smaller oscillator
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strengths (less than 0.1). The excited state geometry and emission calculated by using
Configurational Interaction Singles (CIS) method with the 6-31G basis set agree with the
available experimental values. Furthermore, the dipole moments of BPEB for both
ground and excited states have been calculated and are negligible. The ground state
rotational potential calculated with the AM1 method revealed a very shallow potential
with a fully planar energy minimun that is only 0.5 keal/mol lower than the perpendicular
transition state. However, the excited-state rotational energies increase sharply at angles
that are close to the perpendicular transition state and that they are relatively shallow near
the energy minimum. Therefore, the ground and excited state potentials surface have very

different curvature along the torsional coordinate.

622 ic Properties of 4.4'-di ino-1,4-bi b
‘The steady state absorption and fluorescence spectra of 4,4'-dimethylamino-1.4-
bis(phenylethynylbenzene (D-OPE-D) in CHCI; are shown in Figure 6-10. The absorption

spectrum s characterized by an unstructured broad absorption band With Znay= 368 nm (&

DOPED

&(x10'em’ M)

E) E)

‘Wavenumber (x10cm”)

Figure 6-10. Absorption and emission of 4,4'-dimethyamino-1 4-bis(phenylethynyl benzene.



27,170 em™) and discernable shoulder at 388 nm (¢ =4.8x10*

= 6.0x10" M'em”, E,

Mem”, Eqp =25,770 em™). Light excitation at 350 nm into the Sy > 5, transition leads to
an intense emission band at 418 nm (b= 0.50, Eqy= 23,920 cm”) reasonably assigned to
a5, - Sy radiative transition. The dimethylamino group exerts a significant bathochromic
(red shift) effect on the absorption and fluorescence spectra.

‘The introduction of electron donating and/or electron withdrawing groups not
only influences the orbital energies, it lso alters the electron correlation and consequently
partially determines the electronic properties of molecules. In terms of a self-consistent
field (SCF) theory, both the difference in the orbital energies Ay and the configuration
interactions of one-electron function need to be taken into account for the excitation
energy E (Sy—> Si). The influence of the donor and acceptor substitution in D-r-A

systems on the energy of the electronic excitation is given by eq 6-1, illustrated in Figure

6-11.%
E = ABy — (J - 2K) (6-1)
[ R
E EA p| |2
/4 i 25)
AE,
E=hv
HOMO b
H-n-H D-n-A So=> 5

Figure 6-11. The influence of the donor and acceptor substitution in D-ri-A systems on
the energy of the electronic excitation.




where J/ is the Coulomb repulsion integral and K is the exchange integral. AE is the
difference of the ionization energy (IP) and electron affinity (EA) according to Koopmans
theorem.* The excitation energy is always less than AEg because of J >2K = 0. If there is.
a photoinduced charge transfer within the chromophore, the extent of charge transfer is
longer than that found for a -7 transition. The net effect of charge transfer decreases
the orbital overlap density, but the configuration interaction (J-2K) increases. From eq 6-1,

the absorption energy will decrease and the absorption will shift to a longer wavelength.

A decrease of the intramolecular charge transfer (ICT) effect accordingly blue shifts the
band to shorter wavelength, the hypsochromic (blue shift) effect. There is less possil

for ICT in symmetric systems. The charge transfer band responds very differently upon

the extension of the conjugation, because a hypsochromic effect resulting from  the
decrease in the ICT is opposite to the bathochromic effect caused by the extension of the
conjugation. With increasing the conjugation length of D-m-A for OPES, the overlap
density of the HOMO and LUMO becomes smaller, and the transitions HOMO -1 —
LUMO, HOMO — LUMO + 1, and HOMO-1 - LUMO + 1 become more important.
The absorption band (Sy —> ) is superimposed by the higher energy electronic transition
So = S as the conjugation length increases. Therefore, the HOMO — LUMO transition
characterized by a strong ICT from the donor to the acceptor side plays a minor role
among the other transitions.’

The energy Ep,(n) of an electronic transition in D-n-A systems can be split into
two terms Ep(n) and AEp,(n). expressed as:**

Epa(n) = Ep(n) = AEpa(n) (62)
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Ep(n) refers to the stabilization energy imparted as n increases from the extension of
conjugation and incorporates the substituent effect of the donor group as described by eq
6-3, which causes a pronounced bathochromic effect. The second term AEp(n) is a
correction due to the polarization of electron density, which depends on the terminal
donor/acceptor substitution, given by eq 6-4. The increase of n (the number of monomer
units) attenuates AEp, (n) as the inductive electronic effects of the substituents decrease
as the molecular framework increases.

Ep(n) = B, = [Ep(1) = EsJe™2"~) 63)

BEps(n) = [Ep(1) = Epp(1)]e~24D) (6-4)
where E,, is excitation energy. (n) convergence with the extension of conjugation by
increasing numbers of repeat units n, and a is less than 1 based on the coupled oscillator
model suggested by Lewis and Calvin.* The above equations show that the conjugation
effect and the ICT effect are offsetting energetic effects. Obviously, it depends on the
acceptor strength and as to which of the two effects predominates. The system series
having weak donors or weak acceptors, or both, always exhibit red shifts. For system
series with a strong acceptor, depending on the strength of the acceptor, a rapidly
decreasing term [Ep(n) - E,] with increasing numbers of n can also lead to the fact that
Epa(n) goes through a minimum before it approaches 10 E,,. Therefore, the AFpy term
will reverse the red shift effect to the blue shift in a series of conjugated oligomers.****
6.2.3 Spectroscopic Properties of D-OPE-D Adduets

Protonation of D-OPE-D. Protonation of the NMe: groups results in distinct
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changes in the absorption and emission spectra of D-OPE-D. Titration of D-OPE-D with
concentrated trifluoroacetic acid (TFA) in CHCl; effectively diminished and red shifted
the emission from 418 nm to 458 nm. However, the absorption was blue shifted from 368
nm to 324 nm and exhibited a similar profile as the absorption spectrum of BPEB, but
with a pronounced absorption tail which extends to 450 nm (Figure 6-12). The source of
this absorbance is due to non-protonated D-OPE-D, which under the conditions of this
experiment is roughly 10% of the starting material.

The reaction of Me,N - OPE - NMe; with TFA appears to be consistent with eq 6-5,

Me,N-OPE-NMe, + 2H <R Me,HN* - OPE- *NHMe, (6-5)
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Figure 6-12. (A) Absorption and (B) emission spectral changes of D-OPE-D upon
addition of TFA in CHCl;.
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which demands that two Me,N groups in D-OPE-D are electronically independent. In
comparison with the equilibrium constants for the reactions with Ag’ and Cu’ the
constant for the TFA is abnormally small and not easily to rationalize given the known
activity of the proton in non-aqueous media. If this is true, there will be only two species
in the equilibrium system and the spectral changes upon addition of TFA will show one
isosbestic point. However, this is not the case. In the other extreme, the reaction proceeds in
w0 steps as eq 6-6:

Me,N-OPE-NMe, + H* <== Me,N-OPE-N*HMe, (6-6a)
Me,N-OPE-N*HMe, + H* === Me,HN*-OPE-N*HMe,  (6-6b)
Upon the first protonation of Me;N by addition of TFA, Me;HN* becomes a strong
acceptor. An attenuation of the chromophore D-OPE-A should result in a hypsochromic
effect. However, an increase of the intramolecular charge transfer (ICT) character due to
the decreased overlap density of the HOMO and LUMO also result in a bathochromic
effect. These are offsetting effects which cancel each other and a red shift in the spectra
were not observed when the donor group in combination with strong acceptors such as
NO, or MeHN** Further addition of TFA leads to the complete protonation of two
Me;N groups, and the original D-OPE-D system becomes an A-OPE-A system. The
absorption spectrum of protonation shows an isosbestic point at 330 nm, which moves to

340 nm, consistent with two sequential steps where K is much larger than Kx. On the

contrary, the emission spectrum upon addition of TFA red shifted from 418 nm to 458 nm.

‘The increasing Stokes shift as a function of [H'] is opposite to the trend that has been



established for the blue-shified absorption described above. The vertical electronic
transition after optical absorption is followed by a relaxation to an excited state species
which is thermally equilibrated with the surrounding solvent. Other than substitution
efflect, solvent also has an influence on the energetics of the excited state, i.c. a dipole
moment change due to the different substitution in the ground and excited states will

result in the solvent dependence of the emission and absorption spectra. Thus, further

study s needed to understand the effect of solvent on optical properties of D-OPE:

For the further i ion and identification of unknown i i and

associated parameters upon protonation, the absorption and emission spectra are subjected
o global analysis. The mathematical methods used to deal with and to analyze such data
were deseribed in Chapter 2 (experimental methodologies). The goal of the global
analysis is to decompose the measured spectra data matrix Y into the product of two
matrices C and A, which are the concentration profiles of the reacting species and the
molar absorptivities. In all cases described in this chapter, the global analysis is used with
known molar absorptivity spectra of initial species in order to constrain the fit and thereby
the calculated parameters arc not mathematically correlated, which is a significant
problem in most equilibrium models. Furthermore, the analysis yields the spectra for
those predicted species from the fi. If K, is comparable to Ka in two-step consecutive
protonation of eq 6-6, spectral changes upon addition of TFA will display the typical and
familiar behavior for the consecutive reaction, in which the spectral intensity first reaches
the maximum and then decreases with further addition of TFA. If this is the case, the

concentration of D-OPE-A is comparable with the concentration of A-OPE-A, and the



spectrum of D-OPE-A and A-OPE-A will be delivered by global analysis. Such spectra
will allow structural assignment of unknown intermediates and can confirm the feasibility
of a given mechanism.

However, the binding constant K is much greater than Ky, and it is clearly
revealed from the plot of spectral changes vs. addition of TFA at different wavelengths
(Figure 6-13). There is no obvious spectral change, which features the typical and familiar
behavior for the consecutive reaction in eq 6-6. As Kj >> K3, the concentration of

D-OPE-D in the equilibrium system s negligible when compared with the concentrations

Wasrim) ..

Figure 6-13. Spectral change of D-OPE-D upon addition of TFA plotted at different
wavelengths (top), and the spectra for the extract colorful species (bottom).
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of D-OPE-A and A-OPE-

. Actually, the recorded spectral changes correspond to the
protonation of D-OPE-A to form A-OPE-A. As discussed above, the spectra of D-OPE-A
is close o that of D-OPE-D, and the known spectrum of D-OPE-D with the molar
absorptivity is used to constrain the fit. Therefore, one of the retumed spectra for
predicted species is the same as the known spectrum of D-OPE-D.

By using different binding models, the analysis results confirm that only two
reacting species can be identified from the protonation reaction. The spectra of the extract
colorful species are showed in Figure 6-13 (botiom), and the binding constants for
protonation in the ground and excited states together with Ag’ and Cu** coordination are

listed in Table 6-1.

Table 6-1. Binding constants (log K) of D-OPE-D titration with TFA, AgOTf and
Cu(OTH), in CHCl;.

TFA Cu (0T,
Sample Ground Excited Ground Ground Exci
State State State State State
logKi | logKi logKi | log i logKi | logKi
OPE-2D | 4.6+0.086 [ 4.6£0.068 | 9.6£0.13 | 9.7£022 | 126£0.84 | 13.0+1.0

Coordination with Metal Cations. Titration of D-OPE-D with proton generates
two reacting species in the reaction system. To further confirm the reaction scheme in
which only two reacting species can be identified from the reaction system, titration of

D-OPE-D with AgOTf and Cu(OTf); were acquired in CHCI; for comparative purpos

Addition of AgOTF displays very similar reaction behavior to that of protonation.

However, titration with Cu(OTf) results in different absorption changes which effectively
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diminish but no red shift. Close to the saturation of titration, the absorption spectrum
displays some fine structure (Figure 6-14). Global analysis of titration with AgOTS and
Cu(OTN are consistent with a model in which two species with different absorption
spectra are identified in the reaction scheme. The plot of spectral changes vs. the

concentration of Cu(OTf), addition at different wavelengths derived from the global

D-OPE-D + Cu(0Th,

Emission

00

Wavelength (nm) Wavelength (nm)
Figure 6-14. Absorption and emission change of D-OPE-D titration with Cu(OTf),.

A T 1 B

s )

Figure 6-15. (A) Absorption and (B) emission changes of D-OPE-D vs. the concentration
of Cu(OTf), addition at different wavelengths.
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analysis using the same model is shown in Figure 6-15, which is in agreement with the

data. The binding tants are summarized in Table 6-1

6.3 Spectroscopic, Electronic Structure of Substituted H-mers and Their Adducts

631 ic Properties of Donor and/or Acceptor Substituted H-mers
Grafting of suitable recognition units to the side chains of conjugated polymers

(CP) provides bio- and chemosensory materials. It is obvious that the effective sensors

must be highly sensitive, selective and possess a distinctive spectroscopic tag. In most

sensor des

s, the donor and acceptor units are spatially separated, allowing the HOMO.

and LUMO to be independently perturbed by Lewis acids or metal cations. The resulting
chromophore system will display a two-stage response or differential binding to an
electron deficient analyte. Substituted H-mers are valuable functional scaffolds for

differential metal sensor arrays. Their photophysical properties and their spectroscopic

responses to proton, metal cations will be investigated in this chapter, and the structure of
2D-SH-2A, SH-4D and SH-4A are shown in Scheme 6-1

Me0OC

1= NMey, Ry~ H SHAD
H, Ry~ COOMe

Scheme 6-1. The structure of 2D-SH-2A, SH-4D and SH-4A.



Steady state absorption and emission spectral data, quantum yields and excited
state lifetimes are summarized in Table 6-2. Comparative absorption and emission spectra

for the 2D-SH-2A, SH-4D and SH-4A are respectively shown in Figure 6-16.

Table 6-2. Photophysical data for 2D-SH-2A, SH-4D and SH-4A in comparison with
unfunctionalized SH, measured in CHCI; at 298+3K.

BSom) | B | 2500 | B | EucEe

Entry e o WGP Tenskas™)
e(x10'M"em™)  (em™) (m)  (em") (em™)
328(9.9) 30,580 425 23,530 2360 049 12(83x10%
SH 386 (sh)(3.8) 25910 450 2220 1.2(8.3x10%

480(sh) 20,830

305(sh) (7.4) 32,790 510 19600 8330 056  53(1.9x10%
2D-5H-2A

358 (14) 27,930

295 (0.48) 33900 517 19340 7910 043 6.4(1.6x10%)
S 6519 27,250

303(sh) (7.6) 33,000 443 22,620 6370 036 2.0(5.0¢10%)
SHaA  34507) 28990 462 21650 20(5.0410%

415(sh) (33) 24,100

The absorption spectral envelopes for 2D-SH-2A and SH-4D are generally broad

and In ison with the ionalized SH, the absorption of

7,900 cm™) and

2D-SH-2A is red shifted with Apgy = 358 nm (6=14x10* M'em”,
well-resolved shoulder at 305 nm (5= 7.4x10* M"'em™, ;= 32,800 cm™). The absorption

of SH-4D assembly with four donors is further red shifted with Apqx =368 nm (=1.4x10"

Mem™, Eq =27.300 cm™). The emission spectra of 2D-SH-2A and SH-4D are broad and
substantially red shifted with loss of vibronic fine structure relative to SH, which displays a

distinet vibronic progression at A= 425, 450 nm and some additional shoulders at 480
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Figure 6-16. Absorption and emission spectra of 2D-SH-2A (), SH-4D (w) and SH-4A
(dash line) in comparison with SH (solid line).

nm extending to the red. The vibronic spacing is measured 1310 cm™, which is associated
with the C=C stretching mode in the central distyrylbenzene bridge. The electronic/steric
origin for the variation of absorption and fluorescence of the substituted H-mers were
ascertained from theoretical calculation. The molecular and electronic structures were
optimized at HF/3-21G level of theory using the Spartan'06 package and calculated FMO
plots are shown in Figure 6-17." Computational studies reveal that the energetics of the
HOMO and LUMO are very sensitive o the electronic nature of the substituents. For
unfunctionalized SH, both HOMO and LUMO are located on the distyrylbenzene branch,

which are spatially superimposable on each other. On the contrary, these donor and/or

" ab initio calculations (HF/3-21G) were performed by Dr. Yuming Zhao and is included here for
completeness.
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acceptor substituted H-mers show a shified FMO structure, spatially separated HOMO

and LUMO, and do vary greatly with the strength and position of donor and acceptor

groups. C the i charge transfer i red shifts the

absorption and emission spectra. The additional evidence to support the ICT assignment

comes from the solvatochromic shifts in the UV-Vis as a function of solvent. With
increasing the polarity of solvents, the absorption and emission spectra of the amino
substituted H-mers are considerably red shifted. (The details on the solvent study will be
discussed later in this chapter). The trend of red shift for the maximum absorption
wavelengths (Apmay) is in good agreement with the order of decreasing HOMO-LUMO
gaps from the theoretical calculations: SH (8.86 ¢V) > SH-4A (8.58 eV) > 2D-SH-2A (8.45
€V) > SH-AD (8.27 eV), which are associated to the electronic inductive and resonance
effects with terminal donor-aceeptor substitution. From the calculated FMO plots. it is
apparent that the orbital overlap is relatively small by crossing distyrylbenzene bridge.

The HOMO - LUMO transi

n is symmetry allowed in the one-electron approximation.

The large Stokes shifts in these H-mers support the theoretical calculation of a significant

electronic structure change between the ground and excited states. These shified FMOs

also explain the unusually long e

ion lifetime as a result of this weakly allowed

Franck-Condon transition. The change of quantum yield upon red shift of the emission is

not as expected, as nonradiative pathways (vibronic coupling) are more accessible with a

smaller energy gap. There is no cle

numerical correlation between excitation energy gap

and emission quantum yields.



2 Spectroscopic Properties of SH-4D Adducts

The optical properties of amino derivatized chromophores undergo dramatic
changes upon protonation or coordination of metal ons to the nitrogen lone pair. The
protonation or coordination of the lone pairs on the amino substituent has three major
effects. First, the protonation or coordination significantly attenuates the donor ability of
the amino group and the resulting R;N*H or R;N*M becomes an electron acceptor,
which inductively polarizes the electron density towards RoN*H or R;N*M group.
Second, the protonation or coordination usually introduces net positive charge and the
cationic substrate changes the solvation energy. Third, the protonation or coordination
alters the nature of absorption transitions from ICT to 7—1*. The response of the amino

func

nalized H-mers towards protonation and metal ion coordination are investigated in
the following section.

Protonation with TFA. Protonation of the NMe; groups in SH-4D resulted in a
blue shift in the absorption and emission spectra as shown in Figure 6-18. With addition
of TFA, the absorption peak at 368 nm appreciably bleached, and a concomitant growth

the early part of

of new band at 328 nm. The isosbestic point was observed at 332 nm i
titration, and shifted to 342 nm with approaching the saturation of titration. The emission
intensity at 517 nm under the same acid titration considerably decreased, while three new
bands at 428, 450, and 489 (sh) nm grew gradually. After complete protonation (saturated
at around 12,000 molar equivalent of TFA), the absorption and emission profiles
displayed great resemblance to those of the unfunctionalized SH (Figure 6-19). This

indicates that the protonation of dimethylamino groups, where the HOMO resides,
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SHAD+H’ s

SH-4D+Ag'

Wavelength (nm)

Figure 6-18. Absorption and emission spectral change of SH-4D upon protonation (top)
and coordination (bottom) with AgOTf in CHCl;.

will lead to a net stabilization of the HOMO, but will leave the LUMO unchanged.
“Therefore, this will lead to an increase of the HOMO-LUMO gap. In addition, the FMOs
are not superimposable, and proton binding will polarize the electron density and
rearrange the HOMO to distyrylbenzene bridge and LUMO to bisphenylethynylene
branch (Figure 6-19). Therefore, the emission profile of the completely protonated species
bears a strong resemblance to the emission spectrum of unsubstituted SH.

Coordination with AgOTY. Titration of SH-4D with AgOTF resulted in similar
absorption and emission spectral changes to what observed in TFA titration (Figure 6-18).

However, the equilibrium constants for Ag’ coordination to SH-4D were significantly
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Figure 6-19. Optimized structures and FMOs of SH-4D and SH-4D + 4H'.

large when compared with the equilibrium constants for protonation of SH-4D in CHCl;

described above.

Spectral changes upon protonation or Ag" coordination to SH-4D have isosbestic

points that shift during the titration, suggesting a multiple-step process is involved in the

reaction mechanism. Singular Value Decomposition of all spectral data for protonation

and metal coordination offered some mechanistic insight and provided spectral evidence

o identify the unknown intermediates. The plots of spectral intensity vs. the concentration

of the metal ion addition at different wavelengths (Figure 6-20) were found to be

consistent with a two-step process given by

5

SH-4D+2Ag" <=== SH-4D-2(Ag")

K

SH-4D- 2(Ag*) +2Ag" === SH-4D-4(Ag")

(6-70)

(67b)
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Figure 6-20. (A) Absorption and (B) emission changes of SH-4D vs. the concentration of
AgOTF addition at different wavelengths.

The effects of the electron donating and accepting end groups on the electronic
structure of the m-bridge in the ground state can be described as resonance between two

limits with an electroneutral extreme and fully delocalized zwitterionic structure in eq 6-8.
= = DO o
i

‘The influence of the donor/acceptor separation on the molecular electronic structure has
been investigated by 'C NMR and Stark spectroscopy. ' For OPE systems, the values
of 8 ("C-sp) between 86.9 and 94.8 ppm excluded any discernable contribution of a fully
delocalized cumulene structure. Therefore, the donor and acceptor end groups show a
very weak perturbation on the 7 bonding in the OPE bridge. On the other limit, for a very
short bridge additional direct interaction of the donor and acceptor may be expected.

Upon addition of proton, the resulting ammonium group becomes a very strong electron-



withdrawing group, but the electronic perturbation through OPE bridge is still very weak.
In the case investigated above, it is clear that protonation of the terminal amino groups
polarizes the electron density in the o bonded network, resulting in a decreased proton
affinity of the second amino group. Therefore, this argument is consistent with Ky much
greater than K. This is an important point, as the separation of ¢ and 7 bonding effects is
still controversial. This subject has been reviewed recently.**

For donor substituted H-mer, the electronic perturbation through OPE bridge is
weak, but the electric field effect through intervening medium may be relatively
significant even with solvent screening. After protonation of one OPE branch, the other
OPE branch will be in the different electric field (Scheme 6-2). The dipole moment of a
molecule in an electric field F is given by:%

=u+aF (69

where " and i are the dipole moment vectors in the presence and absence of electric
field, F. respectively, and a is the polarizability tensor. Because the dipole moment of a

molecule changes in the presence of an electric field,®®*" the interaction with other

Scheme 6-2. Illustration of the electric field effect through intervening medium.




species carrying the opposite charge will be different from that in the absence of the
electric field. Therefore, the binding constant K> will be different from K. This analysis is
in agreement with the result from global analysis that only three colorful reacting species

stem. The binding constants are summarized in Table 6-3. The

appear in the reaction s
observations outlined above are important because the H-mers can be compared to

-conjugated OPV/OPE films where the inter-chain interactions are important.

Table 6-3. Binding constants of SH-4D with proton and metal cations in the ground and
excited states.

Ground State Excited State
Titratant
logKi | logKiKa | logKi | logKiK
TFA 3.5£0.030 | 5.740.015 | 3.6£0.037 | 64+0.045

AgOTT 964028 |188+028 |10.6+0.53 | 19.4+0.50
Cu(OTN); |104£030 2224029 | 13.4+074 | 22.8+0.74

Coordination with M** Cations. The protonation and coordination of silver ions
(+1 oxidation state) with D-OPE-D gave similar results. The study was extended to metal
ions in their +2 oxidation state to ascertain how the nature of the metal cations affect the
optical properties of the substituted H-mers. The dicationic metal ions Cu®', Zn**, Mg™",
and Ba®" as their triflate salts were employed to investigate the electrostatic effect and to
assess the effect of charge to size ratios. Given the number of cations employed, in

principle, the determined binding constants could be compared to the charge/size ratio, as

well as d ing if the radiative transitions change as the oxidation state changes.
Titration of SH-4D with Cu(OTh); results in a different spectral response when

compared to the titration with AgOTf and TFA respectively. Upon addition of Cu(OTf),,




‘The intensity of ICT absorption band decreases, but there is no shift for Apax. Over the
course of the fitration, the ICT band broadens resulting in a systematic increase in the
UV-Vis baseline and becomes more prominent as the saturation limit is reached ([Cu?]
reaches 1.6 mM). The changes in the emission spectrum are similar to that found in the
absorption spectrum. The intensity of ICT band slowly diminished and gy did not shift.

As the titration approaches the saturation point, other high-energy bands emerge, but the

intensity is relatively low (Figure 6-21). The first isosbestic point appears at 1= 438 nm,

SHA4D+CuOTH),
2 E.
%
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Figure 6-21. Spectral change of SH-4D by coordination with Cu(OTf); (top). Spectra of
the extracted colorful reacting species from global analysis (bottom).




and with continuous addition of Cu(OTf); the isosbestic point moves to long wavelength
at 2= 460 nm. Application of global analysis, the derived reaction mechanism is a
consecutive first order reaction as eq 6-7, and the spectra for extracted colorful species is
also shown in Figure 6-21. Possibly, due to the high positive charge of Cu®", the HOMO
and LUMO from the final titration species are far separated, and the poor overlap will
explain this weakly allowed Franck-Condon transition. Further evidence to support this
proposition is required to measure the quantum yield and the excited state lifetime.
Titration with other M cations, i.c. Ba(OTf), Mg(OTf), Zn(OTf) were also
acquired, but there is no visible changes upon addition with these metals ions. Relatively.

the coordination of SH-4D with metal ions is selective.

6.3.3 Spectroscopic Properties of 2D-SH-2A Adducts

Protonation with TFA and Coordination with AgOTf. The spectral changes of

2D-SH-2A in response to titration of TFA or AgOTF (Figures 6-22) were similar to the
titration behavior of SH-4D, but the absorption and emission profiles of the final
protonated species and metal complex are similar to those of acceptor-substituted SH-4A.
It is also clear that the fluorescence intensity of 2D-SH-2A increases with the increasing
concentration of AgOTE. This is in agreement with calculated LUMO energy, which is

lower than that of non-bound 2D-SH-2A. Usually, chemical systems whose excited states

sbes

are stabilized can give strong emission.'* During the titration process, the point
in emission spectrum shifted from A = 458 nm to A = 485 nm, but the absorption

spectral changes were small.



2D-SH2A +H'

Emission

o 2DSH2A+ A

Emission

‘Wavelength (nm) ‘Wavelength (nm)

Figure 6-22. Absorption and emission change of 2D-SH-2A upon protonation (top) and
complexion with AgOTf (bottom) in CHCl;.

The interpretation of the spectral changes relies on the theoretical calculation of
FMOs energetic for 2D-SH-2A and protonated 2D-SH-2A in comparison with SH-4A
(Figure 6-23). It has been recognized that DFT calculations ofien overestimate the
delocalization especially in n-conjugated systems. As such, the parameters should be
interpreted with caution. The positions of HOMO and LUMO with protonation are
dramatically influenced. The HOMO and LUMO switch their position, and the HOMO is
located at the distyrylbenzene bridge as the HOMO of SH-4A. Given the inter-conversion
of the HOMO and LUMO, the emission spectrum of the completely protonated species

bears a great resemblance to the emission of SH-4A, where ha is 1250 cm”. In the



Figure 6-23. Optimized structures and FMOs of 2D-SH-2A and 2D-SH-2A +2H".

average mode imation, vibronic structure ized by the C=C stretching

mode of the distyrylbenzene bridge is coupled to the electronic transitions.

‘The determination of the binding constants and the spectra of the intermediates
‘was accomplished by global analysis. These titration spectra reveal that the protonation
and coordination with Ag" is statistical. This means there is no long range through bond
interactions. If there is a putative mono-binding species, there should be some build-up of

an intermediate over the course of the titration given by eq 6-10.

2D-SH-24 + Ag* <-== Ag*-2D-SH-24 (6-10a)
Ag*-2D-SH-2A + Agt === 2Ag* - 2D-SH-2A (6-10b)
\g

‘The plot of intensity vs. concentration at different wavelengths derived from global
analysis (Figure 6-24) provides convincing evidence that the protonation or coordination

is statistical. The binding constants are summarized in Table 6-4.
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Figure 6-24. (A) Absorption and (B) emission changes of 2D-SH-2A vs. the concentration
of AgOTF addition at different wavelengths.

‘Table 6-4. Binding constants (log K1) of 2D-SH-2A with proton and metal cations in the
ground and excited states.

TFA Ag OTf Cu (OTH),
Ground | Excited | Ground | Excited | Ground | Excited
State State State State State State
logki | logKi | logki log Ki logki | logKi

3.4+0.063 | 2.7+0.058 | 9.1£0.046 | 8.8+0.088 | 9.4+0.11 |8.9+0.80

6.4 Substituent Effect on H-mers’ Ground and Excited States Chemistry
6.4.1 Substituent Effect on One-dimensional 7 systems

Substituent Effect on Optieal Properties. Conjugated oligomers such as the

(OPVs), oligo(z (OPEs) usually

exhibit a monotonous and convergent bathochromic shift of both the absorption and
fluorescence with the extension of m-bond by increasing the number of repeat units.

However, some 7 systems with strong donor and strong acceptor groups in the terminal




positions (D-r-A) display an opposite behavior: a hypsochromic shift, which is induced
upon extending the length of the chromophores (Section 6.2.2). The conjugation effect

and the ICT effect are offs

tting and the net effect is determined by the electron acceptor
properties and the polarizability of the m-bonding network between the donor and
acceptor groups. OPE oligomers are somewhat more prone to overall hypsochromic
effects than OPV oligomers. A monotonously decreasing Ep4(n) value in a series having
weak donors or weak acceptors, or both, always exhibit bathochromic shifis (Figure 6-25
A). The decrease of the ICT effect with increasing the number of monomers results in an
overall hypsochromic shift (Figure 6-25 B). Alternatively. if the energy of the electronic
transition is nearly independent on the conjugation length of the chromophore, the
Epa(n) rapidly approaching to £, will lead to the fact that Ep(n) goes through a
minimum before it approaches to £, (Figure 6-25 C).

A B c

\
£ \Eol)-E, = \zguure, £l \Egvm-z,
N v N
Eo-Ex

Figure 6-25. lllustration of the offsetting conjugation effect and ICT effect. (A) overall
effect, (B) overall ic behavior, (C) i
afier passing through a minimum of Ep,(n). Reproduced from ref .

Electronie Structure of D-n-A. The D-n-A systems are often described by a

valence bond (VB) model, which consists of resonance between an electroneutral and a




Zwitterionic structure. The “weight” of resonance structures depends on external factors
such as the nature of the solvent, the external or intemal electrical field, as well as the
conjugated 7 system. Altematively, the molecular orbital (MO) model contains two
partial dipole moments at the terminus of oligomeric assembly. The partial dipole
moments ji; (i = 1, 2) consists of an intrinsic and induced dipole. The polar group at the
end of chain results in the intrinsic dipole moment, and the dipole moment on the
opposite chain end causes the induced part, decreasing upon increasing the number of
repeat units. The MO model, which accounts for partial dipole moments best describes
D-OPE-A systems. The polarization of the chain depends on the electron density of the
7-bond in the assembly is found to decrease from both chain ends to the center.””

A VB model was considered to explain D-OPV-A systems as a certain mixture of
an electroneutral and a zwitterionic resonance structure for the ground state S, and the
reversed mixture for the first singlet excited state S; (Scheme 6-3). However, *C NMR
measurements are excellent probe for electron density at a carbon center in the ground

VB model for D-OPV-A sysems
D L = -
A -— A
B n
u
e
MO model for D-OPE-A sysiems

Yty LYy
—O—=10— O~

3

-

Scheme 6-3. VB model for D-OPV-A systems and MO model for D-OPE-A systems.
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state Sp. The change of electron density following an ICT transition has demonstrated that
the VB model is suitable for the stilbene (n =1);"? and the MO model is much better for
the longer OPV's (n = 2-4).%* The energy of the dipolar resonance structure is determined
by the charge separation as well as the change in the 7 system. The longer the chain, the
higher the energy for the charge separation in the quinoid form.
6.4.2 Substituent Effect on Two-dimensional 7 systems

Substituent Effect on H-mers. Electronic conjugation in two-dimensional (2D)
settings offers opportunities to fabricate molecules such that the electron density in the
bonding and anti-bonding MOs that affects the ground and excited state electronic

properties may be synthetically controlled. Therefore, the mixing of localized and

delocalized of the electronic associated with linking can,

in principle, be utlized as a probe to assess the conjugation in two-dimensional assemblies.

For example, cruciform chromophores as discussed in Chapter 3 display two distinct
molecular axes with either similar or dissimilar electronic properties. Attaching donor
and/or acceptor substituents to the cruciform at suitable positions can lead to independent
electronic shifts of the HOMO and LUMO into opposite directions or delocalized over
the entire molecule.”

Substituents have a similar effect on H-mers as on the cruciform. HOMO and
LUMO of unsubstituted H-mer with a center of symmetry are superimposable, located at
the dominant chromophore of distyrylbenzene. Attaching donor groups in terminal
phenylethynylenes reduces the symmetry of substituted H-mer, and will impact the

energetics of the HOMO and LUMO, as well as the redistribution of the electron density




afier absorption of a photon. For example, with the HOMO situated on the branch with a
donor group and the LUMO on the opposite part of molecule, away from the donor group
(Figure 6-26). This molecule will be expected to have a large amount intramolecular

charge transfer character upon S —> S excitation.

Figure 6-26. FMOs for H-mer and donor substituted H-mer calculated with HF/6-311G(d).

The study on solvent dependence of absorption and emission spectra has
confirmed that the HOMO — LUMO transition has a large dipole change upon excitation.
The ICT associated with the electronic excitation Sy—»S) leads to a considerable increase
in the dipole moments . With increasing the diclectric constant of the solvent, the
emission spectra of donor and acceptor substituted H-mer show a significant red shift,
providing evidence for the charge-transfer character of the S;-»Sy radiative transition
(Figure 6-27). Unlike the emission spectra, absorption maxima are less sensitive to
solvent polarity, indicating a small difference between the dipole moments of the ground

and Franck-Condon excited states as the nuclear and solvent coordinates do not change on
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Figure 6-27. Solvent dependence of absorption and emission for donor substituted H-mer
at 29843K.

the time scale of the electronic transition. The Franck-Condon state has the electron
configuration of the excited state, but the ground nuclear and solvent coordinates. This
suggests that the ICT state originates from the relaxation of the initially formed
Franck-Condon excited state.”" In addition, relatively longer lifetime in comparison with

unsubstituted H-mer reveals that there is a poor overlap between the HOMO and LUMO.

6.5 Conjugation Length Effect on H-mers’ Ground and Excited States Chemistry

Introduction of donor and acceptor into the conjugated 7 systems usually results in
a dramatic red shift of both the absorption and fluorescence due to the ICT. However,
‘when the conjugation length increases (increasing the number of repeat units, n), donor
andor acceptor substituted long H-mers (LH) displays a blue shift in the fluorescence
spectra in comparison with the fluorescence observed for the short H-mers. The structures
of substituted long H-mers used to investigate the impact of conjugation length are shown

in Scheme 6-4. The respective absorption and emission spectra are displayed in Figure



Scheme 6-4. Structure of donor and/or acceptor substituted long H-mers.

Table 6-4. Photophysical data for donor and/or acceptor substituted LH measured in

CHClyat 29843K.
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Figure 6-28. Absorption and emission spectra of substituted LH in comparison with
substituted S, measured in CHCl; at 20843K.

It is apparent that the effect of the ICT on the transition energies of H-mers is
significantly reduced with the extension of the conjugation length of the OPE branch. The
Stokes shifts of all substituted LH are much smaller than those of substituted SH, which
indicates that the distortion between the first excited state and the ground state is
relatively constant in comparison with SH. All subsituted LH have the same profile for
both absorption and emission. which is similar to those observed for analogous

substituted stilbenes and dialk ibstituted olig e
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Conjugation Length Effect on One-Dimensional D-OPE-A Systems. As
discussed in Chapter 3, conjugation effect and ICT effect are offsetting effects with
increasing the repeating unit n. These donor and acceptor effects are best described by
MO model having partial dipole moments located at the terminal groups at each end of
the oligomer. The electronic polarization of a m-conjugated oligomer containing
polarizable C=C triple bonds decreases from the termini to the central point of the
oligomer. The polarization of OPE (n = 2) approaches to maximum at the chain ends. A
further increase in the distance between D and A will result in fairly constant charge
distributions in both terminal double bonds and very small effects for the inner double
bonds." Moreover, with increasing the conjugation length, other  orbitals approach the &
(HOMO) and other x* orbitals approach ©* (LUMO). The HOMO - LUMO transition is
combined with a large ICT, but the participation of the HOMO — LUMO transition
decreases in the electronic excitation. “For example, in Me;N- (PE),~NO, serics, the
Sg—> S, transition consists 67% of an electron excitation from the HOMO to the LUMO

with n =1. This transition is connected with a strong ICT from the donor side to the

acceplor side. On proceeding to longer chromophores, the participation of the HOMO -
LUMO transition for Sy~ decreases and approaches 7% for n = 4. The other fractions,
HOMO -1 > LUMO, HOMO - LUMO -1, and HOMO -1 > LUMO -1, have either a
small ICT or no ICT at all

Conjugation Length Effect on Two-dimensional H-mer Systems. From

electronic spectral data, it is obvious that donor and acceptor groups do not have any

influence on the emission spectra of substituted LH, all of which have the same emission



energy, and similar lifetime, quantum yield. Emission spectral analyses (as described in
Chapter 2) indicate that solvent reorganization energies in LH system are much smaller
than those of substituted SH systems. The spectral fitting parameters £y, S and AV, ),

with ho = 1350cm” are listed in Table 6.

. S and ho are the average values for

contributions from a series of stretching modes mainly C=C and C=C in character. The
studies of photophysical properties of substituted LH series together with SH series reveal
that the long-range interaction decrease significantly with increasing the distance between

donor and acceptor. Therefore, the ICT effect is significantly attenuated with going from

‘Table 6-5. Emission spectral fitting data for donor and/or acceptor substituted LH.*

Entry LH-TMS LH4D LH-4A LH-2D(23) LH-2D(14)

. 2780 22220 2220 2220 2220
Eem, et 21510 20,880 20830 20.830 20490
Eo,em’” 23000 22,135 22154 22090 22160
S 140 130 090 129 125
s 120 1.00
Mvizem™ 11651573 1224 1470 1198
ho,cm™ 1550 1620 1350 1550 1400
Eus-Ean.cm” 3815 3690 2980 3160 3060
Aem 1908 1855 1445 1640 1690
Jup e 2170 2106 1215 2000 1750
Jovem’ 266 1078 653 941 625
Inf(Feale)] 3073 -27.97 4007 -29.44 3529
v 138 135 190 140 1.68

? Calculated by using eqs 3-8, 3-9, 3-10, 311,314,
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the repeating unit n = 2 to n = 4. Further evidence to support the decreased ICT effect is
the studies on the solvent dependence of emission spectra and metal cation titration.
Solvent effect studies of substituted LH, as shown in Figure 6-29, indicate that
optical spectra show no response with varying the dielectric constant of the solvent. This
i in agreement with the conclusion that the participation of the ICT approaches zero with

increasing the conjugation length.

15
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Figure 6-29. Solvent effect on optical properties of LH-2D (2, 3).

Upon titration with AgOTS, only LH-TMS interacts with a silver cation (Figure
6-30). With addition of AgOTY, the intensity of emission diminishes with a loss of
vibronic fine structure. The absorption intensity decreases relatively slow associated with
ared shift. The absorption spectrum of AgOTT ttration displays one isosbestic point, but

the reaction mechanism is not clear.
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Figure 6-30. Absorption and emission spectral changes with AgOTf titration in CHCl; at
29843K.



6.6 Conclusions.

i

2.

For LH systems, Eyis independent on the donor/acceptor substituents.
The Hemers containing NR; groups possess ICT bands from amino group to
phenyl group and 7-x* bands localized on the distyrylbenzene bridge.

The H-mers which contain NR; groups react with TFA, AgOTE, Cu(OTf). The
equilibrium constants for the ground and excited states have been measured, with
the binding constants Ki and K following the order: H* < Ag* < Cu®*. The
binding constants for H* are enormously small when compared with the binding
constants for Ag* and Cu?*.

The substituents on the H-mers do not dramatically change the absorption and
emission energetics. This behavior would be expected where the chromophore is
Tocalized on the distyrylbenzene bridge.

‘The distyrylbenzene bridge does not provide an electronic pathway for OPE end

units.
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Chapter 7

Summary and Important Issues to be Addressed

7.1 Executive Summaries

Three main structural geometries for -conjugated OPV/OPE oligomers investigated
in this work are shown in Scheme 3-1. These structures are designed such that the OPV
serves both s the primary chromophore and s the structural backbone. The structures
studied included: a linear x-framework, ic. SL, which is symmetrically substituted at the 4,
4" positions of the styrene substituents: and the isomeric cruciform, i.e. SC. where the
molecular array may be synthetically elaborated in two directions or “dimensions™ by
introducing substituents into the 2 and  positions of the central phenyl ring of the OPV;
and H-mers which have the substituents at 2, 5 positions of the terminal phenyl rings. The
modular synthetic methodologies employed here allow the systematic variation of the
structural component in the {R-(x-By)-{OPV]ca~(n-By) -R} assembly. The synthetic
control in these systems allowed the creation of a family of closely related assemblies
from which correlations between the structure and electronic properties were derived.
Described below are the conclusions from the steady-state and time-resolved absorption.,
emission experiments as well as the analysis of the data from absorption and emission
spectral fitting, DFT and TD-DFT calculation. Taken together the vibronic. electronic

structure and topological parameters that govemn the energetics and intensities of




Sl
absorption and emission bands and reaction dynamics in the r-conjugated OPV/OPE
systems, the major conclusions described in each chapter are outlined in point form below.
7.1.1  Ground and Excited State Properties of & Systems

Detailed analysis of the absorption and emission spectra for the cruciform (SC),
linear (SL), and H-mer (SH) has been performed and the data show the following trends.

1. The absorption spectral manifolds arise due to a superposition of underlying
7 —> 7+ transitions that are best described as composite multi-electronic donor and
acceptor states.

2. Spectral deconvolution of SL and SC coupled with TD-DFT calculations revealed
that the pattern of transitions and the orbital contribution for each transition
observed for SC, SL and SH were similar in energy, but the intensities of the
underlying absorption bands were dependent on the placement and the nature of the
OPE “substituent”.

3. The absorption bands are broadened due to a distribution of rotamers in the ground
state characterized by small kinetic barriers for rotation estimated at 10 KJ/mol
based on similar systems described by Berg.'? The asymmetry between the
absorption and the emission spectra are consistent with the quadratic coupling
model of Berg, where the electronic coupling depended on the torsion angle as
illustrated in Chapter 3.

4. The results of the Franck-Condon line shape analysis of the emission spectra
(emission spectral fitting) :

> Syn (Huang Rhys Factor), a dimensionless parameter reflecting 4;, systematically



decreases as more OPE monomers are introduced to lengthen the bridge.
Extension of the bridge allows a mechanism where Ag and electron repulsion
are minimized.
> With OPE incorporated ho increases due to the participation of C=C
vibrational modes in the excited state decay. This is an important observation
because in the one mode limit the excited state is extended over several
nuclear coordinates.
> The electron redistribution in the excited state does not dramatically change
the dipole moments Aji. Therefore, the solvent reorganization energetics is
roughly constant in each structurally related family. At present, there is not
enough data to assess the validity of dielectric continuum theory.
> SLand LL appear to be weakly coupled in the ground state based on the similar
shape and energetics of the spectral band envelopes of the assemblies. The
spectra of SC and LC are distinet from the components’ spectra; therefore, the
cruciform systems are strongly coupled systems. However, the Ceo and the -
bridge in the Ceo adducts are weakly coupled.
7.2 Photoinduced ET and EnT in 7-Bridged Ceo Assemblies
‘The mechanism for the charge separation occurs in two-steps. The first step is the
energy transfer from the *(x-B)" to *C . followed by the electron transfer to quench
1C3 and form the redox split state.
1. The charge separation (AG°/2 ~ 1 -2) and charge recombination (AG®/A ~ 8 - 10)

for short bridged systems SC-(Ceo)2 and SL-(Ceo); lie in the inverted region, but the
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charge recombination is more deeply down to the inverted region. Therefore, the

rate constant for charge recombination is much smaller than the forward charge

separation. The sensitivity of ET to bridge length is consistent with the superexchange
mechanism being the dominant mode for the D-A electronic coupling.

‘The long bridged systems LC~(Co)2 and LL-(Ceo)z do not yield a charge separation
state after photon capture, which is due to an attenuation of Flp, with increasing the
donor-acceptor separation distance.

Due to the orientation effect, the charge separation in SL-(Ceo)s is less efficient than
in SC-Caah-

The i ion of N, N-di ino groups to

inereases the energy gap between the donor and the bridge, and then attenuates the
electronic coupling term Vp,. The efficiency of charge separation is reduced with
the attenuated electronic coupling. In addition, the kinetic competition between the
charge separation and intersystem crossing is favorable for the formation of *Cgo.
“The reorganization energy of DSC/DLC-(Ceo)y is much larger than that of SC/LC-
(Ceoh2 due to the primary excitation having a large degree of charge transfer character.
Therefore, the rate constants for charge separation and charge recombination are
very close to each other.
Future Directions and Questions:

Understanding how the physical and spectroscopic properties of r-conjugated
oligomers depend on the length and medium. Detailed solvent studies coupled to

ultrafast spectroscopic measurements will be important to assess the solvent dynamics.
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For multi-dimensional polymers, what governs the efficiency of intra vs. inter

charge carrier dynamics? How does the nature of the matrix impact charge transfer

properties. Extended spectroscopic studies on the effect of concentration in the fluid

solution, inert non-conducting rigid films and finally conductive films of the

OPV/OPE need to be considered.

Vibronic /rotational dynamics:

> Stark experiments will provide the information of the charge transfer distance.
If the systems are truly electronically delocalized, the excited state transition
dipole should be larger in magnitude. Similar studies in the nano-scale dye-
sensitized TiO; systems™ have definitely shown that the electron injection site
is localized on one metal center. These studies should be extended to -
conjugated assemblies as a function of length and dimensionality to assess the
nature of the optically induced absorption transition and characterize the
response of the bound exciton to external applied electric field.

> Raman and resonance Raman studies need to be done to identify the
vibrational modes coupled to the LUMO-HOMO transition. These studies
need to be extended to systems where the length is systematically increased.
The resonance Raman data provide spectroscopic information that can be
subjected to the time dependent intensity analysis as described by Woodruff
and Myers-Kelley.* The analysis allows the dircet determination of the
absolute bond distortions whose vibrational modes are coupled direetly to the

optical excitation between the ground and excited states. If the systems are



delocalized, Aq will decrease with the increasing polymer chain length. Using
the model of Meier® where the main transition energy asymptotically
approaches a limiting value after 10 repeating units calls to the validity of the
question of delocalization vs. the charge transfer degree in the polymers. The
distortion of the bonds will respond differently to the mechanisms described

above where the delocalization will give rise to the systematic decrease in Ag.
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Appendix I1: Synthetic Schemes

1. Synthetic Scheme for cruciform OPV/OPE co-oligomer
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1. Synthetic scheme for donor-substituted cruciform OPV/OPE co-oligomers.
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I Synthetic scheme for linear OPV/OPE co-oligomers.
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IV, Synthetic scheme of bis(fullero)-OPV/OPE hybrids via in situ alkynylation.
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V. Synthetic scheme of short H-shaped OPV/OPE co-ologomers.
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