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Abstract

S

mic interferometry is a recently developed geophysical technique that has been used

almost exclusively to solve imaging problems in petroleum environments. It is a method

that has a broad range of applications, however one of the most well-known is the ability

of the technique to create virtual sources at the location of buried receivers, without
knowledge of the subsurface velocity between the true surface sources and the receivers.
This research focuses on a problem in a minerals environment, in which a shallow,
steeply dipping sub-surface feature is to be illuminated using the virtual source method, a
form of seismic interferometry. The research presented here uses both a ray tracing
analysis and 2D synthetic seismic modelling to understand the implementation issues
associated with the virtual source method. The ultimate aim is to understand the
acquisition and processing requirements to image optimally a shallow, steeply dipping

sub-surface feature in a hard rock environment.
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Chapter 1 Introduction

Due to source-receiver geometry, conventional surface seismic reflection surveys are very
good at imaging horizontally oriented lithological layers (Figure 1a). Unfortunately many
geological structures of interest are not oriented horizontally; steeply dipping mineral
bearing dykes or petroleum reserves trapped on the flanks of salt domes are of interest in
the mineral and petroleum industries respectively. Imaging these targets with
conventional surface seismic techniques is difficult not only due to source-receiver
‘geometry, but also due to complex overburden velocity distributions which blur the final

seismic image. Vertical Seismic Profiles (VSP) have been used since the 1950's to

calibrate surface scismic data, provide time to depth relationships and accurate seismic

of a surface seismic source and

velocities (Oristaglio, 1985). VSP's typically con:
receivers located in a subsurface borehole. This acquisition geometry is useful for
imaging steeply dipping features due to the more favourable source-receiver geometry
(Figure 1b). However the scismic data recorded by VSP's are affected by the complex
overburden through which the wavefield, generated by surface sources, must travel. Thi

heterogencous velocity field can defocus the seismic energy and produce a poorly

resolved seismic image.

The virtual source method, a form of scismic interferometry, is a relatively new.

e virtual sources at the location of

1 technique which has the power to ¢

geophys
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buried receivers without knowledge of the complex overburden velocities. What makes
this technique so unique is that there s no other method that can perform this redatuming
without an estimate of the velocities between the original datum and the new datum
More importantly however, by redatuming the source closer to the target structure, the
virtual source method has the potential to better resolve hard-to-image steeply dipping
subsurface features. A review of the historical developments of the virtual source
method, together with an overview of the applications of the method. is presented in

Chapter 2.

For this study we investigate the virtual source method as a technique for imaging
shallow, steeply dipping features, such as feeder dykes to an ore body. An example of
such a geological scenario are the feeder dykes to the main ore body at Voisey’s Bay
mine, located in northern Labrador, Canada (Figure 2). Chapter 3 presents a simple ray
tracing analysis of the virtual source method. This chapter develops the concept of the
image ray and investigates capturing this image ray in practice, including the impact of

VSP acquisition geometries.

Chapter 4 demonstrates how virtual source data is generated and includes an analysis of

the pre-stack, CMP-sorted virtual source gathers and the final stacked and migrated
virtual source image. This chapter also demonstrates the importance of understanding
which image rays have been captured, as this allows for the generation of the optimal

virtual source image.
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Chapter § discusses the practical implementation of the virtual source method for several
different walk-away VSP geometries and velocity and density fields. This chapter also

investigates how to optimize surface source spacing in order to balance the imaging

requirements of the virtual source method and the environmental and economic costs

assaciated with data acquisition.

inally Chapter 6 reiterates the motivation for this research and presents the conclusions

drawn from the ray tracing analysis and 2D synthetic modeling.




Chapter 2 Review of the Virtual Source Method

2.1 Terminology

Seismic interferometry as a geophysical technique is curently being investigated by
many researchers across the world, such that agreement on common terminology and an
overarching theoretical framework is still evolving. For instance the methods of
interferometric imaging, seismic interferometry, acoustic daylight imaging, time-reversed
acousties and the virtual source method all share the same general process of trace eross
correlation and summation however all are derived from an independent theoretical basis

(Schuster and Zhou, 2006). Thus in order to avoid confusion, this author will follow the

convention (that appears to be gaining traction in the literature) that any general process

utilizing cross correlation and summation will be referred to as seismic interferometry.

1t should be noted however, that the research presented here grew out of questions posed
in a mining geophysics context and the terminology employed is therefore consistent with
that used in the mining industry and not necessarily the geophysical literature. With this
in mind, the specific method discussed here will be termed the virtual source method and
should not be confused with the virtual source method as pioneered by Bakulin and

Calvert (2004, 2005, 2006, 2008).

To avoid confusion, the definition of key terms is made here. Locally, within the text, the

meaning of additional terms will be clarified.



Seismic Interferometry: an umbrella term to describe any independently derived

algorithm that uses cross correlation and summation to produce virtual sources.

Virtual Source method: the specific seismic interferometric method implemented in this

study.

Virtual Source Receiver: the real downhole receiver that will be converted into a virtual

source via a cross correlation and summation procedure.

Image Receiver: the real downhole receiver that is cross correlated against the virtual

source receiver.

Receiver Pair: consists of the virtual source receiver and the corresponding image

receiver.

Virtual Source CMP: the common mid-point of a receiver pair.

Virtual Source CMP offset: the distance between the virtual source receiver and the

corresponding image receiver in a receiver pair.



g i R

Correlation trace: The trace produced via the cross correlation of a receiver pair.

‘ Correlation gather: A common receiver-pair gather containing a collection of

correlation traces. Each trace in the gather is the product of the cross correlation of a

receiver pair, but for different source locations. The correlation gather is produced prior

to the summation process. The summation of the correlation gather produces a single

trace.

Virtual Source trace: produced by the summation of the traces in a correlation gather.

Virtual Source gather: the gather produced by the cross correlation and summation

process of the virtual source method. It is a collection of virtual source traces, sorted by

common virtual source, that is, each trace i

the receiver pair, in common.

the gather has the virtual source receiver, in

Virtual Source CMP gather: the virtual source data sorted by virtual source common

mid-points.

Image Ray: the ray required to obtain the correct kinematic application of the cross

correlation technique.



Image Ray Geometry: the ray path geometry required to obtain the correct kinematic

application of the cross correlation technique.

Image Ray Fold: the total number of image rays which contribute to a virtual source
CMP location. If all image rays are present then the image ray fold is equal to the virtual

source CMP fold.

Image Ray Offsets: the CMP offsets satisfied by the captured image rays.

2.2 Historical Development of Seismic Interferometry

Seismic interferometry is an umbrella term to describe any method with the common
implementation of trace cross correlation and summation. The information inherent in
the autocorrelation of seismic data has been known for well over S0 years. For instance
Horton (1955) used the autocorrelation process to characterize the nature of scismic
noise. Claerbout (1968) however, was the first to recognize the importance of the
autocorrelation function in seismic interferometry. He was able to demonstrate
mathematically that “the reflection scismogram from a surface source and a surface
receiver is one side of the autocorrelation of the seismogram from a source at depth and
the same receiver”. That is, the reflection response of the layered medium can be
generated by autocorrelation of its transmission response. Claerbout’s (1968) research
implied that passive noise sources generated in the earth and recorded at the surface can

9



be used to determine the carth's reflectivity response, that is create an image of the
subsurface. Claerbout (1968) also demonstrated that the cross correlation of two traces
recorded at locations A and B results in a trace equivalent to the trace that would be
recorded at B due to a source at A. This process extracts the impulse response between
two receivers, as if one of the receivers was a virtual source, and is referred to by those in

the geophysics exploration industry as the reflection response, and by seismologists and

physicists as the Green’s function (Wapenaar et al.. 2006). This mathemati

development is based on specular ray-path assumptions in a horizontally layered half-

space, and is refrred to as acoustie daylight imaging (Rickett and Clacrbout, 1999).

In 2000 Gerald T. Schuster, during a sabbatical stay at the Stanford Exploration Project,
spent time investigating the information available in seismic trace cross correlations
(Wapenaar et al., 2006). It was through this research that Schuster (2001) applied the

cross correlation technique to active seismic data that is, seismic data generated with

man-made sources. Schuster (2001) extended Claerbout’s (1968) development to include

arbitrary distributions of sources and reflectivity by validating the theory using stationary
phase arguments. Simultaneously at the Delft Applied Geophysics group, Wapenaar et
al. (2002) developed a general proof for arbitrary (acoustic and elastic) heterogeneous 3D

‘media using a reciprocity theorem. Draganov et al. (2003) subsequently confirmed this

proof using numerical models in heterogeneous media

10



Independent of the field of geophysics, Fink (1992) published the results of physical
models, measured with ultrasonic transducers, demonstrating that strongly scattered
waveficlds could be time-reversed and back-propagated through complex media to
produce a focused wavefield. His work inspired the development of the virtual source
method as presented by Bakulin and Calvert (2004, 200, 2006, 2008), which utilizes the
properties of time-reversal to generate mathematically virtual sources at the location of

seismic receivers.

2.3 Applications of the Virtual Source Method

Seismic interferometry is typically implemented in two general forms:

Passive seismic acquisition, whereby random noise signals emitted from within
the carth are recorded at the surface and the cross correlation and summation
method is used to extract reflectivity information. This form of the method is

typically referred to as interferometric imaging or acoustic daylight imaging.

=

Active scismic acquisition, whereby sources or receivers are buried and via the
cross correlation and summation procedure, virtual sources are generated at the
receiver locations without knowledge of the subsurface velocities between the
sources and receivers. This form of seismic interferometry is the focus of the

research presented in this thesis.




Over the past decade seismic interferometry has been used on real data for time-lapse
seismic monitoring (Bakulin and Calvert, 2004; Yu et al., 2009; Zhou et al., 2008), the
suppression of surface waves (Vasconcelos et al., 2008; Xue et al., 2009), statics and
redatuming (Henley, 2008; Lu et al., 2007), and imaging the flanks of salt domes (Homby
and Yu, 2006; Lu et al., 2009; Willis et al., 2006; Xiao et al., 2006; Yu and Homby,
2007). This study is focused on seismic interferometry for illuminating steeply dipping
structures using a controlled source walk-away VSP geometry, similar to that described
by Homby and Yu (2006), Yu and Homby (2007) and Schuster (2009) who refers to this

type of seismic interferometry as the VSP (Vertical Seismic Profile) — SWP (Single

Well Profile) correlation transform. Willis et al. (2006) use a method referred to as time-
reversed acoustics to image salt-flanks also with a walk-away VSP geometry. Xiao et al.

(2006) described a novel use of seismic interferometry to migrate transmitted P- to S-

waves in VSP data in order to image salt-flanks. The rescarch undertaken in this thesis
however most closely resembles the method described by Hornby and Yu (2006) and Yu

and Homby (2007).

‘The focus of previous research has been soft-rock environments. This study is original in
that it is being applied to a problem in a minerals environment. Specifically, the study is
focused on the optimal acquisition and processing parameters required to produce the
virtual source image of a shallow, steeply dipping subsurface target hosted in a hard rock

setting. Due to the absence of significant inhomogeneity in shallow hard rock



environments, a straight-ray tracing analysis is appropriate to understand how the virtual

source method is formulated in theory and can be applied in practice.



Chapter3  Ray Tracing Analysis of the Virtual Source Method
3.1 Introduction

‘There are several different robust mathematical derivations of the virtual source method
based on representation theorems (Wapenaar, 2004) or time-reversed imaging (Bakulin
and Calvert, 2006). These derivations however are difficult to understand intuitively.
Ray tracing on the other hand is a simple technique that can be employed with modest
effort, but provide maximum insight into the virtual source method. A straight ray
analysis is particularly appropriate for a hard rock problem due to the absence of tuming
waves. The following is therefore a geometric analysis of the method from a ray tracing

perspective, for a simple vertical reflector in a homogeneous field.
3.2 The Image Ray

Consider the simple VSP scenario: two buried receivers, separated from a vertical
subsurface reflection boundary, record direct and reflected events generated by a single
surface source (Figure 3a). The surface source is offset from the buried receivers and
emits a zero phase wavelet (Figure 3b). This ray path geometry is conceived specifically
so that Receiver A records a direct event whose path coincides with the specular ray
reflection at Receiver B. For this geometry, Receiver A records a direct event (DA) at
V8 units and a reflected event (WA) at v40 units (Figure 3c, Figure 4a), whilst Receiver
B records a direct event (DB) at V40 units and a reflected event (WB) at V72 units

(Figure 3¢, Figure 4b).
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Figure 4.

a) Receiver A records a
Receiver B records a direct event at V40 units and a reflected event at V72 u
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Cross correlation of the recorded traces produces four events (Figure Sa). Each event in
the correlation trace represents the time difference between the events recorded at
Receiver A and the events recorded at Recciver B. Because of the specific ray path
geometry chosen, the travel time difference between the direct event at Receiver A and
the reflected event at Receiver B is equal to the fotal travel time for a reflected event
emanating from Receiver A and recorded at Receiver B (Figure 6). Thus cross
correlation of the direct event at A and the reflected event at B will produce a trace with
one event whose travel time is equal to the specular reflection from a source at A to a

receiver at B (Figure 5b).

‘The setup as outlined in Figure 3 is the ray path geometry required to obtain the correct
kinematic application of the cross correlation technique. That is, to obtain the correct
time information from the correlation trace. This ray path geomery is termed the image
ray geometry (Figure 6). If the image ray geometry is not satisfied then the travel time of
the event in the correlation trace will still represent the travel time difference between the
direct event at Receiver A and the reflected event at Receiver B. However it will not be
equal to the total travel time for a reflected event emanating from a source at A and

recorded at B (Figure 7).

This highlights a fundamental problem with the cross correlation method; in reality there is

10 way of actually knowing the image ray geometry, and therefore it is impossible to obtain




Cross Correlation of all events from both Recetvers

Cross Correlation of DA and RE

FigureS.  Cross Correlation Lags.

#) Cross correlation of all recorded events. Four events are computed. The timing of these
events corresponds to the travel time difference between the events recorded at A and the
events recorded at B; b) Cross correlation of the direct event at A and the reflected event at
B only. Only one event is computed for which the total travel time is equal to the time
difference between the direct event at A and the reflected event at B.




RB RB

Figure6.  Image Ray Geometry.

For the specific specular ray path geometry indicated here, the travel time difference a)
between the direct event at Receiver A and the reflected event at Receiver B is equivalent to
the total travel time b) for an event emanating from a source at A, reflecting off the vertical
boundary and being recorded at Receiver B. This is the ray path geometry required for
correct Kinematic application of the correlation technique.
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the correct kinematic application of the cross correlation technique. ~Fortunately this

problem can be overcome in both theory and in practice.

3.3 Capturing the Image Ray in Practice

Consider now the relatively more complex walk-away VSP scenario: eleven buried
receivers, separated from a vertical subsurface boundary, record direct and reflected
events generated by surface sources (Figure 8a). Surface sources are offset from the
buried receivers and cach emit a zero phase wavelet (Figure 8b). Using the geometric
method utilized for the simple single source VSP model (Section 3.2), travel times for
direct and reflected events emanating from each source and recorded at each receiver are
computed. Refer to Appendix A for the Fortran code utilized to generate the data in

Section 3.3.

For each recciver pai

the model there exists a source location that satisfies the required

image ray geometry. As noted earl

1 however, an accurate reflector location will not be
known in practice, and thus the correct image ray geometry cannot be predetermined.
Fortunately due to the mathematical setup of the virtual source theory this problem can be
overcome. Schuster (2001) demonstrated that the integral equations defining the virtual
source method require that buried receivers be surrounded completely by a continuous
distribution of surface sources. In practice, the numerical solution to this integral requires
summation of the correlation traces over all sources. This summation process results in

the destructive interference of all incorrectly located events and constructive interference



a)
SN S251
unit
10 units
8
e
-
o
~
7
F
b) R1 2
Input Wavelet R2 A 1 unit é
1.0 i
°
«n
R11 A
0.5

Figure8.  More Complex Ray Tracing Model.

) The model here simulates a walk-away VS
S units. The first source is located S un
Receiver 1 is buried 20 units below the surface and 10 units horizontally from the vertical
reflector, with reflectivity of 0.5. 11 receivers are located in the vertical well, all 1 unit
apart. b) The input wavelet is a simple centrally peaked wavelet with half amplitude side-
Tobes.

acquisition geometry with source spacing of
to the left of the surface location of the well.




of the correctly located events. This is due to the integral possessing a stationary phase

point such that the solution to the integral will asymptote to a stationary value, provided
the limits are sufficiently large and the integration points sufficiently dense. In this way
the correet, kinematically located event is extracted from the recorded dataset without
explicit subsurface velocity information or knowledge of the required image ray

geometry. This is a testament to the power of the virtual source method. It should be

noted that the stationary phase derivation of the virtual source method is bes

for simple
models, where the contributions from the different sources are easy o trace. More robust
derivations based on representation theorems or time-reversed imaging, are applicable to
more complexgeometries and heterogeneous velocity / density models (Snieder et al.,
2006). The benefit of this analysis however, is that is it casier to understand the

derivation of the virtual source technique and therefore the acquisition reqy

the method.

In practice however, it is unrealistic to expect a geophysical survey to be able to provide a
continuous distribution of surface sources. Fortunately a discrete array of sources is

sufficient to satisfy the requirements of the virtual source theory (Komeev and Bakulin,

2006).  Significant care however must be taken in the selection of the acquisition

geometry such that two aspects of the virtual source imaging technique are satisfied. The
first s that the aperture of surface sources be broad enough to capture the required image

rays (Yu and Homby, 2007). The second is that the surface sources are dense enough to

ensure effective destru

ive interference of the incorrectly located events, that is, the non-

ements of




stationary phase contributions (Mehta et. al., 2008). These aspects are due to the practical

implementation of the numerical solution to the integral equations defining the virtual

source method. In this practical implementation the source aperture is analogous to the

integral limits, and the source density is analogous to the integration points.

To evaluate the importance of ensuring the source aperture is wide enough to capture the
required image rays, three experiments are undertaken using a simple walk-away VSP
acquisition geometry (Figure 8). The experiments involve increasing the number of

surface sources from 10 shots (Figure 9a, Figure 10a) to 50 shots (Figure 9b, Figure 10b),

to 100 shots (Figure 9, Figure 10¢) whilst keeping the source spacing constant at | u
Thus the surface source aperture is increased with cach experiment.  As the number of

sources increases the number of correlation traces in each correlation gather increas

(Figure 9). The subsequent virtual source gathers (Figure 10) better represent the true

image (Figure 10d). This is because the image rays become captured by the incr

ingly

broad surface source aperture, such that the numerical solution to the integral asymptotes

sues associated gener

to the stationary point. The practical implementati

ting an
optimal virtual source image given a finite source aperture will be demonstrated in

Chapter 4.

To demonstrate the importance of source spacing in ensuring effective interference of the

incorreetly located events, another three experiments are undertaken. ~Again, the simple
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Figure9.  Correlation Gathers for a Constant Source Density.

a) 10 Shots; b) 50 Shots; ¢) 100 Shots. Each correlation gather contains a collection of
correltion traces. Each trace is computed from the cross correlation of  speciic receiver
pair lurllprtift shot. In correlation the of
Reeciver 1 with Receiver 2. The summation of the traces in the correlation g: m
produce a nngle trace, called the virtual source trace, that will represent e tace nm
would be recorded if a source was located at Receiver 1 and the response was recorded a
Receiver 2. Whilst the model presented here violates the requirement that sources
completely surround buried receivers, the importance of capturing the image ray is evident.
For as the source aperture increases the integral limits increase and the numerical solution
to the integral asymptotes to the stationary point.




pauseiqo sy souyws “saonpe: 4y uy yurod Kavuopers
433U 94} S0P 00) 05 SISLIIIUY 2N 2N IY) SV
PIP10321 3q PINOM JUT) BIEP ) $HU2$21d0 9IS 224n0S
I T 9ATI JO UONERLIOD 55013 ) SJu9saada1 901} 99.m05

BRI ST SAUL, WO 05 PUE ‘SJOYS [[F 1IN0 PIINS PUE § 1A
[EnLIA Puosds oy :s10gs 1

1530 91 5% Sy U 10y
2241105 [EMLIA JO HOPIII0 ¥ SUTEIIOD JYIES 9.N0S [BNMIA YIET “PPOW PAEAIO] IS (P $S104S 00T (3 10U 0 (@ 1048 01 (¥

“SUI( 22AN0S JUEISUOT) ¥ 10) SIDYIED 2INOS [ENIA 0] HnFH

- - . S E

| - |

, H

5

;s £ I h

: i i L
P, S e




walk-away VSP acquisition geometry is utilized (Figure 8). For these experiments the
total source aperture of 100 units is kept constant, whilst the total number of sources is
increased from 25 (Figure 11a, Figure 12a) to 50 (Figure 11b, Figure 12b) to 100 (Figure
e, Figure 12¢). As the total source density is increased, the source spacing decreased
and the horizontal distance between the incorrectly located events is reduced (Figure 11).
‘Thus the stacking process results in better destructive interference of the non-stationary
phase contributions (Figure 12). Mehta et al. (2008) refer to the poor destructive
interference as spatial aliasing, and noted that the correlation gathers which contain a
large slope in the cross correlation event will be more vulnerable to this effect. The
practical implementation issues associated with surface source spacing will be discussed

in Chapter 5.

These rudimentary results demonstrate that the practical implementation of the virtual
source method requires a wide enough source aperture and a sufficiently dense source
distribution. These parameters are analogous to the integration limits and integration

points required for the numerical solution to the virtual source integral.

As a final observation for this particular acquisition geometry we note that the walk-away

VSP surface source distribution fails to generate an up-going image ray. That is, there are

no virtual source contributions to receivers shallower than the virtual source under
consideration (Figure 13). This has been recognized by Yu and Homby (2007) who only

sum traces in the correlation gather that contribute to the stationary phase waves.
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Figure 11, Correlation Gathers for Constant Source Aperture.

2 25/3ksis 1) 50 Sholy o) 100 Shots. Each correlation gather contains a collection of
eoml-rlon traces. Each trace is computed from the cross correlation of a spe i
pair for a specific shot. In "Miscase each correlation tace represents the croes correlation of
Receiver 1 with Recelver 2, The summation of the traces In the correlation gather will
produce a single trace, called the virtual source trace that will represent the trace that
would be recorded if a souree was located at Receiver 1 and the response was recorded at
Receiver 2. Whilst the model presented here violates the requirement that sources
completely surround the buried receivers, the importance of source density is evident. For
as the source density increases the non-stationary phase points are better sampled.
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Figure 13, Implications of VSP Acquisition Geometry on Virtual Source
Imaging.
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reflector deeper than its downhole location,




3.4 Impact of VSP Geometries on the Virtual Source Data

‘The previous section (3.3) demonstrated that the application of seismic interferometry for
‘generating virtual sources at the location of buried receivers is valid despite violating the
requirement that buried receivers be completely surrounded by sources. This is fortunate,
for in practice it is impossible to surround completely buried receivers with sources. One
aspect of the technique that cannot be violated however is the requirement that the image
ray be captured. If the image ray is not captured then the virtual source data generated by
the cross correlation and summation process will incorrectly locate the reflection events
(Figure 7). It is therefore very important that seismic surveys are designed to capture
these image rays, as well as ensure that the source spacing is optimized such that the
integral solution is properly sampled. Ray tracing analysis of a particular acquisition
geometry enables us to determine which image rays will be captured using a certain
surface source aperture. By determining the image ray geometry, we can project the rays
back to the surface to compute the required location of the surface sources (Figure 14a).
By understanding where the surface sources are required to satisfy all the image rays we
can begin to determine the affects of using a realistic surface source aperture on the
virtual source data. Additionally, by understanding which traces contribute to the virtual
source image we can optimize not only the acquisition parameters, but also the processing

parameters.
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To address this issue for the walk-away VSP survey, a simplified hard rock model is
utilized (Figure 15). The model is homogencous, except for a vertical interface. A
parallel borehole and reflector is used to simplify the ray tracing analysis. For this
analysis we also consider it the worst-case imaging scenario since we ignore the situation
in which the feature is dipping towards the borehole (Figure 14). This is because features
dipping towards the borehole tend to be seismically invisible due to the source-receiver
configuration (Figure 14c). Conversely, features dipping away from the borehole can be
imaged with a smaller surface source aperture (Figure 14b). Different VSP geometries
are modelled in order to understand the effects of source aperture, receiver spacing and
reflector location on the virtual source geometry of the virtual source survey (Figure 15,
Table 1). Refer to Appendix B for the Fortran code utilized to generate the data in

Section 3.4.

34.1 Determining the Virtual Source Geometry

The geometry of the virtual source survey is controlled by the number of downhole

receivers and their spacing. ~This is because the downhole receiver locations also represent

the location of the virtual sources. This information allows for the calculation of virtual
source survey geometries such as CMP offset, CMP location and CMP fold. Note that

unless explicitly stated otherwise, all reference to CMP location and CMP fold refers to the

virtual source geometry and not the VSP geometry. - As per conventional seismic surveys,
it is important that the geometry of the virtual source survey be sufficient to image the

target reflector. An additional complication for the virtual source survey however is the

33
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Figure 15, Minerals-Style Walk-Away VSP Model.

‘The model here represents a more realistic hard rock walk-away n geometry.
The vertical borehole is situated X m away from a ve M number of receivers
starting at 4 m downhole are spaced R m apart to a total depth of M*R m. The walk-away
VSP acquisition geometry consists of N shots with source aperture of S m with a source
spacing of Y m. The first source is located 8 m to the left of the surface location of the well.
The black dots represent the approximate CMP locations for the receiver geometry. The
actual parameters used in the different models are detailed in Table 1.
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requirement that the image rays also be satisfied. Using an estimate for the location of
the target reflector, the required image rays can be calculated. Using straight ray analysis
these image rays can then be projected to the surface and the actual surface source

location can be determined (Figure 14a). If for some reason these surface source

locations can't be satisfied by the actual walk-away VSP survey, this analysis allows us to
determine which image rays will not be captured. The image ray fold is a measure of

how many image rays contribute to a specific CMP location. The image ray offsets are

the CMP offsets that are satisfied by the image rays. If all image rays are satisfied then
the image ray fold for a particular CMP location is equal to the CMP fold, and the image

ray offsets are equal to the CMP offets.

This is a powerful analysis in that, provided a good estimate of the target reflector is
available, noisy traces, those that contain no real virtual source information, can be
excluded from the final virtual source image thereby increasing the signal to noise ratio of

the data.

342 Effect of Surface Source Aperture

Source aperture and density are two very important factors when planning a seismic
survey, not only in terms of imaging, but also for economic and environmental
considerations. The ray tracing analysis undertaken so far has also highlighted the
importance of both source aperture and density to the success of the virtual source

method. It is therefore important to understand these factors in both an imaging and
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acquisition sense for a specific receiver geometry, such that the best image is obtained

with the most practical (and cost efficient) source distribution.

Using Baseline Model 1 we can compute the theoretical surface source distribution and
the virtual source CMP fold and offsets required to satisfy all the image rays (Figures 16
and 17). The computed surface source distribution consists of non equispaced source

locations spread a distance of over 100 km from the borehole. The extent of this

distribution is unrealistic to achieve by a walk-away VSP survey in practice. A realistic

walk-away VSP survey source distribution would only extend a few hundred meters away

from the borchole. This type of distribution would result in far-offset image rays being

satisfied in preference to near offset image rays.

To determine the effect of a discrete source aperture on the virtual source CMP fold and
offisets, we consider the same simplified hard rock scenario, this time with a walk-away
source aperture of 1440 m (Table 1 — Model 1a). Figure 18 demonstrates that the effect

of the discrete source aperture is to systematically remove the near-offset image rays from

downhole CMPs. This implies that a near-offset filter should be applied to the virtual
source CMP gathers prior to stack, to ensure that only the true virtual source information
is included in the final image. If the noisy traces are included in the final stack then the
signal to noise ratio of the downhole offsets will decrease, producing an increasingly

distorted downhole image. Also note from Figure 18 that there is a downhole limit to the

captured image rays. For this model the limit is CMP 520 which




“PoAOWA A[pA1S$21301d 1 18I0 IOULIE AU 00
dIND MOPq 1Y) PuE 551 3Fewr Futo-dn 21E10ud3 0) Fulley LHIWOIB JSA AEME-HIEN ) JO UONFUIGUIOd IT) 0) NP ST 00 JIND
ey 35d39p SUONEI0] 32205 2ELINS JO JJo-Ind S| S JUL 3042100 ) WOI) 1y PIIEIO] $221m08 DN Kq PALIUIE
SAu1 3wy 21mboa S JISIYO-IEIU STIIIYM “D[0Y210G I} 0} S0P PIIE0] SIAMN0S IITNS Aq PAILAUIF SKE1 3wy 2aymbx
S99 198Y0-18] ‘AN UIE 10 "SIV 1] JIND 01 YDED 0} PIIBWIP UDI SEY SEIEP ) JE) PUE *A[E3s Fof ¥ 51 {OI0G A}
WO IUEISIP 34} 1} ON (I JAEL) T PPOIY HUIISTE 10) IND UIED ¥ K61 93Uty 3) AJ51IES 0) Poapmba SUONEIO] NS WEHNS

I PPOJ duypsEg 10j SKuy dTew] oy AJSHES 0) PoAMbAY SUONEIO'] 22AN0S VEHNG "9 ALY

[ —

295440 WD 4209 3@ skei SBey




“1 PPOJY JUIPseg 10] PIO PUE ISHO dIND 394N0S [ENLIA [EIHI109G L

“dIND 01 £33 0) poyeuap
u20q sey 1sEIEP ) A 104 (1 AQEL) | PPOIY IUIPSES A 10] UONEIO] JIND YIED 10§ SIO IIEA) PUE O] [EINII0I |,

(@m0
E
o< S
&

or

- e
P aro— = oo w - o w o

w0 Ll
PIOd dIN: WD 31oyumoq

10quInN 4D

L1231y

39



“dWD 01
1949 0) POYUIDIP UG SEY JISEIEP ) AV 404 S, dIND IOYUNOP WO PIAOW [AISSIF0ad o1 Ke1 Iy syY0-IwOU L
“(¥1 PPON) 1 I L Uf PIEIIPUY S¥ 211>k 221005 211SIP A FUISH UONE0] JINL) YIED 10 P[0} PUE 10 SKEA ABwY [EMIIE AL

“G1 PPOIN 10] PIO4 PUE SO Avy SBew Y gy aanFyy

(w) 3950
T g
= o = o F
L t
e B R mL &l ief &, 5k s
e s
PIo4 Aey a8ew| pue 33540 |€INDY - 5,dWD 3OYUMOQ 03 IBLINS WOl SIOYS




corresponds 1o a depth of 1044m. This means that for the last 160 m of the borehole we

are not actually capturing any image rays.

3 Effect of Downhole Receiver Spacing

As noted earlier, the controlling factors affecting the geometry of the virtual source data

are receiver number and spacing. Thus as well as ensuring the image rays are captured, it
is important to consider whether the geometry of the virtual source survey is sufficient to

image the target reflector. To address this issue the same simplified hard rock scenario

was utilized, this time with 150 receivers spaced § m apart to a total depth of 1204 m
(Figure 15, Table 1 - Bascline Model 2). The theoretical surface source distribution and
virtual source CMP fold and offsets were then computed (Figures 19 and 20). This ray
tracing analysis demonstrates that by halving the number of downhole receivers only half

the number of virtual source CMP locations are imaged, which subsequently halves both

the total number of shots required and the fold. This is not an especially surprising result,

but does

ustrate the importance of ensuring that the receiver number and spacing is
adequate to generate the required virtual source CMP coverage and fold to image the

target reflector,

The ray tracing analysis is used to determine the effects of a 1440 m discrete source

aperture on the virtual source CMP fold and offsets (Table 1 ~ Model 2a). Figure 21
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B

indicates the same progressive removal of downhole near-offset image rays as illustrated
in Figure 18. This again implies that a near-offset filter should be applied to the virtual
source data prior to stack to ensure spurious information does not degrade the final image
For this particular model Figure 21 also indicates that the image ray limit occurs at CMP
259 which corresponds to a depth of 1040 m. This means that for the last 164 m of the

borehole no image rays are captured.
344  Effect of Reflector Location

Another important consideration s the location of the reflector from the borehole. The
farther the reflector from the borehole, the farther the surface sources need to be to satisfy
the required image rays (Figure 22). To quantify this observation the hard rock scenario
was utilized again, this time with the vertical reflector located 500m from the borehole
(Figure 15, Table 1 - Baseline Model 3). The theoretical surface source distribution and
virtual source CMP fold and offsets were then computed (Figures 23 and 24). A
casing the refl

comparison of Figure 16 and Figure 23 demonstrates that by inc: tor

distance from the borehole the required surface source distribution is also shified away
from the borehole. - Since none of the downhole receiver parameters have been changed
the virtual source CMP fold and offiets are as per Baseline Model 1 (Compare Figure 17
and Figure 24). The major effect on the virtual source image ray fold and offsets is
illustrated by Figure 25 which demonstrates the impact of the discrete source aperture of
1440 m (Table 1~ Model 3a). Comparison of Figure 25 and Figure 18 (which illustrates

the affect on Model 1) indicates that by increasing the distance of the reflector
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Figure 22, Virtual Source CMP for Difference Reflector Locations.

Several receiver pairs contribute to imaging a CMP location at the vertical reflector.
ach receiver pair which contributes to the CMP location has a specific image ray geometry
which s satisfied by a real surface source location. b) If the reflector is located farther from
the borehole the effect is to also increase the distance of the required surface sources from
the borehole. This indicates that the most efficient acquisition of walk-away VSP data for
virtual source imaging will occur if the borehole is located close to the reflector.
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from the borehole more of the near-offset image rays are removed more quickly down the
borehole. This implies that an even more aggressive near-offset filter should be applied
to the virtual source data. Finally we note that for this particular model the image ray
limit occurs at CMP 259 which corresponds to a depth of 1040 m (Figure 25). This

means that for the last 164 m of the borehole no image rays are captured.

3.5 Conclusions

The work presented in this Chapter has demonstrated that the virtual source method is
valid despite violating the requirement that buried receivers be completely surrounded by
surface sources, provided the source density is such that the incorrectly located events are

sampled sufficiently, and the source aperture is broad enough to capture all the required

age rays.

It has also been demonstrated that the geometry of the virtual source survey, including
virtual source CMP fold and offset, is defined by the downhole receiver locations and

spacing. And that source aperture, receiver spacing and reflector location have significant

impact on the subsequent image ray fold and offset of the virtual source data. Thus care

maust be taken in understanding what the required image rays Geometry is and what image

rays are actually captured by the walk-away VSP survey.

Finally we note that the walk-away VSP source distribution fails to generate an up-

ng

image ray. That is, there arc no virtual source contributions to receivers shallower than
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the virtual source under consideration, and as such only the downhole offsets in the

virtual source CMP should utilized in generating the virtual source ima




Chapter 4 Generation of Virtual Source Data

4.1 Introduction

The process of generating virtual source data is simple; common receiver gathers are
cross correlated for each source and then summed. Of course, as discussed in Chapter 3,
correct application of the virtual source method requires both capture of the image ray
and sufficient surface source sampling. The following is therefore a demonstration of
how virtual source data is generated for a 2D synthetic model, and includes an analysis of
the pre-stack CMP-sorted virtual source gathers and the final stacked and migrated virtual
source image. To do so, a simple 250 m wide vertical dyke is imaged using a walk-away

VSP acquisition geometry (Figure 26).
4.2 2D Synthetic Modelling

Synthetic generation of scismic data was performed in Seismic Unix using a 2* order

accurate acoustic finite difference algorithm. A walk-away VSP acquisition geometry
was utilized to image the simple vertical dyke (Figure 26). The synthetic seismic
response, generated by insertion of a zero phase Ricker wavelet into the discretized grid,
was extracted along a vertical line within the model (Figure 27). The VSP acquisition
geometry and the size and shape of the model were selected to compliment the work of

Caddigan (2009) (Tables 2 and 3). The velocities and densities used for modeling were

selected to reflect the seismic propertics of a hard rock environment (Table 4).

fically, for thi i utili on

(granites and gneisses from the Reid Brook and Eastern Deep Zones) and mineral-bearing
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dykes (massive sulphides) encountered at the Voisey's Bay Mine (Duff, 2007). Refer to

Appendix C for the code utilized to generate the data in Section 4.2.
4.3 Generating Virtual Source Data

Once synthetic data are generated, they are imported into ProMAX for initial analysis and
quality control. A very broad (0-15-385-400 Hz) bandpass filter is applied to the data in
order to remove very low and very high frequency numerical noise. The data are then
exported and converted into Seismic Un*x format required by the process which
generates the virtual source data. The processing sequence involves cross correlation of
the recorded trace, at the location of the virtual source receiver, against the recorded trace,
at the image receiver, and summation over all sources (Figure 28). Refer to Appendix D
for the detailed processing sequence parameters and code used for generating the virtual
source gathers. Once virtual source gathers are generated the data are imported into

ProMAX for CMP sorting, NMO-correction, migration and stacking.

From Figure 28 we note that there is a character change between the events in the
correlation gather (Figure 28¢) (and virtual source trace (Figure 28d)) and the gathers
(virtual source receiver and image recciver (Figures 28a and 28b)) from which these data
are generated. This character change is typified by the direct wave, which for the virtual
source data, appears zero-phase.  For the VSP Receiver gathers however the event appears

10 be 90° phase. The virtual source direct wave is generated via the cross correlation



Time (ms)

Leads

Lags

Receiver 1

a) Shot Number

Correlation Gather
c) Shot Number

d)

Receiver 100
Shot Number

Virtual Source

Leads

Lags

Trace

Figure 28.
Source Data.

The Cross Correlation and Summation Process for Generating Virtual



of the direct waves in the virtual source receiver and image receiver gathers. Provided the

character of the direct waves in these gathers does not significantly change, this process is

essentially an autocorrelation, which will result in the conversion of a 90° phase event

into a zero phase event (Figure 29).

4.4 Analysis of Pre-Stack Virtual Source Data

First pass analysis of the CMP-sorted virtual source gathers demonstrates that direct

of the data is not the typical hyperbolic moveout of the

reflection events is not evident, and several additional events with no apparent physical
meaning are present (Figure 30b). In order to interpret better these events, a Forward
model is used to generate data where the sources are coincident with the receivers (Figure
31, Tables 5 and 6). That is, this model represents what the virtual source method is
attempting to achieve. Comparison of the virtual source data with that of the Forward
model allows for increased understanding of the virtual source result (Figure 30a and
30b). The following is therefore an analysis of the pre-stack CMP-sorted virtual source

gathers using the Forward model as a guide for interpretation.

Firstly we note a difference in the character of the seismic events between the Forward
model and the virtual source data. This character difference is typified by the reflection
event off the back of the dyke, which appears zero-phase in the virtual source data and
90° phase in the Forward model. This character difference was noted in the generation of

the virtual source data as discussed in Section 4.3.
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Receiver Extent 1200 m

Country Rock

2000 m

3400 m

Figure31.  Geometry of the Forward Model.

‘The 2D model is 3400 m wide and 2000 m high. The model is much larger than required in
order to minimize the influence of edge effects.
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Next we note a time shift between the two datasets. This time shift is also due to the
cross correlation process. As discussed in Section 4.3 the virtual source direct wave is

ct waves in the virtual source receiver and

generated via the cross correlation of the
the image receiver gathers (Figure 28). The cross correlation process not only produces a
phase change in the data, but it also locates the peak of the direct wave at zero time at
zero offiet. The Forward model on the other hand is generated by a synthetic modeling
algorithm which locates zero time at zero offset at the onset of wavelet energy, not at the
peak. This means we should expect a time shift in the virtual source data equal to the
time of the peak of the wavelet in the Forward model. For this model the peak of the

direct wave at zero offset is 28 ms, and we would therefore expect to see the virtual

source data display a negative time shift of this magnitude. Figure 30b illustrates that this

is the approximate time shift observed for the virtual source d

As noted earlier, the typical hyperbolic moveout of the reflection events in not evident in

the CMP-sorted virtual source gathers. This is a direct result of the observation in
Chapter 3 that the VSP acquisition geometry does not generate any up-going image rays
(Figure 13). This means the uphole offsets of the virtual source gather do not contain any
image rays, and therefore the reflection events cannot properly characterize the typical

moveout (Figure 30c).

Another key observation made in Chapter 3, was that a finite source aperture will

progressively remove near-offset image rays from downhole CMP's (Section 3.4). This
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manifest in the reflection events as incorreet positioning and a decrease in amplitude at
near-offsets (Figure 30c). This provides further evidence that for this particular hard rock
scenario, a near-offset filter should be applied to the CMP-sorted virtual source gathers

prior to stack to ensure that only correetly located data is included in the final image.

The final observation to make of the CMP-sorted virtual source gathers is that several
events with no apparent physical meaning are present in the data (Figure 30c). This is a
direct effect of the finite source aperture and has been highlighted by Mehta et al. (2008)
and Schuster (2009). These non-physical events are generated by the cross correlation
process and would be fully cancelled by the summation process if the buried receivers
were completely surrounded by sources. Since practical implementation requires a finite
source aperture these events are not fully destroyéd by the interference process. As per

the mathematical analogies discussed in Section 3.3, this is due to the truncation of the

cross correlation event stack into the virtual source data.

integration limits (ie. the finite source aperture) with the result being that the edges of the ‘
1
45 Analysis of the Virtual Source Stack ‘

In order to generate the virtual source stack the CMP-sorted virtual source gathers are
NMO-corrected using a constant velocity field of 6300 m/s. The NMO-corrected CMP
gathers are then stacked and migrated using the Stolt F-K migration algorithm with a

constant velocity field of 6300 m/s. The final virtual source stack images the front and



the back of the dyke well, except at the very bottom of the borehole, where the amplitudes

of the reflection events are dimmed and the positioning is incorreet (Figure 32a).

Recall that in Section 4.4 several key observations were made regarding the effects of the
walk-away VSP acquisition geometry on the CMP-sorted virtual source gathers. The first
was that surface sources fail 10 generate an up-going image ray, such that the expected
hyperbolic moveout is not observed for uphole offsets. This observation suggests that
only the downhole offsets for a particular virtual source CMP should be stacked into the
final image. A comparison of the final migrated stacks, one using all offsets, the other
only downhole offsets, demonstrates that by stacking in only the downhole offsets we can
produce a final image with better amplitude fidelity (Figure 32a and 32b). We note
however, that the positioning of the reflection events is still poor at the bottom of the

borehole.

Another key observation in Section 4.4 was that the near-offset traces suffered from
incorrect positioning and a decrease in amplitude due to the progressive removal of
near-offset image rays from downhole CMP's (Figure 30¢). This implies that a
near-offset filter should be additionally applied to the CMP-sorted virtual source gathers
prior to stack to ensure that only data actually containing image rays be stacked into the
final image. Using the results from the ray tracing analysis in Section 3.4 a near-offset
filter is derived to image optimally both the front and back of the dyke. It is clear from

Figures 32c and 32d that use of the near-offset filters results in the correct kinematic
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positioning of both the front and back of the dyke, in additional to providing good

amplitude fidelity for the length of the reflection events.
4.6 Conclusions

‘The work in this Chapter demonstrated that virtual source data is generated via a cross
correlation and summation process. Analysis of the pre-stack CMP-sorted virtual source
gathers resulted in the identification of several features caused by the cross correlation
process. These include a fundamental change in the character of the seismic events, and a
time shift in the data such that time Zero corresponds to the peak of the direct wave

energy, not the onset.

‘The analysis of the pre-stack gathers also highlighted features associated with the finite
source aperture, such as the non-hyperbolic moveout of the uphole offsets, incorrect
positioning and a decrease in amplitude of the reflection events at near offsets, and the
presence of several events with no apparent physical meaning. Understanding these

features allows for an optimal final virtual source image to be generated.



Chapter 5 Practical Implementation of the Virtual Source Method

5.1 Introduction

‘The ultimate aim of this study is to understand the acquisition and processing parameters
required to image steeply dipping features in a hard rock environment using the virtual
source method. In Chapter 3 it was proven via a ray tracing analysis that the virtual
source method is capable of producing the correct kinematic image despite a finite source
aperture. The analysis also highlighted the importance of capturing the image ray and the
effects of varying acquisition parameters such as receiver spacing and distance of the
borehole from the reflector. Chapter 4 demonstrated the process for generating a virtual
source image and again highlighted the importance of ensuring only the data containing
image rays are stacked into the final image. The following is therefore a discussion of the
practical implementation issues associated with ensuring correct application of the virtual
source method for several different walk-away VSP geometries and velocity and density
fields. Two geometries are analyzed, the first consists of the simple 250 m wide vertical
dyke (Figure 26). Perfectly vertical features are geologically rare, so to test the ray-
tracing analysis further a more realistic model of the steeply dipping feeder dyke is

utilized (Figure 33).

5.2 2D Synthetic Modelling

Seven models with differing acquisition parameters (Tables 7, 8 and 9) were utilized.
Four other models with heterogeneous velocity and density fields (Tables 7, 8 and 9,

Figures 34, 35 and 36) were utilized in order to address additional issues highlighted in

7



the geophysical literature. These issues are the ability of tuming waves and scattered
waves to generate seismic energy with broader angles of incidence than that generated by
the actual surface source aperture. By broadening the angles of incidence the
heterogencous carth structure s in effect creating new image rays, therefore potentially

improving both the extent and quality of the virtual source image (refer to Section 5.2.1)

As per Chapter 4, synthetic generation of seismic data was performed in Seismic Unix
using a 2™ order accurate acoustic finite difference algorithm. A walk-away VSP
acquisition geometry was utilized to image both the simple vertical dyke (Figure 26) and

the more realistic feeder dyke geometry (Figure 33). The synthetic seismic response,

generated by insertion of a zero phase Ricker wavelet into the discretized grid, was
extracted along a vertical line within the model (Figure 37). The VSP acquisition

‘geometry and the size and shape of both models were selected to complement the work of

Caddigan (2009) (Tables 7 and 8). The velocities, densities. velocity gradients and
percent velocity/density variations used for the modeling were selected to reflect the
seismic properties of a hard rock environment. Specifically, for this research the seismic
properties utilized were based on the country rock (granites and gneisses from the Reid
Braok and Eastern Deep Zones) and mineral-bearing dykes (massive  sulphides)

encountered at the Voisey's Bay Mine (Duff, 2007) (Table 9). Refer to Appendix C for

the code utilized to generate the data in Section 5.2.
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5.2.1 2D Synthetic Modelling with Heterogeneous Velocity and Density Fields

Many of the petroleum applications of the virtual source method rely on strong velocity

gradients associated with compacted sedimentary sequences. These strong velocity
gradients induce tumning waves which can illuminate hard to image features such as salt-
dome overhangs and can allow for the capture of up-going image rays. In order to
determine the importance of these turning waves for a hard rock scenario, two velocity
gradient models were studied, one with a gradient typical of the country rock at Voisey’s
Bay mine (Gradient Model 1, Figure 37b), and the other intended to reflect a typical

velocity gradient encountered in a petroleum style environment (Gradient Model 2,

Figure 37¢).

As seismic energy propagates through random heterogeneous media, secondary waves are
generated at the site of local heterogencities (Aki and Chouet, 1975). These scattered
waves are of particular interest to those utilizing the virtual source method as this encrgy
has been demonstrated to increase the effective imaging aperture (Bakulin and Calvert,
2006). These studies however have been conducted for petroleum models and not for the

hard rock model that is that being considered in this study.

Random heterogeneous media used in synthetic modeling is generated by the addition of

two components; a small component of random, spatially distributed velocity and density
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Figure34.  Velocity Gradients.

(-n«llcnt Mmm 1 (blue line) has a velocity gradient of 0.170 as encountered in the country

rock af

’s Bay mine. Gradient Model 2 (red line) has a velocity gradient of 0.464,

hih is typieal petrolenn enviroament velochy gradieat, Note the density model for

these models is constant as per the Baseline model (Tables 7, 8 and 9).
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) Gaussian Random model; b) Two Phase model. The dyke velocity is held constant at
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values superimposed onto a distribution of average values (Frankel and Clayton, 1986).
Two end member models are used to address the effects of a scattering media on the
imaging abilities of the virtual source method. The Gaussian Random model uses a von
Karman autocorrelation function to generate smoothly-varying, spatially-distributed,
fractal-patterned velocity and density values superimposed onto a Gaussian velocity and
density distribution (Figure 37d). The Two Phase Random model uses the same spatial
distribution of velocity and density values, but instead these values are superimposed onto
4 two-phase end-member velocity and density distribution (Figure 37¢). These random

models also represent geological end members. Due to the abrupt velocity and density

contrasts of the Two Phase Random model, this model is expected to provide the most
scattering and therefore have the highest likelihood of increasing the effective imaging

aperture in a hard rock model.

5.3 Imaging a Vertical Feature with Complex Geometry

As discussed earlier perfectly vertical features are geologically rare, so o test the
ray-tracing analysis further a more realistic model of the steeply dipping feeder dyke is
utilized (Figure 33). In order to generate the virtual source stack the CMP-sorted virtual
source gathers are NMO-corrected using a constant velocity field of 6300 m/s. The
NMO-corrected CMP gathers are then stacked and migrated using the Stolt F-K migration
algorithm, using the constant velocity field of 6300 m/s. A comparison of the final stacks
using all offiets (Figure 38a), downhole offsets (Figure 38b) and the offsets that pass the
near-offset filter (Figure 38¢) confirms the conclusion in Chapter 4, that it is important to

ensure only the true image rays are stacked into the final image. Also it s clear that the
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Figure38.  Virtual Source Stack of the Complex Model.

#) Virtual source stack generated from all virtual source traces. b) The virtual source stack
generated using downhole offsets. ) The virtual source stack generated using the near-
offset filter. d) The geometry of the complex dyke being imaged by the virtual source stack.




virtual source method is a viable technique for imaging vertical subsurface features with

complex geometries.

5.4 Extending the Effective Source Aperture

The model we considered in Chapter 4 consisted of a homogeneous velocity and density
field. The carth however is far from homogeneous. Therefore a more realistic model will
utilize a heterogencous field. Additionally, as discussed in Section 5.2, heterogeneous
velocity and density fields have the potential to improve the virtual source image by
extending the effective source aperture. Up-going image rays in particular are needed to
characterize properly the typical hyperbolic moveout (Section 4.4). Tuming waves
generated by gradient velocity fields have the ability to produce up-going image rays.
Turning rays are especially important in petroleum applications for imaging overhanging
features, such as the underside of salt-domes. They are also most effective for imaging
features several kilometers below the surface. Therefore it is not necessarily expected
that tuming waves will have a significant impact for a shallow hard rock application.
Gradient Model 1 and Gradient Model 2 demonstrate that the reflection events for the
uphole offsets do not display the typical hyperbolic moveout expected for a gradient
velocity field (Figure 39b and 39c). This confirms our expectation that gradient velocity

fields will have little impact for hard rock virtual source applications.

Scattering waves in heterogencous media have also been proven to increase the effective

imaging aperture (Bakulin and Calvert, 2006) by generating up-going image rays.
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We address this issue by studying the impact of a Gaussian Random and Two-Phase
Random velocity and density fields (Section 5.2.1) on the pre-stack CMP-sorted virtual
source data. Figures 39d and 39¢ demonstrate that the heterogencous models do produce
enough back-scatter to extract the direct wave from the uphole offsets. Unfortunately for
these models, the scattering is insufficient to produce uphole reflection events. This is
disappointing as it was hoped that the heterogencous nature of the earth would aid the
virtual source imaging process. In terms of the practical implementation of the virtual
source method, this observation suggests that for this particular hard rock scenario, even
for extremely heterogeneous velocity and density fields, no uphole offsets should be

stacked into the final virtual source image.

We do note however that an unexpected impact of the random heterogeneous media is to
reduce the presence of non-physical events in the CMP-sorted virtual source gathers
(Figures 39d and 39¢). It appears that the scattered energy perturbs the non-stationary
phase contributions enough to ensure more effective cancelation of these events. This is
expected to be a benefit in terms of real data acquisition, as the heterogencous nature of
the carth will result in a virtual source image suffering from less contamination from non-

physical events.

5.5 Surface Source Spacing

In terms of the practical acquisition of the any seismic data, surface source distribution is

an extremely important consideration especially in the context of economic and



environmental impact. If the total number of shots can be reduced, then the
environmental impact will be lessened as will the cost of acquiring the survey. From the
ray tracing analysis undertaken in Chapter 3 it is clear that source spacing is a critical
aspect of ensuring correet application of the virtual source method. In particular,

erference of the non-

sufficient source spacing is necessary to ensure satisfactory i
stationary phase contributors. This issue was examined in Section 3.3 with a rudimentary
demonstration of the importance of sufficient sampling, however fo date we have yet to
consider the bandlimited nature of seismic waves and the impact on source spacing and
effective interference. Refer to Appendix E for the Fortran code utilized to generate the

data in Section 5.

Mehta et al. (2008) noted that the effectiveness of the destructive interference of adjacent
non-stationary phase contributions is dependent on the slope of the event in the cross

correlation gather. This slope is equal to the difference between arrival times of the

pulses in two adjacent traces, and the spacing between the surface sources. This
relationship means that if the pulse arrivals are closer together then the surface source
spacing can be coarser. Factors that influence pulse arrivals include receiver spacing,
wavefield velocity, receiver depth, reflector location and angles of incidence and
reflection (Mehta et al., 2008). The survey geometry considered by Mehta et al. (2008)
consisted of horizontally-oriented receivers buried below a complex heterogencous
overburden for the purpose of imaging a horizontal subsurface feature. The walk-away

VSP geometry utilized for this study is significantly different from this horizontal



geometry, thus an independent analysis of the impact of the survey variables on the pulse

arivals is necessary.

To address this issue for a walk-away VSP survey, the simplified hard rock model is
again utilized (Figure 15). Different VSP geometries and velocities are modelled in order
to understand the relative effects of reflector location, velocity, receiver and source
spacing on the time difference between the pulse arrivals in the cross correlation gather
(Table 10). A simple ray tracing process determines the time difference between the
direct and reflected events at a specific receiver pair in order to simulate the cross
correlation process. From this simulated cross correlation gather, the time difference
between adjacent pulses can be computed (Figure 40). This time difference is important
as we require adjacent pulses to be below the Ricker's Criterion (Kallweit and Wood,
1982) of the peak frequency (/) of the pulse in order to apply properly stationary phase
theory (Section 3.3) (Figures 41 and 42). That is, we require pulses to be offset by less

ion) to ensure effective

than the temporal resolution (7%) (as defined by Ricker’s Crit

destruction of the non-stationary phase contributions, where;

g
30% fy

Equation 1.~ Ricker's Criterion
For the different models we extract the time difference between adjacent shot locations
within the correlation gather for several receiver pairs (Figures 43 through 48). By cross

plotting these time differences against the surface source locations we can graphically



represent the range of time differences present in the correlation gathers at a particular

virtual source for several receiver pairs.  Figure 43 demonstrates that the range of time

ferences for the Baseline model (Table 10) is below  0.0012 s. This is well below the
Ricker's Criterion for both a 40 Hz (0.00833 s) and an 80 Hz (0.00416 s) Ricker wavelet.
“This suggests that for the hard rock model under consideration, a source spacing of 8 m is
sufficiently dense to ensure effective destruction of the non-stationary phase

contributions. Figures 44, 45 and 46 demonstrate the impact of velocity, receiver spacing

and reflector distance respectively on the range of time differences in the correlation
gather. It is clear that the relative impact of these variables on the caleulated time

differences is minimal.  Figures 47 and 48 however indicate that source spacing has a

much larger relative impact on the range of time differences. The range of time

ifferences for Source Spacing Model 1 (16 m source spacing) is # 0.0021 s, and for
Source Spacing Model 2 (32 m source spacing) is + 0.0037 5. Again however these
ranges are well below the Ricker’s Criterion for both the 40 Hz and 80 Hz wavelet. This
therefore suggests for the Baseline hard rock model a source spacing of 32 m is sufficient

to ensure correct application of the virtual source method.

Complex, Complex 90 Shot and Complex 45 Shot (Table 7) are 2D synthetic models
generated in Seismic Unix using a 40 Hz Ricker wavelet for a constant source aperture of
1440 m, with total shots of 180, 90 and 45 respectively. This corresponds to a source
spacing of 8 m, 16 m and 32 m. Comparison of the final virtual source stacks for these

models (Figure 49) indicates almost no difference between the final images. This
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a) Shot Number b)

Time (s)

Figure 40.  Simulated Correlation Gather.
) The simulated correlation gather computed for model 1. Note only the cross correlated

direct and reflected events are computed; b) The corresponding virtual source trace; ) The
time difference between adjacent traces in the correlation gather.
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Figure43.  Time Difference Range for Baseline Model.

‘Time difference between the peak of adjacent pulses for the reflection event in the simulated
correlation gather for a) Receiver pairs for virtual source 1 and every 10* image receiver
from 2 to 300; b) Receiver pairs for virtual source S0 and every 10" image receiver from 51
10 300; ) Receiver pairs for virtual source 100 and every 10* image receiver from 101 to
300; d) Receiver pairs for virtual source 150 and every 10* image receiver from 151 to 300;
€ Recelver pairs for virtual source 200 and every ™ image receiver from 201 to 300; f)
Receiver pairs for virtual source 250 and every 10 image receiver from 251 to 300.
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Figure 44.  Time Difference Range for Velocity Model.

‘Time difference between the peak of adjacent pulses for the reflection event in Ao simulated
correlation gather for ) Receiver pairs for virtual source ery 10" image recciver
from 2 to 300; b) Receiver pairs for virtual source 50 and every 10* image receiver from 51
to 300; OF Ru::i\er pairs for virtual source 100 and eve image receiver from 101 to
300; d) Receiver pairs for virtual source 150 and every 1 e receiver from 151 to 300;
© Rec al source 200 and every 10" image receiver from 201 to 300; f)
Illceherpﬁn for virtual source 250 and every 10 image receiver from 251 to 3
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Figure 45.  Time Difference Range for Receiver Spacing Model.

‘Time difference between the peak of adjacent pulses for the reflection event in the simulated
correlation gather for a) Receiver pairs for virtual source 1 and every 10" image receiver
from 2 to 300; b) Receiver pairs for virtual source 50 and every 10" image receiver from 51
10 300; ¢) Receiver pairs for virtual source 100 and every 10" image receiver from 101 to
) Receiver pairs for virtual source 150 and every 10™ image receiver from 151 to 300;
) Receiver pairs for virtual source 200 and every 10" image receiver from 201 to 300; f)
Reeciver pairs for virtual source 250 and every 10" image recciver from 251 to 300,
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Figure 46.  Time Difference Range for Reflector Distance Model.

Time difference between the peak of adjacent pulses for the reflection event in the simulated
correlation gather for a) Receiver pairs for virtual source 1 and every 10" image receiver
from 2 to 300; b) Receiver pairs for virtual source 50 and every 10" image recciver from 51
to 300; ¢) Receiver pairs for virtual source 100 and every 10* image receiver from 101 to
300; d) Receiver pairs for virtual source 150 and every 10" image receiver from 151 to 300;
€) Receiver pairs for virtual source 200 and every 10" image receiver from 201 to 300; f)
Receiver pairs for virtual source 250 and every 10™ image receiver from 251 to 300.
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Figure47.  Time Difference Range for Source Spacing 1 Model.

‘Time difference between the peak of adjacent pulses for the reflection event in the simulated
correlation gather for a) Receiver pairs for virtual source 1 and every 10" image receiver
from 2 to 300; b) Receiver pairs for virtual source S0 and every 10" image receiver from S1
10 300; ) Receiver pairs for virtual source 100 and every 10™ image recciver from 101 to
300; d) Receiver pairs for virtual source 150 and every 10 image receiver from 151 to 300;
€) Receiver pairs for virtual source 200 and every 10" image receiver from 201 to 300; f)
Receiver pairs for virtual source 250 and every 10" image receiver from 251 to 300.
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Figure 48.  Time Difference Range for Source Spacing 2 Model.

‘Time difference between the peak of adjacent pulses for the reflection event in the simulated
correlation gather for a) Receiver pairs for virtual source 1 and every 10" image receiver
from 2 to 300; m lem pairs for virtual source 50 and :\err 10" image receiver from 51
10 300; ) Rec r virtual source 100 and eve image recciver from 101 to
3005 X Rm-ver p.m for virtual source 150 and every 10 image receiver from 151 to 3005

 pairs for virtual source 200 and every 10" image recciver from 201 to 300; 1)
Recver p.m for virtual source 250 and every 10™ image receiver from 251 to 300.




confirms the conclusions drawn from the ray tracing analysis that the time differences in

the correlation gather are much smaller than the Ricker’s Criterion for the 40 Hz wavelet.

o test the impact of violating Ricker's Criterion in the correlation gather, another model
is considered, Source Spacing 3 (Table 10, Figure 50). This model utilizes the same
acquisition set-up as the Baseline model, however the source aperture is 2400 m and
consists of 40 shots at 60 m spacing. The time difference range in the correlation gather
is much broader than any of the other models considered so far. This is expected as it
was previously concluded that source spacing has a much bigger relative impact on the
time difference range than any other parameter. From Figure 50 we note that for a 40 Hz
wavelet, the model will be below the Ricker's Criterion, however for an 80 Hz wavelet,
some elements of the time difference range for the correlation gather are above the
Ricker’s Criterion. This indicates that we should not expect total effective destruction of
the non-stationary phase contributions for seismic data generated with an 80 Hz Ricker
wavelet, This is confirmed by Complex 40 Shot 40 Hz and Complex 40 Shot 80 Hz 2D
synthetic models (Table 7). Comparison of the final virtual source stacks for these
models (Figure 51) indicates that the Complex 40 Shot 80 Hz final image is blurred
compared to the Complex and Complex 40 Shot 40 Hz final images. This confirms the
conclusions drawn from the ray tracing analysis that it is eritical that the time differences
in the correlation gather be below the Ricker’s Criterion, for the peak frequency of the
wavelet in the recorded scismic data, to ensure effective destructive interference of the

non-stationary phase contributions.
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Figured9.  Virtual Source Stack of the Complex, Complex 90 Shot and Complex
45 Shot Models.
2) Complex model. b) Complex 90 Shot model. ¢) Complex 45 Shot model. The increasing

loes not affect the final virtual source image. This is because the time
n gather for each model are much smaller than the Ricker's

Criterion for the 4 1y wavelet
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igure 50.  Time Difference Range for Source Spacing 3 Model.

Time difference between the peak of adjacent pulses for the reflection event in the simulated
correlation gather for a) Receiver pairs for virtual source 1 and every 10" image receiver
from 2 to 300; b) Receiver pairs for virtual source 50 and every 10" image receiver from 51
to 300; ¢) Receiver pairs for virtual source 100 and every 10" image receiver from 101 to
300; d) Receiver pairs for virtual source 150 and every 10" image receiver from 151 to 300;
) Receiver pairs for vis source 200 and every 10" image receiver from 201 to 300; f)

cceiver pairs for virtual source 250 and every 10 image receiver from 251 to 300. Note
that the Ricker’s Criterion for a 40 Hz wavelet is indicated in red and for an 80 Hz wavelet
is indicated in bluc.
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Figure 51 Virtual Source Stack of the Complex, Complex 40 Shot 40 Hz and
Complex 40 Shot 80 Hz Models.

) Complex model. b) Complex 40 Shot 40 Hz model. ¢) Complex 40 Shot 80 Hz model. By
increasing the peak source frequency from 40 Hz to 80 Hz, the temporal resolution
inereased from 0.00833 s to 0.00416 5. According to the time difference analysis (Figure 50)

0 m source spacing model is below the Ricker's Criterion for the 40 Hz model and
sectiang of G data s ot Beliihar'y Collsion o/ e 80 Hz model. There is a

ificant decrease in the q source image for the 80 Hz model over the
S0tz model. Note thatthe 80 2 model has been bandpass filtered to the same frequency
content as the 40 Hz model.
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5.6 Conclusions

The work presented in this Chapter has demonstrated several practical implementation
issues, including the impact of heterogencous velocity and density fields, the ability of the
virtual source method to image vertical features with complex geometries, and the
importance of surface source spacing on ensuring effective destructive interference of the

non-stationary phase contributions.

It was demonstrated that heterogencous velocity and density fields are not as important

for imaging stecply dipping features in a hard rock environment, as they are in petroleum

applications. This is because the scale of the survey is much smaller, therefore the impact
of scattering fields and velocity gradients are also smaller. However it was observed that
random heterogencous fields perturb the non-stationary phase contributors enough to
ensure more effective cancellation of the non-physical events present in the CMP-sorted
virtual source gathers. It is therefore expected that real data acquisition will result in a

better virtual source image as the scattering nature of the earth medium will ensure less

contamination from non-physical events.

It was also proven that the virtual source method is applicable for imaging features with
complex geometries, and that the best final image is produced when a near-offset filter is

applied to ensure only the true image rays are included in the data.
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Finally, it w

demonstrated that the surface source spacing is critical for ensuring

effective destructive interference of the non-stationary phase contributions as it has the
strongest control over the time difference range in the correlation gathers. The time
difference range must be below the Ricker’s Criterion to ensure optimal interference in

the virtual source trace.
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Chapter 6 Discussion

‘The purpose of this research is to investigate the virtual source method as a technique for
imaging shallow, steeply dipping features. An example of such a scenario, are feeder
dykes to the main ore body at Voisey’s Bay mine (Figure 2). Imaging these feeder dykes.
especially those associated with the mineralization, is important as understanding their
orientation and location can aid the drilling program associated with underground deposit

evaluations and development of the mine plan.

Due to the absence of tuming waves in shallow hard rock environments, a straight ray
tracing analysis is appropriate to understand how the virtual source method works, despite
the inherent simplifications associated with it. The use of a ray tracing analysis enables
both an in-depth understanding of the virtual source method and allows us to assess the
impact of the acquisition parameters on the collected virtual source data. The work
presented in Chapter 3 utilized the ray tracing analysis to demonstrate that the virtual
source method is valid despite violating the requirement that buried receivers be
surrounded completely by surface sources. The caveat to this observation however, is
that the source density must be such that the incorrectly located events are sampled
sufficiently, and the source aperture be broad enough to capture all the required image
rays. The ray tracing analysis was also used in this Chapter to demonstrate that source
aperture, receiver spacing and reflector location have a significant impact on the image
ray fold and offset of the virtual source data. This conclusion is most important as it

indicates that significant care must be taken in understanding what the required image ray
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geometry is and what image rays are actually captured by the walk-away VSP survey to

ensure satisfactory virtual source data are acquired.

By understanding the impacts of acquisition geometry on the virtual source data, it is
possible to analyze the virtual source data with greater insight in order to generate an
optimal virtual source image. This was demonstrated in Chapter 4 by the generation of

2D synthet

walk-away VSP seismic data which was then converted into virtual source

data via a cross correlation and summation proce

Analysis of the pre-stack CMP-
sorted virtual source gathers allowed for the identification of several features caused by

the cross correlation process. These include a fundamental change in the character of the

seismic events and a time shift in the data. The analysis of the pre-stack CMP gathers
also highlighted features associated with the finite source aperture, such as the non

hyperbolic moveout of the uphole offsets, incorrect positioning and decrease in amplitude
of the reflection events at near offsets and the presence of several events with no apparent

I meaning. Understanding these features allowed for an optimal final virtual

physi

source image to be generated

Ultimately however, it is important to address the practical implementation issues
associated with application of the method. Chapter 5 demonstrated several of these
issues, including the impact of heterogeneous velocity and density fields, the ability of the
virtual source method to image vertical featurcs with complex geometries, and the

importance of surface source spacing on ensuring effective destructive interference of the
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non-stationary phase contributions. The work in this Chapter demonstrated that
heterogeneous velocity and density fields are not as important for imaging steeply dipping
features in a hard rock environment, as they are in petroleum applications. This is
because the scale of the survey is much smaller, therefore the impact of scattering fields
and velocity gradients are also smaller. However it was observed that random
heterogencous fields perturb the non-stationary phase contributors enough to ensure more
effective cancellation of the non-physical events present in the CMP-sorted virtual source
gathers. It is therefore expected that real data acquisition will result in a better virtual

source image as the scattering nature of the carth medium will ensure less contamination

from non-physical events. It was also proven that the virtual source method is applicable

for imaging features with complex geometries. Finally, it was demonstrated that the
surface source spacing is eritical for ensuring effective destructive interference of the

non-stationary phase contributions

This research has demonstrated that despite violating the requirement that buried
receivers be surrounded completely by a continuous distribution of surface sources, the

virtual sou

¢ method is a valid technique for imaging shallow, steeply dipping features.
The ray tracing analysis undertaken highlighted two important aspects of the
methodology that cannot be violated, that being the sufficient capture and sampling of the

image rays. In practice this is achieved via the careful selection of surface source

aperture and spacing. By utilizing the ray tracing method to understand the limitations of

realistic acquisition scenarios, optimal virtual source images of steeply-dipping features




can be generated. Additionally, the ray tracing method is a versatile tool that applied
‘geophysicists can readily use to understand their specific imaging problem to apply the

virtual source method in practice.
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program RT_VSM

implicit none

IThis is a very simple program that generates the “direct” and
I”reflected” waves to a geophone for a typical walk-away VSP set
lup. The program then takes these geometrically calculated
Idirect” and “reflected” waves and uses a cross correlation and
Isunmation process to generate Virtual Source Data:

'

+ = Sources separated by n units
g = geophone separated by m units

Source 1 to Surface Borehole Location = xoff
surface Borehole Location to Salt Flank = xsalt
Surface Borehole Location to First geophone = zg

!
! xoff_>@<_xsalt_>|__Surface,
! 7N

! |

! 29

! |

! |

! g

' |

! | salt Dome
! | Reflectivity
! g =0.5

' |

' |

! |

! g

! |

: |

! |

! g

' |

' |

!

!

!

'

'

integer, parameter :

real, parameter :: dt = 0.1 | time interval
integer, parameter :: nt = 1500 | total time interval

integer pachmeter uc ahot =L | the virfual source gither to esport
integer, parameter :: recv = 1 ! the crosscorrelated receiver
correlellogram to expen for oC

integer, paramete: e = 600 | total time to export

real, dimension(num, numG, nt) :: G, Gd, Gr

18




real, dimension(numG, numG, nt)
dimension(nuns, nt) :: cross

Temp
Temph, TempB

integer :: i, 3, k, o, 1

open(20, file="VSP_Mod1S25S5R1.dat")
open(21, f£ile="VS_Mod1S25S5R1.dat")

open(22, file="Corr_Mod1S25S5R1.dat")

call zeross(G, mumS, mumG, nt)
call zeross(T, mumG, numG, nt)

IGenerate the direct and reflection data
do i =1, nums
4o 3 =1, nune
1Direct Wave

awave
atime

Qrt ((xoff+(i-1)4n)*+2 + (2g+(3-1)*m)++2)
dwave/dt

IReflected Wave

rwave = sqrt((xoffs(i-1)+nxsalts2)#*2 + ((3-1)*mezg) ++2)
rtime = rwave/dt

G(i,i,dtime) = 1
G(i.3,dtime-1) = -0.5
G(i,3,dtimes1) = -0.5

Gd(i,j,dtime) = 1
Gd(i,j,dtime-1) = -0.5
Gd(i,j.dtimesl) = -0.5

G(i,§,xtime) = 0.5
G(i,j,reime-1) = -
G(i,3, reimes1)

Gr(i,j,rtime) = 0.5
Gr(i,j,rtime-1)
Gr(i,j, reimes1)

end do

end do
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do 3

1, ot
write(20,4) (G(1,k,3), k=1,numG)
end do

1 format (A6, 13)
2 format (A7,13)

3 format (£10.1,£10.1) ‘
! Now perform the virtual source redatuming.

{For each new common source gather (which is located at each receiver

location)

IFor each trace in the common source gather (which is equal to the

number of receivers)

do k

1, nunG
1For every other trace
do 1= 1, nume
1For every shot
do i =1, nums
doo=1, nt
Tenph(o) = GA(i,k,0) IRead in the receiver

\
information for the new virtual source

TempB (o) = Gr(i,1,0) IRead in the other receiver
]

information.
end do
call corr(Temph, TempB, nt, Temp)
if (k.eq.shot.and.l.eq.recv) then ‘
doo=1,
cross(i,0) = Temp (o)
end do
end if
doo =1, nt
T(k,1,0) = T(k,1,0) + Temp(o)
end do
end do
end do
print+, k, * of ", numG
end do
tend do

120




doj =1,
rice(zs, 0 (T(shot,3,i), i=1,time)
end do

do 3 =1,
rice(z2,4) (cross(§,1), i=1,time)
end do
4 format (100000£5.1)
close (20)
close (21)
close (22)

cont

11, 12, 13)

integ
realss A(u e
integer

o xmali= 2

3,268K) = 0.0

end do
end subroutine zeross
subroutine zero(A, 11)
Locaghe 11

]
1nr.eq=r I

dozi=1, 11
A(zi) = 0.0
end do

end subroutine zero

subroutine corr(a, B, 1n, xc)
! This computes the lags only

intager

n
A(%), B(*), xc(+)
1n\:eg=r ioci, e, ok




call zero(xc; 1n)

do ci

docj =ci, In

xc(ci) = xe(ci) + Alck)*B(c])
ck = ck + 1

end do
end do

end subroutine corr

end program RT_VSM
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program CuP2surf |

IThis simple program reads in the total number of downhol
Letniveey, HUTIME SPRELI, dimtacs of Dorebais Srea. the
Ireflector and the depth to first receiver from a file and then

Icontributing to a particular downhole CMP location.
implicit none

IDefinitions
INumRx : Total number of receivers downhole

IRxInt : Interval between receivers

ICHPNum : CMP Number, starting at 1 at the top of the hole

IRe1CMP : CMP location relative to the first ®
IRefDx : Distance of the vertical borehole from the vertical ]
! reflector

1dz : Depth to the first Rx

4

Ix : Distance to surface shot location
loffset : Offset distance from CMP to Rx/VS location

ShotInt

|RxInt

|

|

|

|
SIS |
|

-8 Rx |
|

|

|

|

|

|

®

|

© Borehole
|

3

|

Ivirtual Source View

surface

'
'
'
!
'
'




1Set Parameters

linteger, parameter :: NumRx=100

Ireal, parameter :: RxInts2.5
Re£Dx=250.0

2=50.0

cMPNum,
rueCMP, RelCMP, x, offset, FirstCM

cmp)
integer, dimension(1000) :: num, CMPCount
character (len=20) :: filename

character (len=20) :: numval

open (unit=2, file="param.dat")
read(2,*) NumRx, RxInt, RefDx, dz
print+, NumRx, RxInt, RefDx, dz

iCalculate initial variables

Firstcup
Totalcup

RxInt/2
((NumRx-1)#2) - 1

£ilecount

ISet up CMP 3D matrix

do i = 1, Totalcup
CMPCount (i) = 0

end do

do i

1, (NumRx-1)

print+, "Virtual Source Number:
prints,

do = (i+1), Nummx
Offset = ((j-i)*RxInt)/2
RelCMP = Offset + (i-1)*RxInt
Truechp cwp + dz

X = (TrueCMP+ (RefDx/Offset)) - RefDx

CMPNum = RelCMP/FirstCMP

Count
Count

= CMPCount (CMPNum)
£ = Count + 1

i, j, k, TotalcMp, Count, Output, filecount
3
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CMP (CMPNum, Count,

end do
end do

cwP (Output, 1,2)
P (output, 1,3)

open (unit=3, file="CMP2surf_x Dec.dat")
o i = 1, TotalCMP, 10
do j = 1, CMPCount (i)
write(3,+) i, CMP(i,3,5)

open (unit=3, file="CMP2surf_offset_Dec.dat")
o i = 1, TotalCMP,

end program CHP2surf




program surf2CMP

IThis simple program reads in the total number of downhole
Ireceivers, receiver spacing, distance of borehole from the
Ireflector, depth to first receiver, total shot number and shot
linterval from a file and then determines what affect the surface
Isource distribution has on the downhole Virtual Source CWP
lofsets

implicit none

iDefinitions
: Total number of shots on the surface
Interval between shots - Note that the first shot location is

Total number of receivers downhole
Interval between receivers
O Nusber, startiny et 3t the top of the hole

InEgEie )/ hscayeaslh seseet o daksonieg s surface source
number

Ishotmam+ Shot. mumber
IShotAct : Fractional shot number
IFrac : Difference between ShotAct and ShotNum

I shotInt
'
i
!

|RxInt.

Rx.

'
!
'
0 |

' ®

M |

' @ Borehole
! |

! @

! |

!

!

f

'

!

!

!
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1virtual Source View

Relcwp
[<-=>.

' surface

1Set Parameters

tinteger, parameter ::

IDefine other variables

intager 1 o, &, 3, Kk, Totalow, Count, Output, filacount, Shotium

intege up, hntDn,

reals: TrueCHD, RelCMP, %, offeat, FirstCHP, Totalk, Shothct, AcpLEr,

Fra

real :: DistDn, Dist
real, dimension(1000,600,5)
integer, dimension(1000)
character (len=20)
character (len=20)

open (uni param_surf2CHP.dat")
e (2. 4) Numshor, Shotint, Numkw, RxInt, RefDx, dz
print*, Numshot, ShotInt, NumRx, RxInt, RefDx, dz

Icalculate initial variables

FirstCMp = RxInt/2

reads, AcptEr
ACPLEr = AcptEr/2

£ilecount

1Set up CMP 3D matrix

do i

1, Totalawp
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cMpCount (i) = 0
end do

do i =1, (NumRx-1)

print+, "Virtual Source Number: ', i
prints,
doj = (i41),

NumRx
Offset = ((3-i) *RxInt)/2

RelCMP = Offset + (i-1)*RXInt
TrueCMP = RelCMP + dZ

x = (TrueCMps (RefDx/Offset)) - RefDx
CMPNum = RelCMP/FirstcMP

if (x.1t.TotalX) then
ShotAct = x/ShotInt

otact
ShotNum = nint (ShotAct)
Frac = abs (ShotNum - ShotAct)

o Floor by M)
ShotDn tInt
Disthn = # - Shoton

Up = ceiling(x/ShotInt)
shotUp +5)

Distup

hotUp - x

if (DistUp.le.AcptEr .OR. DistDn.le.AcptEr) then
prints, "ACCEPTED"

Count. ~ cHpCount (cHFRum)
Count = Count

CMPCount (CMPNum) = Count
CMP (CMPNum, Count, 1) = Count

CMP (CMPNum, Count, 2) = TrueCMP
CMP (CMPNum, Count, 3) = Offset

4) = x
CMP (CMPNum, Count, 5) = ShotNum

cMp (Output, 1,2)
cMp (output, 1,3)

open(unit=3, file="surf2CMP_40_60Int_offset ALL.dat")
1do i = 1, Totalchp,
do i = 1, TotalcMp

do § = 1, CMPCount (i)
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write(3,+) i, CMP(i,3,3)
end do
end do

end progran surf2cMp
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Homogeneous velocity models (and those with a simple vertical velocity gradient) are

generated using the seismic un*x program unif2. The program requires a velocity model

of the form:
VelModl.txt
0 o
5000 o
1 99999
0 2396
3500 2396
3500 o
3750 o
3750 2396
1 99999
0 2196
5000 2396
1 99999
0 2400
5000 2400
1 99999

‘The format of the model is such that the line 1 -99999 indicates a new geometric layer.

VelModCreate is the shell code required to run the seismic un*x commands and create

the velocity models.

VelModCreate

#1 /bin/sh
# parameters for Virtual Source Modelling - Velocity Model 142&3
ninf=3 nx=1250 nz=600

# parameters for Forward Ground Truthing Modeling
Hninf=3 nx=850 nz=500
Hdx=d dzed

# Create velocity model for Virtual Source Modelling - Velocity Model 1
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#unif2 < VelModl.txt ninf=$ninf nx=$nx nz=$nz dx=$dx dz=$dz
v00=6300,4500,6300 > VelModl.bin

# Create velocity model for Forward Ground Truthing Modeling
#unif2 < VelModl FM.txt ninf=$ninf nx=$nx nz=$nz dx=$dx dz=$dz
v00=6300,4500,6300 > VelModl_FM.bin

¥ craste, valocity podel Soe' fizbund donzes Nodalling. | velocity wotel 2
#unif2 < VelModl.txt nini nx=$nx nz=gnz dx=$dx dz=$dz \
£900-6100, 4500, 6500 dvdz=0.17,0,0 » Velvodz . bin

# Craska:valocity odal) for Vistund [donzea Hoel iing - elocity, odel 3
unif2 < VelModl.txt ninf=$nii nx \
VO0SE100, 4500, 6500 cvasno 484; 0.0 3 VerNoss ioin

#create density model for Virtual Source Modelling - Velocity Model 1
Hunif2 < VelModl.txt ninf=$ninf nx=$nx nz=$nz dx=$dx dz=$dz
¥00=2.7,4.5,2.7 > Dendodl.bi;

#create density model for Forward Ground Truthing Modeling
#unif2 < VelModl FM.txt ninf=$ninf nx=$nx nz=$nz dx=$dx dz=$dz
v00=2.7,4.5,2.7 > DenMod1l_FM.bin

#icreate density model for Virtual Source Modelling - Velocity Model 2
#unif2 < VelModl.txt ninf=$ninf nx=$nx nz=$nz dx=$dx dz=$dz
v00-2.7,4.5,2.7 > DenMod2.bin

Aozeste Senaily madl Sor ieua) Séuces Moasmiing - Yeloctey idsl 3
unif2 < VelModl.txt ninf=$ninf nx: az
v00-2.7,4.5,2.7 > DenMod3.bin

#ximage < VelModl.bin nl=$nz dl=$dx d2=$dz &
#ximage < DenModl.bin nl=$nz dl=$dx d2=$dz &
#ximage < VelModl FM.b: Sdx a2
#ximage < DenModl_FM.bin nl=$

#ximage < VelMod2.bin nl=$nz dl=$dx d2=$dz &
g
ximage < VelMod3.bin n
ximage < DenMod3.bin nl=

exit 0

Heterogeneous / random velocity models using a Gaussian or Two Phase distribution of
velocity values are generated using more sophisticated code. These codes were supplied

by Dr. C. Hurich and were not written by this author. The selfsim fortran code generates
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a random media provided input average velocity, a % rms variation, 2D correlation

lengths and autocorrelation function order.

selfsim

A simple program to calculate a 2D random medium with a
von Karman autocorrelation function. Different random media can
be generated by changing the autocorrelation function in the
fortran function frac. See Frankel and Clayton for formulae for
different autocorrelation functions.

e Frankel and Robert Clayton, 1986,
"Finite of seismic
ion of

o Seismic waves
in the crust and models of crustal heterogeneity",
JGR, 91: 6465-6489

Written by Ted Charrette
T Barth Resources Lab

42 Carleton Street

Cambridge, MA 02142

charretteduchass. nic. edu
(617) -253-787;

e-mail
phon

WARNING: THIS PROGRAM WAS HACKED TOGETHER VERY QUICKLY
AND MAY STILL CONTAIN ERRORS <eecIII>

Moditied by Bant O. Ruwd  (7une 1952)
o University

Box 1047, Blindern
N-0316 oalo 3, Norway

somnLli{nenkrbyrant ol ool
bentotrane. norsar.no

Input parameters (read from input file ‘ranmod.inp'):

sampling interval in x and y direction
number of grid points in x and y direction
percentage mms variation

correlation lengths in x and y direction

: order of von Karman function,
self-similar medium for nuso.,
exponential medium for nu=0.5,
fractal dimension is (3-nu)




aver : average velocity of the medium
iseed : seed for random number gemerator
fname : name of output file

form : format used in output file

heading: a character string written in first record
of the output file

NOTE: Run the selfsim executable. DO NOT COMPILE selfsim. for. There is an error in
this code and the program WILL NOT RUN. Use the already existing selfsim exccutable,

and modify parameters in the ranmod.inp.

ranmod.inp
ax 4y  mx  ny
s 1 1250 600
tms ax ay  order  ave. iseed
150 150 0.3 5900 35317
filename.dat (£8.1)

0.3 order VonKarmon,ax=0.15 km ay=0.15, rms=3%

In order to ensure compatibility with the homogencous velocity models ensure that dx,

dy, nx and ny are 4, 4, 1250 and 600 respectively.

Two velocity / density models are generated using the selfsim code. The first model used

0.3 von Karman value to model a Gaussian distribution, whilst the second utilised a

0.15 von Karman value. The velocity and density files generated using the 0.15 value
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was then input into the fortran code twophase.for to transform the 3% randomly

distributed media into a 3% bimodally distributed media.

Velocity Model - Gaussian

ax @y  nx  ny
4 4 1250 600
vms ax ay  order  ave. iseed
150 150 0.3 5900 35317
Density Model - Gaussian
ax &y mx ny
4 4 1250 600
Vs ax ay  order  ave. iseed
3 150 150 0.3 2.7 38317
Velocity Model - Two Phase
ax @y  mx ny
4 4 1250 600
‘s ax ay  order  ave. iseed
3 150 150 0.15 5900 35317
Velocity Model - Two Phase
ax &y  nx  ny
4 4 1250 600
vms ax ay  order  ave. iseed
150 150 0.15 2.7 35317

wophase for

Program to convert Gaussian velocity file to

a binary (wrt velocity) function
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character*2s infile,outfile
integer*s i

integer*s kount

real*s totvel

prints, '

print+, ‘Name of INPUT FILE :'
read(+,*)infile

prints,

print*, 'Name of OUTPUT FILE :'
read(+,*)outfile

prints,

print+, 'Assign Low velocity: *
d(*, +)velow

Assign High velocity:
*)velni

open (unit=2, file=infile)

totvel=0.0
kount=0
vel=0.0

do 10 i=1,50000000
read(Z s, anteli)val
t:

continue

continue

vel=totvel/kount

princs, 'totvel = !, totve

printe, '# of grids = Do

print+, 'Average velocity = ',avevel

close (2)

apen(untta2, £41
open (unit=3, i

do 20 i=1,kount
read(2,*)val

if (val.ge.avevel) then
write (3, *) velhs

else
write(3,4)velow

endif

continue

stop
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The low and high velocity / density values (based on the 3% rms variation) required for

the twophasc. for program are:

Vlow =2723 m/s; Vhigh = 6077 m/s; Dlow = 2.619 gec; Dhigh =2.781 gee

Note that the parameters utilised for the modelling are based on the physical parameters

measured from rocks at the Voisy's Bay mine.

These random velocity models are simply for the background medium and still require
the vertical dyke velocities to be inserted. The fortran program blockfil.©0 performs this

task.

blockfiLf90

program blockfil
implicit none

\This simple program to block £ill in velocities based on vertical
coordinates

integer, parameter
integer, parameter
integer, parameter
integer, parameter ::

integer :: column, row, numval, i, j




real, dimension(nx,nz) :: velorg

numvalsnx+nz

lopen the file to be modified and read in the velocities

open(unit=1, £ile="v5900tp.dat")
topen (unit=1, file="d2p7tp.dat")
do i = 1,numval

column=int ((i-1)/nz) + 1
rou (column-1) *nz

\

|

read(1,*)velorg (column, row) ‘

t prints, velorg(colum,row)

end do
close (1)

print+, colum, nx, row, nz

doi=1, nx
if (i.ge.blkxl.and.i.le.blkx2) then
doj =1, nz
velorg(i,j) = 4500.0
ivelorg(i,j) = 4.5
end do
end if
end d
open(unit=22, file="VelModtp.dat")

lopen (unit=22, file="DenModtp.dat")

doi=1, mx
@'y =1, m
write(22,4) (velorg(i,1))
' print*, velorg(i, i)
end do
end do
close (22)

4 format(fs.1)

end program blockEil

‘The previous models generated all utilized simple geometries that could be easily defined.

For more complex geometries images can be created as an image and then converted into




a velocity file. The following is the process to do this. Note that convertpex was

supplied by Dr. C. Hurich and was not written by this author.

convertpex
#1/bin/bash
inputas1
( pextoppm < §{input}) | \
ppmtopgm I\
pomflip -transpose | \
pamtoplainpnm I\
sed -e '1,3d" I\
tr-s t a ) 25 /dev/null

exit 0

NOTE: That the image must have the same number of pixels as grid points expected in
the model.

chmod +x convertpex

. > txt
a2b n=1 < ComplexModel.txt > ComplexModel.bin
ximage nl1=600 legend=1 < ComplexModel.bin

./£illvelz
# of grids in 2 direction (rows
0

o
# of grids in X direction (cols)
1250

# of velocity fields: *

2

Name of INPUT FILE 1 :

4500.txt or 4.5.txt
Range of Values to be detected -- min,max

Complextodel . txt.vel or ComplexModel.txt.den

azb ni=1 < txt.vel > bin or
azb ni=l < xt.den > bi




00 legend=1 < ComplexModelvel.bin
00 legend=1 < ComplexModelDen.bin

“Then in order for the velocity model to be used in the following synthetic modelling code,
the ascii file must be converted into binary format.

a2b < filename.dat n2=600 > filename.bin

VSP_Shoot
#1 /bin/sh

# Function: Shoot into fixed receiver array

# convert windowed su file to straight binary file

# Get windowing information

shotnum=1
shotinc=8
# Note that shotinc is in distance and must be a multiple of the
$horisoneal grid epuctng in Ehe' vel #ls.

ot:

#velfile="VelMod2.bin"
#denfil, tod2.bin"
#shot £ile="ShotMod2 .bin"
#velfile="VelMod3.bin"
#denfile="DenMod3.bin"
#shotile="Shothod3 . bin"

Veltile="Vellodtp.b;
denfile="DenModtp.b:

shc[f)le-“Shul:Modtp bin®
£1lename

count=0

m movie_$tilename.su
rm VSPData_§tilename.sgy
#shots should be 10

ho -n " Number of shots to take: *
“ead roral

while [ $count -1t $total ]; do
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# Finite difference modeling
echo shotx = "$shotx’

echo count = "$count"

cho

echo start FD modeling
cho

sufdmod2 < $velfile > /dev/null \
dx=d4 dz=3

abs=1,1,1,1
dfile=sdenfile
vstile=gshotnum.su \
verbose=1

echo
echo FD modeling complete
echo

suwind < $shotnum.su > $shotnum.window keystracl mins1 max=300

# Resample the seismogran
suresamp < $shotnun.window nt=600 dt=0.001 | sushw ke
b=1 > $shotnum.resamp
cat. $shotnun. resamp >> movie_§filename.su
echo resample complete

racr a=1

m $shotnum. window
shotnum="echo $shotnum+1 | bc*

counta"echo $counts1 | be
shotx="echo $shotx-$shotinc | bc™

date
echo

done
# Convert to segy

seayndrs < movie_ftilenane.s
Seqywrite endlancd tapeverData_$filename.sgy < movie_$tilename.su

echo finished
date




suxmovie < movie_$filename.su n: g" loop=1 clip=0.05

exit 0
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Read the VSPData.sgy into Promax to perform simple bandpass filtering and to gencrate

the files required for the cross correlation.
IMPORT DATA
SEG-Y Input
Type of SEG-Y Standard fxed trace ength
Type of sorage o use Disk
Select disk file type Disk Image
Enter DISK file path name ettapebox/public_2/users/cbrand data
DMod/Mod1/VSPData sey
Browse forDISK il pth e Browse
Update LIN database at end of inpu Yes
Ovenide inpun d's ample irel? No
‘Samples per data trace (override binary header) 0
Store el beaderinposssin iy Yes
Input AUXILIARY trac Yes
(Gt CHANNEL NUMBER from race eaders? No
Input trace FORMAT Get from header
Apply trace. wexghlll\g factors LE"-N)" No
Display ensemble Yes
Masism TIME 1o iput 0
Is this STACKED data? No
traces per ensemble. 300
Primary SORT header word (domain of data) SHOT
Input PRIMARY selection choice? Input ALL
Input SECONDARY selection choice? None
Input Global XY reference coordinates? No
Use the coordinate scalar? No
‘Scan the range of all header words? Yes
Use SEG-Y Rev | header mapping? Autodetect
Remap SEG-Y header values? No
Do Hoader Mt
Select Mode Sequence renumber mode
Renumber ensembles or traces? RACES
SELECT trace header word Recording channel number
Starting value 1
Increment value 1
i Databse Fis
Isthi rvey? No
tpe Land
So\ncc index method FFID
Receiver index'method STATIONS
Mode of operation OVERWRITE
Pre-geometry extraction? Yes
Extract CDP binning? No
Calculate trace midpoint coordinates? Yes
Extract OFB binning? No
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Trace Header Math
lect Mode

‘Sequence renumber mode
Renumber ensembles or traces? ENSEMBLES
SELE rd Field file ID number
Starting value 1
Increment value 1
Disk Data Output
Ouput Dataset Filename VSP_Modl
New, or Existing, File? New
Record length to output o.
‘Trace sample format 32bit
Skip primary disk storage No
GEOM
Disk Data Input
Read data from other lines/surveys? No
Select dataset VSP_Modl
Propagate input fle history Yes
Trace read option GetALL
Read the data multiple times? No
Process trace headers only? No
Override input data's sample interval? No

VSP Geometry Spreadsheer
{Exccute This Flow 1o get the VSP Geometry Assignment Tool Bar}

Sources.

{Ensure that the number Mark Block is equal 10 the total number of shots (in this case 180) and set Source
and Station 10 increment from 1 10 180.  Set X to first source loc (3236) and set the
increments 1o -8 (the source spacing). Y (set all t0 0), Elev (set al h (set all 10 0), FFID
nerement fom 1 180, Tool Az et all 1 0), Uphole (et al 0.0, Hole Dt st ol 10 4.0),
(setall 10 1), Num Chan (set all 0 300), Static (set all 10 0

Patterns
[Mnk Block [r e r«m Chan E':Glp |o..., Tnc |c.p Tt |mr-<. rkn. Az |
0 I I 00 I 1] 1] 1 ]

{Ensure that NChans s set 10 300 (find this parameter under the Edit drop down menu)}
Bin

<Assign geometry by pattems>
<Ok>

<Bin midpoints>
<Ok



<Finalize Database>
<Ok>

{Provided that there are no errors]

<Cancel>

{Use TraceQC 1o ensure all the values are correct]

{Exitout of VS ¥ Spr and )
{Now activate...}
Inline Geom Header Load

Primary header to match database FFID
Sacodary ot s o, None
Match imber? No
s o g No

{This will then apply the geometry that we set up using the VSP Geometry Spreadsheet o the file, but ths

new file must be exported

Disk Data Output
uput Datase Filena
New,or Exising, Fik?
rd length o output
‘Trace sample format
Skip primary disk storage

VSP_Modlgeom
New

0.
32bit
No

DISPLAY {Use this to pick mutes for scatering analysis}

Disk Data Input
Read data from other lines/surveys?
Select dataset

Propague ot ety

“Trace read opt

Read the data mulllplc times?
Process trace only?

Override input data's sample interval?

Trace Display
Select display DEVICE

Number of ENSEMBLES line scgments) screen
Trace GAP between ensembles

Do you want 0 use variable trace spacing?

Output Mode

‘Trace display MODE
Display color bar?

Header Plot Parameter

Automatically SAVE screens?

No
VSP_Modlgeom
Get ALL

No

No

No

“This Screen
o.
o.
3
0
4
1

No
When Done
Grayscale
N

o
No trace header selected
Yes



ksl R e - i i |

Maximum number of screen images to save 10
Save screens in Color? Yes
Where to save screen images Xserver
Number of screens o collect 1
DIRECTION of trace ploting. Leftto right
POLARITY of race display Normal
Primary trace LABELING header eniry Field fle ID number
Secondryrce LABELING beader ey Recoringchanel mumber
of Secondary trace annotaion ncrmentl
INCREMENT for Shoomtny et amstation
Trce ling mode S
c excursion at which to CLIP 2
SCALAR forsample value mplicain 1
Trace scaling option Individual
Trace Orientation Vertical
SPECANAL

Disk Data Input

Read data from other lines/surveys? No
Select dataset VSP_Modlgeom (for inital analysis)
Propagate input file history Yes

Trace read option Get ALL

Read the data multiple times? No

Process trace headers only? No

Override input data's sample interval? No

{Analyse the VSP data to determine what sort of bandpass filter will be necessary to apply prior to the
crosscorrelation;

Interactive Spectral Analysis

Data selection metho Simple
Display data by traces or ensembles? Traces

Number of traces per analysis location 300

Number of traces between analysis locations 0
Primary header for sorting and trace label Recording channel number
Secondary header or sorting and trce label No o bodaf ot e
Display the average power spect
Type of scaling for power spectrum Penem Power

Type of mapping for power spectrum
Reference power E

Display the average power spectrum Yes
Time, sample, linear or no phase shifi? None
Unwrap the phase spectrun No
Display the selected trace data? Yes
Display the FX power spectrum? Yes

lay the pre-FFT time window? No
Pre-FFT time window taper type Hanning

Percent flat for the pre-FFT time window 80

Set frequency display ranges automatically? Yes
Set power display ranges automatically? Yes
Set phase display ranges automaically? Yes
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Bundpass Fler
TYPE of file

Typeo e epccification
PHASE of

Dot o application
Percent zero padding for FFT's
Apply a notch filter?

Ommsby filer frequency values
Re-apply trace mute afier filter?

Single Filter
Ormsby bandpass.
ero

Z
Frequency
25

No
0-15-385-400
No

{F-K analysis for visualisation of the effects of scattering on the energy of the direct wave]

F-K Analysis <= FK
Panel width in traces
domis)

for analysis
Ending time for snnyeis
Distance between input traces

main)
Starting display configuration
Position of zero wavenumber in display
Position of zero frequency in display
Plot FK, TK, TX panels in DB or Linear
Inital TX gain setting (percentile)
Inital FK maximum gain settng (db)
nital FK minimum gain setting (db)
Percent flt for trace ramping
Percent flat for ime ramping
Select mute polygon table

e of F-K filtr operation
Percent flat for F-K filter windowing
Time length for F-K filter (ms)
Spatial extent of F-K flter (traces)

Disk Data Output

Ouput Dataset Filename

New, or Existing, File?

Resodlngh o un
Trace sar

Rk ek Mk

Disk Data Input
Renddan o e issfcrveye?
Select datas

Propagate m,-m Sleisory

Trace read

Read th data mulllpk times?

Process trace headers only?

Overide nput daa's sample nterval?

EXPORTDATA

300 (if in shot domain) 180 (if in receiver
0
0
4 Gf in shot domain) § (f in receiver

TXFK

VSP_ModIBP
New

0
32bit
No

No
VSP_ModiBP
Get ALL

No
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SEG-Y Output

Type of SEG-Y st
Type of storage 10 use. Disk Ima

Enter DISK file path name /ww»pmm 2Vusersiebrand data/

Mod1 VSPData.sgy
Plarity of uput daa NORMAL
BCDIC Reel Header Generation Method User type in

Edit (copy) SEG-Y reel header €1 CLIENT
Display dataset information option None
Job ID # for binary header 1
Line # for binary header 1
Desired trace format IBM Real
Maximum time (0 output 0.
Remap SEGY header values? No

Converting SGY Data into SU format

\pe=VSP_Data.sgy oversl endians0 ns=600 conv=0 | segyclean >
VSP_Data.su

Cross Correlation Process to Generate Virtual Source Data

XCorr

#! /bin/sh

# The purpose of this program is to xcorrelate shot records with a
specified chan

# within each of the shots to simulate a new virtual source location.

firstvsel

lastvs=300

#vstotal=11

VStotal=300

RXtotal=300

Stotal=180
#dwaves"VSP_DATAMod1_BP

rwave="VSP_DATAModtp_BP. ou®
£1lename="Hodtp"

VScount=1
RXcount=1

rm DW_VS.eu
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VS_Data$filename.su
VS_DataCrop$tilename.su |

echo START OF CROSS CORRELATION
# For each trace

while [ $VScount -le $vstotal ); d
echo processing VS number "$VScount"
suvind < Sduave key=tracl J~$1astVs s=suscomnt | mishw key=tracl a=
> DW_VS.
¥ Crons Sorveiate wguinat {every cther trace and sumiover all ahota.
while [ $RXcount -le $RXtotal ]; do :
echo processing VS number "$VScount” and RX number "$RXcount®
suwind < $rwave key=tracl j=$lastVs s=$RXcount | sushw key-tracl
a=1 b=l > RW_RK.su
suxcor < RW_RX.su > CorrGath.su panel=l sufil
‘dp a=§vScount | sustack key=cdp
RXcount > VSTrace.su

vs.su
4

cat VsGath.su >> VS_Data$filename.su
/sGath. su

RXcount=1
VScount="echo $VScount+1

be*
done

suwind < VS_Data$filename.su itmin=600 itmax=1200 >
Vs_DataCrop§ filename.su

echo END OF CROSS CORRELATION
# Convert to

segy
segyhdrs < VS, Datasﬂ)ename su
segywrite endian= VS _I

£i1 < Vs_Datasfil

# convert to segy
segyhdrs < VS_DataCropstilename.s
5 Datacropstilename.sqy <

segyw ape:
VS_DataCrop$filename.su

exit 0




Import data into Promax for analysis, filtering, stacking and migration.

SEG-Y Input

-y
‘Type of storage o use
Select disk file ty
Enter DISK file path name

Browse for DISK file path name
Update LIN database at end of input?
Override input data’s sample interval?

ore reel header in processing history?
Tnput AUXILIARY acen?

Get CHANNEL NUMBER from trace headers?

Display ensemble information?
Maximum TIME to input
Is this STACKED data?
X traces per ensemble

Primary SORT header word (domain of data)
Input PRIMARY selection choice?
Input SECONDARY selection choice?
Input Global XY reference coordinates?

se the coordinate scalar?
Scan the range ofal header words?
Use SEG-Y Rev 1 header mapping?
Remap SEG-Y header values?

Trace Header Math - #1

Renumber ensembles or traces?
SELECT trace header word
Sunig whe

Increment value

Trace Header Math - #2
Select mode

Renumber ensembles or traces”
SELECT trace header word
Starting value

Increment value

Trace Header Math - #3
Select mode
Renumber ensembles or traces?
SELECT trace header word
Starting value
Increment value

ple er dufrion (Gveid sy i)

Standard fixed trace length
Disk

Disk Image
nettapebox/public_ /users/ebrand/data
FDMod/Mod1/VS_Data.sgy
Browse
Yes
No

0
Yes
Yes
Yes

Get from header

No
Yes

0.

No

300

Sequence renumber mode
TRACES
External receiver location no. (SRF_SLOC)
1
1
Sequence renumber mode
ENSEMBLES
Live source number (SOURCE)
j
1
Sequence renumber mode
ENSEMBLES
Field file ID number (FFID)
1

1
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Trace Header Math - 14
lect mode

Renumber ensembles or traces?
SELECT trace header word
Starting value
Increment value

Trace Header Math - #5

Select mode
DEFINE trace header equation(s)

Disk Data Output

Rmdmg channel mumber (CHAN)

Fixed cquat
OFF-INT( mwun( E-CHAN)*)

Ouput Dataset Finame VS_Modl
New, or Existing, Fil New
Resodlagh o NHWI 0

mple 32bit
Skxp iy i e No

GEOM

Disk Data Input
Rood ot o eyt No
Select datas VS_Modl
Fropaat nput e Hisory Yes
“Trace read option Get ALL
Read the data multiple times? No
Process trace headers only? No
Override input data's sample interval? No
2D Land Geometry Spreadsheer®
{Execute This Flow to get the Land Geometry Assignment Tool Bar)
Setp
<SELECT> first live chan and stat
Station Intervals (Generally Required; Please sce Doc.)
Nominal Receiver Station Inierval 40
Nominal Source Station Interval: 40
Station Range (Required)
First Live Station Number 1
Last Live Station Number 300

Ve
Source Type
<Surfuce seismic source

Units
<Meters>



Select <Ok>

Receivers

{Input correct station and X coordinates. In this case stations are from 1 0 300 and X coordinates are from
010 1196m with 4m increments)

Sources
{lnput Staton, X coordinates, FFID (as equal o station), Offet (s all 0 0), Skid s llt0 ), Patten (set
all to 1), Num Chan (set all to 300), 1* Live Station (set all to 1), 1" Live Chn (set all to 1), Gap Chan Dit
(setall 1o 0), Gap Size Dlt (set all 1o 0)}

Pattems

ok ParternMin Chan MiaxGap [ChanTne v Reve Revrine [fror
Block an inChan_[MaxChan

[t Ii ] ] I 00 i I

{Ensure that NChans is set to 300 (find this parameter under the Edit drop down menu);

Bin

first
<Ok>

<Binning>
<Ok>
<Finalize Database>
<Ok>

{Provided that there are no errors}

<Cancel>

{Use TraceQC to ensure all the values are correct]

{Exit out of 2D Land Geometry Spreadsheet* and make the process inactive}

{Now activate...

i Glom Henter
imary

e o s FFID
5mndm header to match database: None
Match by valid trace number? No
Drop traces with NULL CDP headers' No

rop traces with NULL receiver headers No
Verbose diagnostics? No

{This will then apply the seomery that we set up using the 2D Land Geometry Spreadsheet to the file, but
this new file must be export




Disk Data Output

Ouput Dataset Filename VS_Modl_geom
few, or Existing, File? New
Record length to output 0.
Trace sample format 32 bit
Skip primary disk storage: No
NMO
Disk Data Input
Read data from other lines/surveys? No
Select dataset VS ModiGeom
Propagate input file history Yes
“Trace read option Sort
Interacive Data Access? No
Select primary trace header entry CDP bin number
Select entry
Sort order list for dataset o
‘memory or on disk? Memory
Read the data multiple times? No
Process trace headers No
Override input data's sample interval? No
Normal Moveout Correction
Direction for NMO application Forvard
Stretch mute percentage 30
Apply any remaining static during NMO? Yes
Disable check for previously applied NMO? No
Apply partial NMO? No
Long offset correction? None
Getvelockle o e dusbenct No

Disk Data Output
Ouput Dataset Filename
New, or Existng, File?
Record length to output
Trace sample format
Skip primary disk storage

Disk Data Input
Read data from other lines/surveys?
Select datase

Propagate input file history

Trace read opt

Interactive Data Access?

Select primary trace header entry
y

STACK

average for the model)
VS_ModINMO
New

)
32bit
No

No
VS_ModINMO
Yes
Sort

No
CDP bin number

offset

Sort order list for dataset
Presortin memory or on disk?

<Refer 10 race filter options>
Memory
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Read the data multiple times?
Process trace headers only?
Override input data’ sample interval?

s Pler
TYPE of file

Typeofier m.rc.um\
PHASE o

Domain o e application
Percent zero padding for FFT's

Apply a notch filer?

Ommsby filer frequency values

Re-apply trace mute afer filter?

CDP/Ensemble Stack
Sort order of input ensembles

MEHTOD for trace summing

Root power scalar for stack normalisation
Apply final datum staics afier stack?

Has NMO been applied?

Disk Data Output

New, or Existing, File?
Record length to output

g
Skip primary disk storage

Disk Data Input
Read data from other lines/surveys?
Select dataset

Propagee g e ey

Trace read

Read the daa muliple imes?
Process trace headers only?

Override input data's sample interval?

Memory Stolt F-K Migration
Minimum CDP 1o migrate
Maximum CDP (0 migrate
CDP interval (ft or meters)
Maximum frequency o migrate (in Hz)
Get RMS elocities from datl

Select velocity file

MIGRATION

Number of traces to smooth velocity field over

Percent velocity scale factor
Stolt stretch factor

Apply Stolt obliquity correction
Change maximum memory usage
Change default tapering?
Re-apply trace mutes?

No
No
No

Single Filter
Ormsby bandpass.
Zero

Frequency
25

No
0-10-80-90
No

cop
Mean

No

Yes

VS Modl_Stack
New

0

32bit

No

No
VS_Mod1_Stack

Yes
Get All

of 63001
0
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Re-kill dead traces?

Trace Display
Select display DEVICE
Speciy display START time
D time

Maximum number of TRACES screen

races to overlap between screens
Number of ENSEMBLES(line segments) screen
Do you want 10 use variable trace spacing?
Output Mode
Trace display MODE

Number of screens 10 collect
DIRECTION of trace plotting
POLARITY of trace display

Priay rce LABELING headecty

Secon ABELING header entry
NobE o Secomiey oo suion
EMENT for Secondary trace annotation
“Trace scaling ot

Trace excursion at which o CLIP
SCALAR for sample value multiplication

Trace scaling option
Trace Orientation

Disk Data Ouput
‘Ouput Dataset Filename
New, or Existing, File?
Record length to output
‘Trace sample format
Skip primary disk storage

No trace header sclected
Yes
10
Yes
Xserver
1
Left 1o right
Normal
CDP bin number
X coordinate of CDP
Incremental
s
Comentonal

-
Vertical

VS_Modl_Mig
New

0.
32bit
No




APPENDIX E




program interfer

implicit none

IThis is a simple program which generates a Ricker Wavelet of specified
Ifrequency and then generates the interference pattern for a series of
Istacked Ricker wavelets offset by a certain time increment.

1Set Parameters
IDefine other variables

integer :: i, j, k, point, count, Det
real :: Freq, deltat

real :: dt, pi, Dtime

real, dimension(10000) :: R, IntR
character (len=20) :: filename

Icalculate initial variables

de=0.0001
pi=3.14159265
Freg=40
deltat=0.008
Det=deltat/dt
print*, Det

do i =1, 5000
i

IRicker Wavelet: R(t)

count

do i = -2500,2500
count = count+l

Dtime = itdt
Ricount) = (1-24pi*pi*FreqFreq*Dtime+Dtime) *exp (-

pi*pitFreqtFreqtDtimesDtine)
end do
do i=1,5000
do 3 = i,5000,Det
IntR(i) = IntR(i) + R(3)
end do
end do

do $=5000,1,-1

(1-20pi*s20£ra20E4s2) exp (-piss2sfra20tes2)
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do § = i,1,-Det

IntR(i) = IntR() + R(3)

end do

end do

openun

writata, o) R(1)
do

plEiaatar racs- daLe)

open (unit=3, file="Interference.dat")
do i =1, 5000

0
write(3,*) IntR(i)
a

file="Both.dat")

0-Det:

end do
do i

1% eite(s, ) eR(e)
tend do

end program interfere

program deltat

IThis is a very simple progra
ireflected waves to a geophon
up. The program then takes

itime difference between the
ttraces:

implicit none

tDefinitions
INumShot : Total number of sh

m that generates the
e for a typical walk-away VSP set
these geometrically calculated

TWEtE atmiLatan cha
The final output ement of
Cooas correlscin avaak At adjaceat

ots on the surface
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IShotInt : Interval between shots - Note that the first shot location is
SxInt from the borehole

INumRx : Total number of receivers downhole

Interval between receivers

t 1 at the top of the hole

VxiotTIoeation of | ca o e msiace
P location relative to the first Rx
nxsunee of the vertical borshole from the vertical reflector
to the
el ot ot ioontimn ‘
Offset distance from CMP to Rx/VS location.
Total shot range from the borehole
Acceptable error for determing the surface source number
Shot number
: Fractional shot number
IFrac : Difference between ShotAct and ShotNum

shotInt

Reflector

'
!
!
'
!
!
!
!
!
!
!
i
'

1Set Parameters

IDefine other variables

integer :: i, j, ShotNum, tDCorr, tWCorr
integer :: true, IRNum, VSNur

open (unit=2, file="paran_deltat.dat")




read(2,*) NumShot, ShotInt, NumRx, RxInt, RefDx, dz, Vel
prints, Numshot, ShotInt, NumRx, RxInt, RefDx, dz, Vel
icalculate initial variables

TotalX = ShotInt+Numshot

dt=0.0001
pi=3.14159265

prints, "X Total = *, Tc

Peine, rWhat s the'pesk ot ene) frequency (spectrum) expected?”
read, Freq

IFind out which virtual source and which image receiver to use

print+, "Which downhole receiver would you like to be the virtual
source?"

reads, VSNum

"Which downhole receiver would you like to be the Image
Receiver?"

read*, IRNum

true=0

do wnile (true.eq.
£ (IRNum.gt Vewum) then

true=
else
int+, "Image Receiver value is smaller than or equal to
the virtual source number, please choose a value greater than ", VSNum
ead#, IRNum
end if
end do

icompute *Crosscorrelation Gathers"

do i = 1, 5000
orriols) = o
do 3 =1, 50
corrdath(L, )
end do
end do

IRciker Wavelet: R(t) = (1-24pit#24£4420£442)exp(-pits2sfas2ates2)

DCorrpast = 0
WCorrPast = 0

do i = 1, Numshot
print#, "Shot Nu

IFirst compute the mcanon of the direct and reflected events in the
crosscorrelation gathe:

2 + ((VSNum-1) YRxInt+dz)++2) /Vel

DA=sqrt ( (i+ShotInt)
2 + ((IRNum-1) vRxInt+dz)++2) /Vel

DB=sqrt ( (i*shotInt)




DCorr = DB-DA

' print#, "DCorr =

", DCorr

i w
w

qrt ( (1*ShotInt+2+RefDx)*+2 + ((VSNum-1)*RxIntdz)++2) /Vel
qrt ( (1*ShotInt+2+RefDx)*+2 + ((IRNum-1)*RxIntsdz)++2) /Vel

WCorr = WB-DA

1 prints, "Wcorr

", Weorr
tDCorr = DCorr/dt
EHCorr = WCorr/dt
' print#, "tDCorr = ", tDCorr
' print#, "tWCorr = ", tWCorr

CorrGath(i,tDCorr) = CorrGath(i,tDCorr) + (1-

' XGath(i,tWCorr) = CorrGath(i,tWCorr) + (1-
24pi*pitFreqtFreq0) *exp(-pitpitFreqtFreqto)
do 3 = -1000,1000
Dtime = j*dt
Weime = jrdt
if (tDCorrsj.gt.0) then

CorrGath (i, tDCorr+j) = CorrGath(i,tDCorr+j) + (1-
2+pipi

*exp (-pitpi
end
if (ENCorrsj.gt.0) then
CorrGath(i, tWCorr+j) = CorrGath(i,tWCorr+j) + (1-
24pi*pi*FreqtFregrity i i
end if
end do

INow create the "Virtual Source Trace"
do § = 1,5000
VSTrace(j) = VSTrace(j) + CorrGath(i,j)
end do

INow create the delta T vector

DeltaTD(i) = DCorrPast - DCorr
DeltaTW(i) = WCorrPast - WCorr

DCorrPast = DCorr
WCorrPast = WCorr

end do




open (unit=:
© 1, Numshot

5000
write(3,*) CorrGath(i,j)

, 5000
write(3,+) VsTrace(j)
end do

open (uni!
do

open (unit=3,
o 1, Numshot

write(3,4) j*ShotInt,
end d

open(unit=3, file="deltat Reflectedwave.dat

1, Numshot
write(3,*) j*ShotInt,
end do

open (units=3,
do j = 2, Numshot

write(3,+) j*ShotInt,
end do

end program deltat

DeltaTp(3)

Deltamd(3)

file="deltat.dat")

Deltatp(),

file="CorrGath_80Hz_40m.dat")

£ile="VSTrace_80Hz_40m.dat")

file="deltat_DirectWave.dat")

Deltard (3)















	0001_Cover
	0002_Inside Cover
	0003_Blank page
	0004_Blank page
	0005_Title Page
	0006_Abstract
	0007_Acknowledgments
	0008_Table of Contents
	0009_Page v
	0010_List of Tables
	0011_List of Figures
	0012_Page viii
	0013_Page ix
	0014_List of Equations
	0015_List of Appendices
	0016_Introduction
	0017_Page 2
	0018_Page 3
	0019_Page 4
	0020_Page 5
	0021_Page 6
	0022_Page 7
	0023_Page 8
	0024_Page 9
	0025_Page 10
	0026_Page 11
	0027_Page 12
	0028_Page 13
	0029_Page 14
	0030_Page 15
	0031_Page 16
	0032_Page 17
	0033_Page 18
	0034_Page 19
	0035_Page 20
	0036_Page 21
	0037_Page 22
	0038_Page 23
	0039_Page 24
	0040_Page 25
	0041_Page 26
	0042_Page 27
	0043_Page 28
	0044_Page 29
	0045_Page 30
	0046_Page 31
	0047_Page 32
	0048_Page 33
	0049_Page 34
	0050_Page 35
	0051_Page 36
	0052_Page 37
	0053_Page 38
	0054_Page 39
	0055_Page 40
	0056_Page 41
	0057_Page 42
	0058_Page 43
	0059_Page 44
	0060_Page 45
	0061_Page 46
	0062_Page 47
	0063_Page 48
	0064_Page 49
	0065_Page 50
	0066_Page 51
	0067_Page 52
	0068_Page 53
	0069_Page 54
	0070_Page 55
	0071_Page 56
	0072_Page 57
	0073_Page 58
	0074_Page 59
	0075_Page 60
	0076_Page 61
	0077_Page 62
	0078_Page 63
	0079_Page 64
	0080_Page 65
	0081_Page 66
	0082_Page 67
	0083_Page 68
	0084_Page 69
	0085_Page 70
	0086_Page 71
	0087_Page 72
	0088_Page 73
	0089_Page 74
	0090_Page 75
	0091_Page 76
	0092_Page 77
	0093_Page 78
	0094_Page 79
	0095_Page 80
	0096_Page 81
	0097_Page 82
	0098_Page 83
	0099_Page 84
	0100_Page 85
	0101_Page 86
	0102_Page 87
	0103_Page 88
	0104_Page 89
	0105_Page 90
	0106_Page 91
	0107_Page 92
	0108_Page 93
	0109_Page 94
	0110_Page 95
	0111_Page 96
	0112_Page 97
	0113_Page 98
	0114_Page 99
	0115_Page 100
	0116_Page 101
	0117_Page 102
	0118_Page 103
	0119_Page 104
	0120_Page 105
	0121_Page 106
	0122_Page 107
	0123_Page 108
	0124_Page 109
	0125_Page 110
	0126_Page 111
	0127_Page 112
	0128_Page 113
	0129_Page 114
	0130_Page 115
	0131_Page 116
	0132_Page 117
	0133_Page 118
	0134_Page 119
	0135_Page 120
	0136_Page 121
	0137_Page 122
	0138_Page 123
	0139_Page 124
	0140_Page 125
	0141_Page 126
	0142_Page 127
	0143_Page 128
	0144_Page 129
	0145_Page 130
	0146_Page 131
	0147_Page 132
	0148_Page 133
	0149_Page 134
	0150_Page 135
	0151_Page 136
	0152_Page 137
	0153_Page 138
	0154_Page 139
	0155_Page 140
	0156_Page 141
	0157_Page 142
	0158_Page 143
	0159_Page 144
	0160_Page 145
	0161_Page 146
	0162_Page 147
	0163_Page 148
	0164_Page 149
	0165_Page 150
	0166_Page 151
	0167_Page 152
	0168_Page 153
	0169_Page 154
	0170_Page 155
	0171_Page 156
	0172_Page 157
	0173_Page 158
	0174_Page 159
	0175_Page 160
	0176_Page 161
	0177_Page 162
	0178_Page 163
	0179_Page 164
	0180_Blank page
	0181_Blank page
	0182_Inside Back Cover
	0183_Back Cover

