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ABSTRACT

This thesis presents an experimental and analytical study of the initiation and
growth of cracks in tubular T-joint members of the type used in some off-shore plat-
forms. Cracks were developed experimentally under fatigue loading conditions.

The early stages of formation and growth of the cracks have been studied by
fracture surface analysis, using scanning electron microscopy. Their growth has also
been followed by modal testing. It has been shown that a number of significant
changes occur in the static and dynamic response characteristics of the T-joints. as

cracks initiate and grow. In particular. it has been shown that strain gauge modal

testing provides a means of d ing cracks at a much earlier stage of formation than
has been possible using alternative techniques.

The modal analysis methods developed in this thesis rely on the use of strain
/acceleration frequency response functions to detect the presence of growing cracks.
Three parameters were found to be significant in detecting the presence of cracks.
and these include: a) response in the quasi-static region; b) response in the anti-
resonant region; and c) non-linearity in the frequency response functions. The factors
contributing to the observed changes are discussed.

In addition. measured (static) strains and stresses were also found to provide good
indications of the presence of growing fatigue cracks. Abrupt changes in strain gauge
outputs were observed consistently as small thumb-nail cracks, present in the early
stages of crack growth. coalesced to form single cracks of much longer length.

Parametric equations were developed to relate the fatigue life of the tubular speci-
men to the strains/frequencies measured at the various strain gauge locations. In ad-

dition equations were also developed to relate the crack size to the strains/frequencies



measured at various locations. These equations could be utilized to predict the re-
maining life of the joint as well as the probable crack size at the critical location near
the gauge.

Finite element analysis was used to predict the modal response of crack-free and
cracked structures to dynamic excitation. Excellent agreement was observed between
experiment and theory in all cases.

A lumped mass model has been developed to simulate the behavior of the fatigue
cracks during dynamic testing. It has been shown that the structure in the vicinity
of the cracks exhibits non-linear stiffness and compliance as the fatigue cracks open

and close.
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Chapter 1

Introduction

1.1 Non-destructive Evaluation of Defects

Tubular members are widely used in off-shore structures because of their geometric
simplicity. good hydrodynamic property and the omnidirectional (in cross-section)
uniformity of stiffness and strength. The intersections of tubular members are joined
by welding them together. The stress distributions around these welded joints are
quite complex. Large stress concentrations and consequent plastic deformations occur
in these regions and lead to cracking. Most of the failures that occur in off-shore
structures are due to the growth of these small cracks into larger ones that may
finally result in a catastrophic loss of strength and failure.

Defects may be formed in off-shore structures during any one of several manufac-
turing operations such as a) rolling and forming of the sheet steel to produce tubular
products, b) welding of the tubes to produce three dimensional structures and c)
assembly of these welded sub-assemblies to produce large platforms. The defects oc-
curring during these stages of manufacture and assembly can generally be detected
using conventional NDI (non-destructive inspection) techniques, and remedial mea-
sures taken. Defects, or more correctly cracks, may also be formed once the structures

have entered service, and may be the result of environmental damage due to fatigue



(caused by cyclic loading), corrosion, or stress corrosion cracking (due to high static
loads in a corrosive environment). These forms of damage are difficult to detect. and
especially if they occur in parts of the structure that are submerged.

The presence of defects lowers structural integrity and reduces the strength. Even
though all structures are designed to withstand the expected environmental loads.
they are not immune to damage from overloads or repeated small amplitude fatigue
loads leading to cracks. [f these cracks are allowed to become large so as to impair
the operational efficiency of these structures. human lives may be lost along with the

possibility for loss of tremendous revenues. Hence to avoid such danger to the lives of

n

crew members operating these structures and the q lost r 3
and monitoring of defects in structures at an ee;rly stage becomes an important task
for all off-shore structural operators.

During the past fifty years, many methods have been developed for non-destructive
evaluation of these defects and damage. They can be classified into two groups. viz.,
(i) one group, called conventional methods, consists of procedures that are now used
invariably under all situations and are well developed; and (ii) the other, called recent,
consists of procedures that are undergoing development and hence are not accepted
as readily as others.

Many well-established non-destructive evaluation methods are already in use for
detecting flaws and cracks in structures. These methods include magnetic particle
inspection, dye penetrant, ultrasonic detection, radiography, eddy clzrrem.. alternat-
ing current field measurement, and acoustic emission. Most of these procedures,
however, need diver assistance and regular inspection of critical areas. With some
of these techniques, such as ultrasonics and radiography, the whole surface must be
scanned. So they are time consuming and expensive.

Some newer and emerging methods are based on dynamical procedures such as



vibration crack detection, wave p ion. laser interfe ry, reflective laser tech-

niques. etc. Dynamic defect/crack detection methods have advantages compared to

the ventional methods, ially when cracks exist in large structures that are not

easily accessible to human probing. In dynamical methods. the presence of defects
in a structure can be recognized through the use of a number of remotely located

sensors/t i and the sub analysis of data obtained from them. These

transducers can be used for continuous monitoring. [n the monitoring methodology,
digital data from transducers and sensors will be continuously transferred to comput-
ers. Any changes in the monitored parameters can be identified much faster by this
means; consequently defect size will be determined by the intelligent processing of
experimental data. Wholesale screening of the structure (as required by many of the
earlier NDE techniques) is not necessary with dynamical methods; the inconvenience

of access to the structure during testing can be overcome through the use of dynamic

ing techni Also freq diver assistance is not necessary. Thus vibra-
tion measurements offer an effective, inexpensive and fast means of non-destructive
evaluation of structures.

The vibration methods for detecting defects may be broken into two subgroups:
frequency monitoring and modal analysis methods. In frequency monitoring methods,
various methods such as the sensitivity method and the relative natural frequency
change method have been developed to detect the change of natural frequencies due
to cracking. In the modal analysis method, many procedures have been developed
for monitoring the location and extent of defects/cracks, which include monitoring

fr r functi modal sensitivity functions, strain energy and displace-

ment/curvature mode shapes. These procedures are being developed by ongoing
studies so that they can form the basis of the dynamic non-destructive evaluation

methodology using vibration techniques. Similar developments are taking place in all



the other dynamical methods mentioned above such as wave propagation technique.
laser interferometry. reflective laser technique, etc. Moreover, instead of the conven-
tional curve-fitting techniques used to identify the parameters, recently the use of
neural network concepts and expert systems have been introduced in non-destructive

evaluation.

1.2 Purpose of the study

A number of methods have been developed during the past twenty years. based on
dynamic structural behavior. [nitially the developments were mainly focused on ro-
tating machines and beams. However, the dynamic properties and health monitoring
of rotating machines beams and civil engineering structures are totally different. The
work on beams has been summarized recently by Rytter (1993), and will be discussed
in Chapter 2. I[ntense efforts to detect the damage/cracking in civil engineering struc-
tures have been made only during recent years. Difficulties have been encountered for
crack detection in civil engineering structures because the changes in natural frequen-
cies and modal magnitudes are too small to be identified as being due to cracking
alone. No general theory or method is available for crack detection. The aim of this
investigation is to develop procedures that would accurately detect and
predict the initiation and propagation of fatigue cracks in tubular T-joints
or in any other similar structure. A specific goal is to lay the experimental
and theoretical ground-work for an NDI method that can detect cracks
in an off-shore structure, while in service and without diver assistance.
The dynamic behavior of tubular T-joints with a crack (or cracks) is investigated
using the experimental facilities available in the Strength Laboratory of the Faculty
of Engineering and Applied Science, Memorial University of Newfoundland.



Under applied cyclic fatigue loads, the cracks present in the structure will open
and close. This leads to nonlinearity of stiffness, dynamic response and the frequency
response functions. The “opening and closing™ of cracks. during modal testing, has
been considered earlier for a cantilever beam specimen (Ismail et al. 1990): but no
results have been reported for tubular T-joint specimens. The nonlinearities associ-
ated with the crack opening and closing during the modal testing of structures have

been investigated in detail in this study.

1.3 Scope of Research

[n order to develop procedures for crack detection in tubular T-joints, and hence
a general structure, relevant experiments and theoretical developments have been
carried out in this study. Specifically, the scope of the study includes the following

major tasks:

1. Design and develop the physical infrastructure for fatigue testing of tubular T-
joint specimens, including the load application system, the load reaction system,

the instrumentation, and the test control and data acquisition systems.

N

Completion of experimental studies on fatigue crack initiation and growth in

the tubular T-joint specimens, and the development and application of modal

testing techniques to monitor the develop of fatigue d and especially

the formation of cracks, in the structures.

h

| mod-

[

. Undertake the devel of both ph logical and

els of the damage accumulation processes, and of the influence of this damage
on the dynamic response characteristics of the structures. This testing was

designed specifically to provide a theoretical basis for the development of a
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practical experimental technique for detecting and locating cracks in tubular

T-joint structures in service, or in related structures used in off-shore platforms.

=

. The mathematical modelling is to include the use of finite element methods. and
is to cover both the prediction of the fatigue crack growth processes (i.e crack

shapes and sizes) and the dynamic response characteristics of the structure.

1.4 Organization of the Thesis
The contents of the thesis are organized according to the following format:

e Chapter 2 gives a literature review to provide an overview of the procedures
developed for crack detection and identification. Chapter 3 gives the required
theoretical background for dynamic structural modeling, modal analysis, ex-

perimental testing, and finite element analysis.

Chapter 4 describes the experimental setup, instrumentation, calibration, and

experimental procedures used for the dynamic tests. Chapter 5 gives the ex-
perimental results and analysis. Furthermore, relevant equations are developed
for crack characterization in tubular T-joints. This chapter also includes the
results of a fracture surface examination, performed using scanning electron

microscopy.

Chapter 6 presents the results of the finite element analysis carried out for
cracked tubular T-joints. A general two-degree-of-freedom mathematical model

is developed for crack opening and closing, and solved in Chapter 7.

The concluding chapter, Chapter 8, summarizes all the findings in the research

and gives additional dations for future h




Chapter 2

Literature Review

A large number of studies have been carried out on conventional and the more recent,
dynamical methods of non-destructive evaluation. The conventional methods have

been well developed and implemented in widely-marketed equipment, whereas the

dynamical methods are still under devel and are impl ed in a limited

manner in some equipment. While these equi detect the p of very large
cracks, the available methodologies are still not sufficiently precise to detect small or
medium size cracks.

A detailed survey of available technical literature, and reviews from selected ex-
perts working in the field of damage-detection (using modal analysis procedures) was
presented by Richardson (1980). The survey focused on structural integrity monitor-
ing for nuclear power plants, large civil engineering structures, rotating machinery,
and off-shore platforms, with by far the largest amount of literature associated with
rotating machinery. The author stated that while monitoring of overall vibration
levels for rotating machinery had become commonplace, attempts at relating struc-

tural d to d modal ch were still in their primitive stages. Several

doctoral theses and dissertations that address structural damage detection and re-

lated issues were published recently. Each thesis/dissertation contained a literature



survey and development of the theory relevant to its scope; these include those of
Rytter (1993). Hemez (1993). Kaouk (1993). and Doebling (1995). Mottershead and
Friswell (1993) presented a survey of literature related to dynamic finite element
model (FEM) updating, which was being used extensively for structural damage de-
tection; their review contained a number of references on the topic of model updating.
Bishop (1994) reviewed the literature in the field of neural networks: since neural net-
works were used extensively to solve inverse problems such as damage identification.
the papers reviewed by Bishop were also relevant to the scope of this document.
‘The literature review given below highlights some of the developments in conven-
tional non-destructive evaluation procedures and then outlines in detail the various

developments that are taking place in the vibrational crack detection methodology.

2.1 Conventional Methods

The available conventional NDE methods are Visual, Dye Penetrant, Magnetic Par-
ticle [nspection, Ultrasonic Inspection, Radiographic, Eddy Current, Acoustic Emis-
sion and Optical Holographic techniques.

Visual [nspection and Dye Penetrant Inspection: Since man was created. the un-

aided eye has been used to inspect articles, to observe symptoms, and to detect
abnormalities. Methods of aiding human visual perception using optical imagery and
magnification have been developed; examples of visual inspection include endoscopy,
real-time video/photoelectric imaging, dye penetrant and magnetic particle methods.
They can only be used for detecting surface flaws, and cannot be used for detecting
sub-surface flaws. Visual inspection using video imaging can be used for the undersea
environment, whereas the conventional dye penetrant method cannot be used in such

an environment; recent developments use a dye penetrant which does not react with



water during underwater usage. For subsea use of video or dye penetrant techniques,
the surface of the structure must be cleaned for close inspection.

Magnetic particle detection is one of the most widely used and oldest visual non-
destructive evaluation methods. It can be used in large and complex structures made
of ferromagnetic material. [t can be used effectively for surface and near-surface
defect detection. The basic concept is that surface or near-surface discontinuities
in magnetized material will distort the magnetic field. This will cause a leakage
field to be formed that extends beyond the surface of the material. The defect is
identified visually by a dense line of magnetic particles along its edge. [n the detection
procedure, test structures must be magnetized so that defects are transverse to the
magnetic flux orientation (Bray et al. 1992).

Ultrasonic [nspection: Ultrasonic inspection is also widely used for crack detec-
tion. It can detect defects in metallic and nonmetallic materials. Defects can be
located and measured in very thick materials. In many cases, it has a greater sen-
sitivity than radiographic inspection to volumetric flaws. The ultrasonic technique
has rapid testing capabilities and portable instrumentation is available for field use.
There are two basic principles of ultrasonic testing. The first is based on the attenua-
tion of the ultrasonic beam due to absorption by the flaw. This is sometimes referred
to as the shadow method. The second principle of ultrasonic testing is based on the
reflection of energy from a flaw or interface (Bayliss et al. 1988, Bray et al. 1992,
Kobayashi et al. 1993).

Radiography: Radiography is an effective method for detecting defects in struc-
tures. The radiation pattern can be made visible with photographic film, fAuorescent
screens, or digitized images displayed on television or computer screens. A radio-
graphic image is essentially a two dimensional shadow display or picture. Radiogra-

phy provides a visual picture of discontinuities in structures. It can be used for many
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forms of metallic and nonmetallic materials. [t can assess a wide range of material
thickness levels, radiograph complex shapes and provide a permanent record to the
user (Bayliss et al. 1988, Bray et al. 1992).

Eddy Current Method: “"Eddy currents are those currents caused to flow in an
electrical conductor by the time and/or space variation of an applied magnetic field”.
Discontinuities affect the magnitude and phase of the induced eddy current. A flaw
will change the magnitude of the eddy current in the metal sample, and this will be
shown as a change in the voltage of the test coil due to its change of impedance.
Because eddy current detection is effective only on the surface and near the surface,
it may be necessary to use ultrasonics or radiography to supplement eddy current
assessments (Bayliss et al. 1988. Bray et al. 1992).

A variation of this eddy current technique is carried out (using a pachometer)
to detect the depth of concrete cover provided, for steel reinforcements, in concrete
structures (Emmons, 1993).

A combination of eddy current principles (measuring the variation of resistance,
impedance, capacitance, reactance, voltage, etc.) and injected electric current effect,
of the magnetic flux leakage method, is called the ACFM (Alternating Current Field
Measurement) method. This method has become very popular and is invariably used
on off-shore steel structures. [nitially the method started as a contact measurement
of minute voltage variations developed in electrically conductive materials, when a
constant current field was set up in the cracked specimen. Now the procedure has
been developed as a near source non-contact procedure. The procedure can use both
direct current and alternating current techniques to measure the flaws developed in
the specimen under test.

Acoustic Emission: Acoustic emission (AE), or stress wave emission, is defined

as "transient mechanical vibrations generated by the rapid release of energy from a
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localized source within a material”. It can be used for structural integrity monitoring.
Stress or some other stimulus is required to release or generate emission. The method
requires the use of several transducers placed on the structure and their outputs must
be correlated in time to establish the position of the source of emission. There are
two basic problems, viz., (i) measurement of the difference in time of arrival of pulses
with sufficient accuracy; and (ii) recognition of the same pulse when it has traveled
different distances, in different directions, in the material, and suffered attenuation
and distortions. [n general. acoustic emission monitoring systems are passive devices.
They listen for and analyze sounds generated by crack initiation or growth. For large
structures, acoustic emission is used to locate the crack and radiography or ultrasonic
methods are used for detailed inspection. Non-propagating cracks cannot be detected
by this method (Bray et al. 1992).

Optical Holographic Techniques: Holography is used as a non-destructive tech-

nique for inspecting materials. [t uses the regenerated image of an object as a tem-
plate to measure any deviation in shape or dimension. Optical holography uses certain
unique characteristics of light waves such as wave phenomena, diffraction, interfer-
ence and interferometry to accurately measure the flaws in a material by making
and recording measurements under unstressed and stressed conditions. The process
involves the recording of a complete wave front so that all information about a sur-
face is retained and retrieved subsequently. The method of holography applies to
all waves such as x-rays, light waves, microwaves and acoustic waves. The holo-
graphic techniques have been further developed to study the interference effects of

waves; these interference effects have been widely used in the non-destructive exam-

ination of flaws in structural comp When hologr are reconstructed, they
show characteristic patterns of the flawed surfaces; these are interpreted to quantify

and characterize flaws. Holographic interferometry has used laser sources to provide
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continuous sources of coh light; two techni used in the destructive ex-
amination are the time-lapse interferometry and real-time interferometry, depending
on the type of laser sources utilized. A recent addition to this field is electronic
speckle pattern interferometry.

Electronic speckle pattern interferometry (ESPI) is a kind of video-based speckle
interferometry method. It can be used for non-destructive evaluation (NDE) of struc-
tures. The basic principle for speckle pattern interferometry is coherent light beam
interference. In the detection procedure, a coherent laser beam is split into two
branches. One is used as the reference beam; while the other is used to illuminate
the test object. The coherent light scattered from a diffusely reflecting test object
is made to interfere with the reference beam. ’.['he resulting interference speckle pat-
tern is collected. Two speckle patterns are recorded. The second records a slightly
different surface shape for the object (typically caused by stressing the object). The
defects are found by comparing the two recorded interference speckle patterns. Since
the deformation of the body is different near the discontinuity of the crack, the fringe
pattern tends to be more closely spaced there (Bray et al. 1992, Kobayashi et al.
1993).

2.2 Methods Using Vibration Procedures

When a structure develops a crack, the stiffness and damping properties of the struc-
ture are changed; in addition the inertial behavior of the structuré is also modified.
This results in a structural response which is different from that of the crack free
structure. Vibrational methods use the change of modal properties such as natural
frequencies, mode shapes, damping, modal response, etc. to detect the presence of a

crack.



2.2.1 Defect Indicators

Natural Frequencies: Any change of stiffness of the structure, caused by cracks, will
change both the eigenvalues and eigenvectors; consequently, the natural frequencies
and mode shapes of the structure will change. Therefore, natural frequencies can be
regarded as one type of dynamical defect/crack indicator. Actually, many studies in
non-destructive evaluation have been carried out by considering natural frequencies
alone. Since natural frequency is indicative of the global behavior of a structure, it
can be measured at any place and will remain the same. However, using natural
frequency alone, it is difficult to locate and size a defect/crack. Also, natural fre-
quency changes in a large structure, due to a crack, are too small to detect cracks
reliably. Furthermore, a similar crack at a different place may cause the same change
of natural frequencies. Any change in the non-structural mass (e.g.. the mass on the
top deck in an off-shore platform) of any structure will also be reflected in the change
of natural frequencies (Rytter, 1993); hence care needs to be exercised in attributing
the change in frequencies to any particular defect or crack.

Mode Shapes: The stiffness change due to a crack will also cause the change of
eigenvectors. Hence mode shape can also be used as an indicator of a defect/crack.
Mode shapes appear as local and global characteristics of the structure. When a
defect/crack is introduced, the modal values at that particular location will change;
but over the whole structure the changes will become dominant only when the de-
fect/crack is quite large. There are many types of mode shapes which can be used as
indicators of a defect/crack. The most widely used mode shapes are the displacement,
curvature and strain mode shapes. Some values derived from them are also used, such
as modal assurance criterion (MAC) (Allemang and Brown 1982, Fox 1992) and co-

ordinate modal assurance coordinate (COMAC) (Lieven and Ewins 1988). Recent
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investigations show that a defect/crack can be clearly identified by curvature and
strain mode shapes. Displacement mode shapes and MAC or COMAC values based
on displacement mode shapes are not very sensitive indicators of a defect/crack.

Damping: Theoretically, damping is a sensitive indicator of a defect/crack. Rytter
(1993) reported damping increases up to 70 times were found due to a crack. However,
damping is greatly influenced by environmental factors. It is very difficult to apply
damping as a defect/crack indicator in real structures.

Other Indicators: An anti-resonance frequency indicator has been hypothesized

by Afolabi (1987). [n his study, a il beam was modelled by a three-deg;

of- freedom lumped mass system. A crack was assumed by reducing the mass or the
stiffness of a spring by 20 % to 50 %. [t was shown that there was an anti-resonant
frequency shift in some cases when there were large resonance frequency shifts in
displacement frequency response functions. Hence, his indicator wasn't a successful
one. However, this crack assumption could never represent a real crack.

Ti issibility, RDD-si es (the Random D i e), unexpected

resonance frequencies, sub-/super- harmonic peaks in the spectra and probability
density functions are also indicated as defect/crack indicators (Rytter, 1993).

A review of published literature shows that other works have detected cracks
which are large with respect to the total load bearing cross sectional area of the

beam or structure. [n this study, a term

normalized crack size = b;“:;‘;ﬂ%
is defined to describe a crack size. Typically the smallest detectable normalized
crack size would be 0.125 (Gomes, 1990).

Rytter's (1993) work dealt mainly with large cracks. The change of resonant

amplitude with frequency change becomes obvious when the normalized crack size
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is much larger, when nearly 60 to 70 % (sometimes 80 - 85 %) of the fatigue life
of the structure would have been spent in ing the crack. Dampi

become noticeable only when the crack depth is very large; in addition the damping
changes indicated by Rytter seem to be too large. Mode shape changes are not
significant unless the crack is very deep. The changes in MAC or COMAC values
are also very small unless the normalized crack size is large. The subharmonic and

superharmonic responses present in the freq d in dynamic si due

to the opening and closing of a crack, seem to have potential for identifying the
presence of a small/large crack; however even they seem to be dominant only for
large normalized crack sizes. Hence, there is a need to identify parameters that will
detect the presence of small normalized cracks in the structure. Unless the presence
of small cracks can be detected, the usefulness of the vibration method as a NDT tool
will be very much limited. Consequently, in this study, attention will be focused on

the initiation and early stages of crack growth in typical tubular T-joint structures.

2.2.2 Modeling of the Crack

In order to carry out theoretical analysis, it is important to establish a crack model.
The model generally reflects the change in stiffness caused by cracking. It is almost
impossible to establish a model to reflect the change of damping; this is due to the
fact that damping is quite sensitive to environmental conditions such as temperature,
treatment of steel, etc. The modeling of a crack due to change of stiffness can
be divided into open (always open) and breathing (open and close) crack models.
Breathing or fatigue (open and close) cracks develop when cyclic loads are applied
to a structure; the crack opens when the load produces a tensile strain around the
crack zone, and closes in the reverse direction of the load cycle. These conditions

are slightly modified when a static/dynamic, tensile/compressive, load acts in the
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plane of the whole cross-section. Most researchers use open crack models to find
relationships among modal parameters. Very few researchers have considered the
breathing crack model. However the crack model utilized in the analysis will have
varying degrees of influence on modal parameters. [t has been observed from the
earlier studies (Ismail et al. 1990) that the use of an open crack model to estimate

breathing cracks would underestimate the severity of cracks.

2.2.2.1 Open Crack Model

A number of analytical/conceptual models have been developed to investigate the
loss of stiffness in a structure due to an (always) open crack. They can be grouped
as short beam, linear spring, reduced Young’s modulus, reduced moment of inertia,
and fracture mechanics models.

Short Beam Model: Cracks in a structure will decrease the cross-sectional areas
resisting deformation and increase the stresses around those areas. Many researchers

have isolated the ked region and idered the region as a short beam. This

model was probably the most commonly used model until the mid-seventies. With
this model, an analytical solution is easily established and finite element analysis
could be easily carried out (Rytter, 1993). Thomson and Madison (1949) used short
beam models to determine the effect of a narrow groove or crack on flexural, lon-
gitudinal and torsional vibration of a slender bar. In their method, however, they
pointed out that the size of an equivalent slot varied with the width and depth of the
cut and must be established by experiment. Springer et al. (1987) developed an an-
alytical expression that related the short beam length and the depth of a symmetric
discontinuity and its location along a longitudinally uniform beam.

However, this idealized model is not a practical one for real crack detection. The
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stress distribution is quite different from the real situation; consequently errors will
be very large in the detection methodology. depending on crack sizes.

Linear Spring Model: The p of a crack reduces the structural stiffness. The

reduced stiffness, in a cracked portion. can be idealized by a linear spring. Haisty
et al. (1985) investigated longitudinal vibration of a uniform beam containing two
symmetric discontinuities by substituting the cracks with two linear springs. They
used fracture mechanics concepts to obtain the equivalent spring stiffness. They also
developed spring stiffnesses for (axial) tensile, bending and torsional loadings. of a
beam containing a double-sided open crack (Haisty and Springer, 1988). Papadopou-
los and Dimarogonas (1988) modeled the coupled bending and longitudinal vibration
of a stationary cracked shaft with an open cx:ack by tension and rotation springs.
Gomes and Silva (1991) used a flexural spring model to investigate the changes in
natural frequencies due to the presence of cracks.

The linear spring method has always been found to be useful in the crack sim-
ulation procedure. However, it must be realized that it is only an idealized model.
The damping influence and stress distribution in the vicinity of a crack cannot be
properly reflected in this model.

Reduced Young’s Modulus and M of Inertia Models: In finite el anal-

ysis, it is very easy to assign material properties to elements. Because a crack de-
creases the local stiffness EI (of a beam), it is convenient from a modeling point of
view to assume a change in Young’s modulus so as to represent the presence of a
crack (Yuen 1985, Pandey et al. 1991). Young's modulus is a material property and

would not be dina i containing a crack. Any change in stiffness

due to a crack, might be presented as an apparent change in modulus, but it is not
a true change in modulus. This method requires only a simple modification in the

finite element analysis and no new element is required. Moment of inertia reduction
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reflects the removal of a local portion of the structure; in this way, local stiffness of
a structure is varied (Salawu and Williams, 1994). This is similar to the short beam

model where a certain length of beam is idered to act as a sep short beam.
Fracture Mechanics Models: A ding to Saint-Venant theory, the stress field

is affected only in the vicinity of the crack. Hence, special stiffness matrices and
equations are established by fracture mechanics theory for cracked elements using:
(i) stress intensity factors (Rytter, 1993); (ii) singularity property (Shen and Pierre,
1990); (iii) strain energy theory at crack tip (Sekhar and Prabhu, 1992). This kind
of model is always used in analytical and finite element formulations.

In the stress i ity factor iderati the relationship between J integral

and stress intensity factors for a linear elastic body is given by

7=Skr+ 2

where v is Poisson’s ratio, E is the modulus of elasticity, K7, K, and Ky are the

Kir pd Km (2.1)

stress intensity factors for modes I, [ and I[II, respectively, and
B= { 1 ., plane stress
1—v* plane strain
The flexibility caused by a crack is given by
1 fAe
EJo P, 3P

where K, K;; and Ky are the three stress intensity factors, P; is force and A, is

535 BK7 + BKG + (1+v)K7pdA (22)

aij =

the crack surface area.
In strain energy consideration, the local flexibility matrix due to a crack is given

by

CuR Sym
0 CxR
0 0 Cwu/R _ 23)
0 0 Cw/R Cu/R

[Cc] = T
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where E is Young’s modulus, Fy = TER?/(1 —1?),R = D/2 and v = 0.3. C;; are
dimensionless compliance coefficients and D is the diameter of the structure (Sekhar

and Prabhu, 1992).

2.2.2.2 Breathing Crack Model

Breathing cracks are produced when a cracked structure is subjected to a cyclic
load, causing alternate opening and closing of the crack. Very few studies have
considered the effects of actual opening and closing of cracks on the stiffness and
dynamic response of a structure. Some studies have considered opening and closing
crack in non-linear and bilinear crack models. Examples are the works of Lin and
Ewins (1990), Huang and Gu (1993), Manson et al. (1993), Feldman and Braun
(1995), Crespo et al. (1996), Actis and Dimarogonas (1989), Shen and Chu (1992),
Chu and Shen (1992), Krawczuk and Ostachowicz (1992), Prime and Shevitz (1996).
In the nonlinear crack model, the crack nonlinearity is considered to be produced
by stiffness nonlinearities, higher order effects in the random structural response,
higher order perturbation terms (using Volterra series for formulation) and a higher
order analytic signal (using Hilbert transform). [n the bilinear crack model, the
remaining solid material in the plane of the crack is assumed to have two characteristic
stiffnesses; one having a larger value when the crack is closing and the other having a
smaller value when the crack is opening. Bilinearity in stiffness due to crack opening
and closing will generate subharmonic and superharmonic response, in the frequency
domain in a beam (Friswell, 1992).

Actual crack opening and closing is a continuous process wherein the structural
stiffness changes continually from a lower value ( when the crack is fully open) to a
higher value (when the crack is fully closed).

Nonlinear Models: The frequency response function exhibits nonlinear character-
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istics when a crack opens and closes. Side peaks are noticed in frequency response
functions for closing and opening cracks (Ibrahim et al. 1987, Ismail et al. 1990).
The presence of side peaks reveals nonlinear features, while linear behavior is ob-
served for open cracks. The reason why the nonlinear behavior of the crack produces
side peaks wasn't explained in his study. Open cracks produce larger changes in the
natural frequencies of the structure compared to the breathing cracks; but for the
same change of natural frequencies, the crack depth is much larger for a "opening and
closing” crack. [t is shown that reliance on the drop in the natural frequencies alone,
especially for the higher modes, may lead to a serious underestimation of size of the
crack. A very dangerous situation will result if the actual crack is much deeper.

Even though crack opening and closing leads to a nonlinear behavior, these nonlin-
earities have still not been properly modeled and quantified in the available literature.
Further research is necessary to model and quantify the crack effects properly in order
to fully evaluate crack influence.

Fracture Mechanics Models: Collins et al. (1992) p d a fracture h

formulation of a breathing crack model. Longitudinal vibrations of a cantilever bar,

with a transverse crack, were investigated in their study. A quantity A was used in
their analytical equation to express the opening and closing of a crack. However,
due to cyclic loading, the crack progresses gradually from the closed state to the
open state, and at any point in time it may be only partially open or partially
closed. A model is needed that is able to deal with these partial degrees of crack
opening/closing, as well as with the two extreme cases of fully open and fully closed.

2.2.3 Crack/Damage Detection Methods

‘The presence of a crack changes the natural frequencies, modal damping, modal vec-

tors and the associated orthogonal/nonorthogonal properties associated with them.
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Hence, methods used for the detection and sizing of these cracks could focus on any

h

one of the above and a

ical procedure could be prescribed for
achieving the same. In addition to the above, there may be advantages in considering

non-linear effects, while the use of neural networks might facilitate the analysis.

2.2.3.1 Crack Detection by Frequency Monitoring

The stiffness changes occurring in a structure due to the presence of a crack will

change the eigenvalues and hence the natural frequencies. The reason for selecting

natural frequency to detect defects/cracks is that it can be measured or monitored

from any place of the structure due to its global ch istics. The freq:
monitoring method is defined as the method which uses frequency changes, without
using modal shapes, to detect crack location and size. [t can be divided into analytical
and experimental investigations.

Early papers considered only the change of vibration frequencies to detect dam-
age. Even today. much literature utilizing this method is published . The observation
that changes in structural properties cause changes in vibration frequencies gave the
impetus for using modal methods for damage identification and health monitoring.
But it has significant practical limitations since only small changes in global vi-
bration frequencies occur, even for large cracks. Moreover, in off-shore platforms,
damage-induced frequency shifts are difficult to distinguish from shifts resulting from
increased deck mass or subsea marine growth or underwater corrosion or erosion of
the structure. In addition, as pointed out by several authors, there is often an insuffi-
cient number of frequencies with significant enough changes to determine the location
of the damage uniquely (Doebling et al. 1996).

There are numerous papers that deal with frequency monitoring for crack detec-
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q

tion. The p and methodol d in these papers can be mainly cat-

egorized into sensitivity methods. natural frequency monitoring methods and strain—
energy-based methods. Besides these methods, presented in the papers of Adams
et al. (1978). Gomes and Silva (1990), and Sekhar and Prabhu (1992), which will
be discussed in detail below, there still exist many others who have used the theory
outlined in these papers, but have used different methodologies and derived different
equations and procedures, viz., nomograms (Rytter 1993. Dimarogonas et al. 1980)
or natural frequency change manipulations (Cawley and Adams, 1979).

Sensitivity Method: When sensitivity equations or other techniques are developed.
and used in conjunction with frequency monitoring, defects could be located prop-
erly. In the frequency monitoring procedure developed for a bar by Adams et al.

(1978), analytical equations for simple structures were combined suitably to find the

crack severity. For di ional sy , neglecting damping, natural freq Yy
changes would also indicate the location of a crack.

The linear spring model, mentioned earlier in section 2.2.2, was used in the study
by Adams et al. The spring had a varying stiffness K-, which represented the damage
in the structure. To know the position and severity of damage, the crack position z
and K should be determined. So two modes should be considered. Considering the
pth and qth modes, the relationships between K, and direct receptances of the left
side of the bar at the position z, 3;z, and right side of the bar at z, v.-, were given
by

1
K= —(Bz + Yz )umip-tup = ~(Bez + Yoz )urmug -ty (24)
where the receptances were determined at the corresponding frequencies.

A graph superposing—(Bzz + Yzzr)umup-aw, 80d —(Bzz + Yzz)uw=uwe—Aw, Plotted

against z, gave the possible damage site(s) and the associated values of K at the
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intersection of the curves. For a straight bar the relationship between K., z. and
natural frequency was given by

% = i[cotz\: +cot{A(l — )} (2.5)

where A = w,/p/E. The possible damage site was given by the intersections of the
curves of Eqn. 2.5 for different modes.

Experimental investigations, carried out for this purpose, reported a very satis-

factory agreement b the predicted and actual damage sites. But when the
damage was very severe, it was not possible to locate or size the damage; only one
damage in a structure could be located properly. It was also shown that the mini-
mum amount of damage which could be detec;:ed by this method was equivalent to
the removal of about 1 percent of the cross-sectional area (Adams et al. 1978).

For symmetric structures, this method could not identify the crack location ex-
actly; an extra location where no crack was present was also identified as crack
location. In order to establish this methodology on a firm foundation, a proper re-
lationship connecting K and crack size needs to be developed. Further, for more
complex structures and loading conditions, it was hard to establish the relationship
between crack severity K and crack location z.

Stubbs et al. (1990) identified the changes in frec ies with the

changes that occur in member stiffness, using a sensitivity approach. The authors

mentioned that this sensitivity method had difficulty when the number of modes was

much fewer than the number of damage parameters required to be identified.
Methods Based on Relative Natural Frequency Changes: The relationship exist-

ing between natural frequencies, crack locations, and their depths was investigated
by Gomes and Silva (1990); springs which represented the bending stiffnesses at the

crack locations were used in the analysis.
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When a crack occurred in a beam, the relationship between the ith natural fre-
quency for the uncracked beam w; and the cracked beam wg could be expressed as

follows:

— W
wi wi wi

= fi(L:, P) (2.6)

where the ratio R; (or Q;) was a function of the location L; and depth P of the crack.

Experimental studies were carried out on beams with slots and real line cracks.
The results obtained with cracked beams were similar to the ones obtained with
slotted beams. But changes of natural frequencies tended to be higher for cracked
beams than for slotted beams; the discrepancies might be due to the fact that it was
impossible to exactly control the manner in which the crack propagated under actual
fatigue loading.

This method showed the relationship between frequency reduction, crack depth
and location. However, when the frequency changes were small, it was not easy to
detect the presence of a crack. Also. a similar crack at a different location could cause
the same changes in natural frequencies.

Hearn and Testa (1991) developed a damage detection method by observing the
ratio of changes between two natural frequencies Aw; and Aw;. The authors sum-
marized a two-step procedure, which was both qualitative and quantitative, for cor-
relating changes in measured frequency ratios with damage locations.

Salawu (1995) proposed a global damage integrity index, based on a weighted

ratio of d i natural freq y to und d natural freq y, to detect and

di d

size the crack. When d was i d by any preliminary pr

local integrity indices could be calculated to locate the defective areas.
Skjaerbaek et al. (1996) developed an iterative method to estimate the average

stiffness loss based on smoothed frequencies and mode shapes of the structure.
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Strain-Energy-Based Method: The formation of a crack would change the local

flexibility due to strain energy concentration in the vicinity of the crack tip. This
method, which derived the flexibility matrix for a cracked element using the finite
element method, could be used to investigate the influence of cracking on the dynamic
response of structures (Sekhar and Prabhu 1992, Qian et al. 1990, Papadopoulos
Dimarogonas 1987).

The element matrix. except for the cracked element. was regarded as unchanged
under a certain limitation of element size, since the crack affects only the stress field
adjacent to it. By using strain energy, flexibility coefficients for an element without

a crack were obtained as

3EI
0 £
Col=| o 3% . @7
2 2ET EI '
w 0 0

The local flexibility matrix due to the presence of the crack was given as

CuR Sym
_ 1 0 CxnR
[C] = | o 0 Cu/R (2.8)
0 0 Cwa/R Cu/R
The total flexibility matrix for the cracked section was given as
[C] = [Co] +[Cd (2.9)

where EI was the bending stiffness, [ the element length, Fo = TER?/(L —1?), R=
D/2 (for a circular shaft) and v = 0.3. C;; were computed from the derivations given

in the cited reference (Papad los and Di; g 1987).

The normalized eigenfrequency change due to a crack in a shaft was given by
(Sekhar and Prabhu, 1992),

Aw/w = f{L/D, X/L,a/D} (2.10)
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where w was the natural frequency, L the length of the shaft, X crack location, a the

crack depth and Aw the change of natural freq y. Based on ch in natural
frequencies, the crack position and depth were determined.
However, since natural frequency changes were very small, it was not easy to

locate cracks or find their depth exactly by this method.
2.2.3.2 Modal Analysis Method

Since the occurrence of cracks in a structure would change its damping, stiffness
and mode shape characteristics, the modal analysis method has been widely used in
crack evaluation; in the modal analysis all the three effects could be combined under
a single umbrella.

Mode Shape Change: West (1984) developed the first systematic use of mode
shape information, viz., modal assurance criteria (MAC) for the location of structural
damage. The change in MAC across the different matrix partitions was used to
localize the structural damage.

Srinivasan and Kot (1992) found that the changes in mode shapes of a shell

rs

structure indicated damage better than the ch in fr

Salawu and Williams (1994) demonstrated that the relative mode shape changes
did not indicate the damage efficiently, using experimental data. They stated that
the selection of modes used in the analysis was the most important factor. They
further showed that the MAC values could be used to indicate which modes were
affected the most by damage (Salawu and Williams, 1995).

Fi Response Function Method: The freq p function has been

widely used for crack evaluation. Frequency response relates the applied force and

resulting structural displacement, acceleration, strain, etc. In this method, damage



27

is detected by comparing the frequency response functions of damped uncracked and
cracked structures. Researchers working in the area have developed many methods
which are described below selectively.

© Sensitivity Function Method

Some modal characteristics were generally not very sensitive to defects in struc-
tures, but there existed a sensitive frequency range in transfer or response functions
around resonance which could be used for crack identification (Wang, 1987). The
sensitivity analysis for crack diagnosis of structures, using vibration techniques, was
based on this most sensitive frequency range.

From the above study, it was found that for light to medium damped structures
(¢ < 0.707), natural frequency, displacement, velocity and acceleration were not
sensitive to changes of mass, stiffness and damping.

However, when frequency response functions were considered, sensitivity functions
n for a single degree of freedom system, became (Wang, 1987)

1

n(H/k) =T+ (2.11)
a2
- 2
WH/m) = =555 (2.12)
— < .
n(H/c) = o7+ 505 (2.13)
where @ = w/wn was the frequency ratio, H the displ frequency r

function, and k, m, ¢ the modal stiffness, mass and damping, respectively.

The peak value of [n(H/k)| or [n(H/m)| was 1/ 2 (/T —=¢Z So for small values
of ¢, the peak in the sensitivity function was higher; and the sensitive range around
the peak was distinct. The peak value of |n(H/c)| was 1.

For an n degree of freedom system, the sensitivity functions were:

W) = -t @.19)
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Re(HH, H?, )

Wl fmig) = o R 215)
Im(H.H;,H,

(| Hesl/ci5) =wﬂ|fm’2—’)cﬁ, (2.16)

The probable maximum values of 7 were 1/2(‘\/1—_(,2 (I=1.2, --- .n); and for the
n-degrees-of-freedom system, the shapes of the sensitivity curves were similar to those
of the single-degree-of-freedom system near the modal frequencies. There were multi-
sensitive resonant frequency ranges in FRF; in addition. there also existed sensitive
ranges near the anti-resonance frequencies. According to the above study, crack
detection could be carried out in the sensitive ranges of FRF, both near the resonant
and anti-resonant frequencies. X

A series of frequency points in the sensitive ranges of Hswy,wa, -+ ,wy were
chosen and the corresponding equations at each point were solved. This method
could be used to find approximate crack locations; through the use of this method,
it was also possible to find more than one crack. But it cannot be used to evaluate
the size of the crack. Moreover a large number of computations had to be used for
crack detection.

There are other papers that deal with crack diagnosis, e.g., that of Gu et al.
(1989). This paper also used the frequency response function as the parameter for
crack diagnosis. They adopted the least square identification method, using Kalman
filtering and an adaptive filtering method, to diagnose structural defects. The nu-
merical results were found to agree with experimental test results.

Li et al. (1992) also used a sensitivity method for crack defect detection. They
only measured FRF of one or a few points as the observation signals. [t was found

that the extreme values of (| Hy|/k::) occurred at the frequencies of half power points.



Their calculation model for crack detection was given by

L APL =
Al|H,| =— Z I lRe([H,,][AL]{H,-,}H,_,) (2.17)
L=1 [Hrs
where [AL] = %{k,]‘], L=1,2,---,N, and N was the number of modes considered in

the study. APy denoted the change of parameter Py, caused by damage. To verify this
method, an artificial crack occurring in an element of a modeled off-shore structure
was considered. The crack was located successfully. The severity was known from the
change of k;;. The method only provided the model for crack location and severity;
crack profiles could not be obtained by the model.

Law et al. (1992) developed a sensitivity equation based on the change in the
FRF at any point, not just the resonance. A least squares fit was used to determine
the change in the physical parameters.

o Strain Modal Analysis Method

Recently, many researchers have considered the use of strain modal analysis using
strain gauges (Tsang 1990, Bernasconi and Ewins 1989, Li et al. 1989, Chen 1996). In
a vibrating structure, strain was found to be more sensitive to cracks and convenient
to measure; therefore, it provided a more accurate method for carrying out crack
evaluation using strain modal analysis. Moreover, stresses and strains were more
basic parameters that would characterize the local behavior in a much better manner
than displacements/velocities/accelerations. In the paper on the modal behavior of
a tripod tower platform due to crack growth, Swamidas and Chen (1992) detected
cracks by monitoring natural frequencies and strain FRFs using strain gauges, ac-
celerometers and a LVDT (linear variable displacement transducer). A 1/50 th scale
model of a 340.0 m tall tripod tower platform, made of acrylic plastic, was used in
their study. Simulated saw cuts were made on the platform and at each saw cut,

which simulated a certain depth of crack, measurements of strains, accelerations and
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displacements were made and the transfer functions computed. While acceleration
and displacement transfer functions were not influenced much by the crack devel-
opment and growth, the strain transfer function changed by around 60% when the
crack grew through the thickness.
The governing equation for experimental strain measurements was given by (Tsang,
1990).
(~2[G] + [H){e()} = {Fw)} (2.18)

A theoretical expression of the strain responses was given by (Li et al. 1989)
€ = [N 0l{F} = [H]{F} (2.19)

where [H¢] is the strain transfer function, ¥* the strain mode shape, and ¢ the
displacement mode shape. From the analytical and experimental results, it could
be stated that strain FRFs had larger changes as the crack size increased; similar
changes were observed to be much smaller for acceleration and displacement FRFS.
Hence the use of strain FRF's as a crack size and location estimator was an attractive
concept that would require more detailed theoretical and experimental investigations.

Flexibility Changes: Pandey and Biswas (1994) detected and located the damage
by using changes in flexibility of the structure. Their numerical and experimental
results showed that the estimates of the damage condition and the location of the
damage could be obtained from just the first two measured modes of the structure.
Mayes (1995) measured flexibility from the results of a modal test on a bridge to
locate damage.

Modal Sensitivity Function Method: When cracks occurred in a structure, mass,

stiffness and damping distributions were affected; this caused a change in mode shapes

and modal frequencies. So the sensitivity function for mass, stiffness and damping
could also be used to evaluate cracks. The method derived the physical and modal
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properties for the cracked structure in terms of the same property of the uncracked

structure. plus an i 1 change (M: and Richard 1990, Richardson

and Mannan 1991).
For classical or proportional damped structures, stiffness, mass and damping sen-

sitivity equations could be obtained, respectively. as:

{U: + dU}TdK|{U; + dU} + 2{dUNT[KI{U} + {dU}T[KI{dU} (2.20)
= “’l.z - “,-0‘3

(Ui + dU YT [dM|{U; + dU} + 2{dU} T [M{U:} + {dU:} T [M]{dU;}

= @{dU} (KU} + {dUYT[KHdU:} ~ (,? - wo,2))/wf, (221)
(Ui + dU}T(dCHU; + dUL} + 2{dU:}T[CI{U:} + {dU}T[C{dU}

=2(di,? ~ do,?) (2.22)

i=1---m modes

where U; is the mode shape matrix, wo; and wy; the natural frequencies without and
with a crack, and dp; and d; the damping coefficients without and with a crack.

For a small change the local stiffness changes could be written, using Equation
(2.21), as

(Ui® + Uji? = 2UnUje)dki; = wi? = wo,? k=1---m modes (2.23)
et gl f] 3 & x
i J

This formula required only the mode shape of the unmodified structure plus
changes in the frequency of the modes. So a crack which caused a local stiffness
change could then be detected, located and quantified. Similar equations could be
obtained for mass and damping changes. Cracks were located by observing the change
of stiffness or damping or mass.

The method is good theoretically, but not of practical use in real situations.
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The frequency changes are quite small in real structure. So the functions are not
sufficiently sensitive to cracks.

There are also many other variations to this method, viz., (i) flexibility monitoring
method presented by Rubin et al. (1983) which used changes in the deflection shapes
to detect damages; and (i) method presented by Park et al. (1988), and He and
Ewins (1986), which used modal shape and natural frequency to find the difference
between element stiffness matrices for undamaged and damaged structures.

Another sensitivity method, known as the Local Modal Crack Sensitivity (LMCS)
method, was developed to find the location of a crack (Meneghetti and Maggiore,
1994). The sensitivity function given by these workers combined natural frequencies
with mode shapes.

At the crack location z", the following relationship was obtained:

dw, 1 d%,

wr = Q_k,. dz?

)2.6B (2.24)

where, § B = §Ddz, D = EI. The Local Modal Crack Sensitivity (LMCS) for a beam

in bending was defined as
L d’,

S =52 (2.25)

where @, was the rth mode shape, w, and k. the natural frequency and stiffness of
rth mode.

Considering only the flexural vibration, in a given plane, at abscissa z°, where
the crack was localized,

5 _ dwjjw; _ dwnfuwy (2.26)

C S Sile)

where w; and w; are frequencies at modes j and I.

Considering
duwyfwy
Si(z)

Ow; [wj

wie) = S

Wi(z) =
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and plotting the two functions W;(z) and W;(z), one would obtain the crack location
at the intersection of W; and W;.

In many cases the crack sizes could not be determined by this method. Moreover,
there were other shortcomings for this method. Because of the symmetry of the
curves obtained in the plotted figures, one could not judge from the intersections
whether there existed one or two cracks; or in the case of one crack, one would not
know whether the crack was at z/L = 0.25 or 0.75.

Ko et al. (1994) detected damage in steel framed structures with the combination
of MAC, COMAC and sensitivity analysis. The results showed that particular mode
pairs could indicate damage, but when all mode pairs were used, the indication of
damage was masked by modes that were not s;.nsitive to the damage.

Strain Energy Method: Dong et al. (1994) presented a method using fracture
mechanics theory and finite element computation that could be used to detect cracks
in a reliable manner. They developed a special cracked element and used a general

dynamic analysis procedure to pute the eigenp ; thereafter, experimental

modal analysis was carried out in the time domain using strain gauges. The stiffness
matrix of the cracked element was obtained by considering the changes in strain
energy produced by the crack.

The strain energy of an element without a crack could be expressed by

WO = L (ML Mo P L2+ 1P2 18 (2.27)
3BT 3

where E was the modulus of elasticity, [ the moment of inertia of the cross section,
M; the moment at the ith cross section and P; the shear force at the ith cross section.

The change in strain energy produced by the crack was

1-v
w =12 /u“ (Kisto + Kip,) + Kip, Jda (2.28)



34

where v was the Poisson’s ratio, a the depth of the crack, and b the width of the
cross section. Kruy,,,, Kip,, and Kyrp,, were the [ and II types of stress intensity
factors caused by Mj;; and Pi.,, respectively.

The flexibility matrix of such a cracked element (with the right end fixed) could
be obtained according to Charles’ theorem (Dong et al. 1994),

Fwe e

= e — k=12
Cik agapk*'apjap,‘ (hk=12) (2:29)

where, P\ = Py, Po = My,

The stiffness matrix of cracked element can be obtained from

[K]. = (Tl[Cl[T]" (2:30)
where
T
m=[% 1] @3
(P M, Pigt, Migt)T = [T)(Pist, Mist)T (2.32)

Therefore, the eigen equation of the cracked beam was
(K= MMD{e} =0 (2.33)

where [K'] was the global stiffness matrix of cracked beam, ); the eigenvalue of the
ith mode, and ¢,’ the mass orthonormalized displacement eigenvector of the beam
with j** crack depth for ith mode. Experimental verification was carried out for the
equivalent beam specimen with a crack at the center. Numerical and experimental
results showed that the natural frequencies could reflect both the crack location and
crack size; but changes that occurred in natural frequencies were very small and not

easy to measure.
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Generally, the first mode shape was observed to be most sensitive to damage
occurring in the beam. because it had no node. When a crack occurred at the node,

the cor ding natural freq y did not experience any change.

Stubbs et al. (1995) presented a method based on the fractional modal strain

energies for a Bernoulli-Euler beam. The technique did not require computation of
sensitivity matrices from a prior model. However, it required the structure to be
well-suited for representation by beam elements.

Curvature Mode Shape Method: Pandey et al. (1991) developed the curvature

mode shape method in time domain. The curvature change that occurred in the
structure was found to be local. The method did not require extensive computation.
Damages were found by comparing curvature mode shapes and the natural frequen-
cies. The problem was analyzed using the finite element method. Curvature at a
point in a beam was given by

v = M/(EI) (2.34)
where v” was the curvature at a section, M the bending moment at a section, E the
modulus of elasticity and [ the second moment of the cross-sectional area. From the
displacement mode shapes, curvature mode shapes were obtained, using a central

difference approximation,
v = (vipr = 20+ vin)) /R (235)

where h was the length of the element.
Two cases were investigated in the paper, viz., a cantilever beam, and a simply

supported beam. The absol h in displ mode shapes and the cur-

vature mode shapes between the uncracked and cracked beam were plotted over the
length of the beam.

For the cantilever beam model, the absol h in displ mode shapes
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were not localized in crack region; but for each curvature mode shape, the maximum

absolute difference b d d and und d beams occurred in the dam-

aged region. The d was d d by the absolute maximum difference for

damaged/undamaged curvature shapes. When severity of the crack increased. the
difference also increased in the cracked zone. Since curvature was proportional to
the bending strain. curvature mode shapes could be obtained directly by measuring

1 or leration

strains instead of disp

Applying Pandey et al.’s idea (1991), Perchard (1993) & Salawu and Williams
(1994) did experiments on cantilever and simply supported steel beams. Salawu and
Williams (1994) detected damage by two methods, viz., curvature mode shape and
mode shape relative difference methods. The definition of curvature mode shape was

the same as in Eqn. (2.35); while the mode shape relative difference was defined as

_ {%e}: — {¢0}-
{RD}, = e (2.36)

where {@,}. was the rth mode shape of the undamaged structure and {¢p}. the rth
mode shape of the damaged structure. From their experiments and analyses, they
concluded that neither the curvature mode shape method nor the mode shape relative

ofs

difference method were ory for locating d:

[t must be noted, however, that there were three deficiencies in their experiments
and analyses: (i) they did not simulate the damage properly for detection, since the
size of the damage they examined was too large; (ii) more accelerometers should have
been used (which meant that a larger number of experimental elements would have
been considered) so as to make the resultant curves more realistic of the mode shapes;
and (jii) a curve fitting procedure should have been used in order to see the trends
in modal shapes clearly.

Chance et al. (1994) found that the numerical calculation of curvature from



37

mode shapes resulted in unacceptable errors. However, the results could be improved
dramatically when measured strains were used instead of directly measured curvature.

Zhang and Aktan (1995) stated that changes in curvature of the uniform load
surface were sensitive indicators of local damage. The uniform load surface was the

deformed shape of the structure when subjected to a uniform load.

2.2.3.3 Nonlinear Method

Actis et al. (1989) developed a finite element model for a beam with an opening
and closing crack. Crack presence was determined by observing the sign of the bend-
ing moment at the crack location. Their results showed that higher harmonics were
generated due to opening and closing of the crack.

Shen et al. (1992) developed a closed-form solution for the vibration of a beam
with an opening and closing crack subjected to low-frequency harmonic excitation.
They modeled the cracked location of the beam as a bilinear oscillator, and indi-
cated the possibility of identifying damage based on the frequency and magnitude of
harmonic vibration.

Prime et al. (1996) found by experiments that "harmonic mode shapes” were

more sensitive to crack depth, and they located cracks better than conventional

mode shapes. They ined the i of a cantilever beam contain-

ing an opening and closing crack using the Wigner-Ville distribution techniques. The
Wigner-Ville Distribution (WVD) determines the energy density of a signal as a func-
tion of time and frequency. When a number of frequencies appear as possible sum
and difference of all natural frequencies due to the opening and closing of c}ack, the
energy gets distributed into these side frequencies, as may be shown by the WVD.
Shumin et al. (1995) presented a crack model with the stiffness of the solid mate-
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rial in the plane of the crack changing gradually due to the opening and closing of the
crack. The dynamic responses of a beam were investigated for this model. The non-
linear behavior of a cantilever beam changing with crack severities was examined. [t
was seen that the natural frequency of a specimen containing a continuously opening
and closing crack was between that of the specimen with a completely closed crack
and one with a completely open crack. Use of a completely open crack model, to
predict a fatigue crack influence, would underestimate the crack severity and could
lead to catastrophic failure. [t was also seen that when the crack was small, the

nonlinearity for displacement response was negligible.
2.2.3.4 Neural Network-Based Metho;:ls

Neural network-based methods have only been developed during recent years.
They aim at locating and sizing the damage in complex structures. The most popular
method used is the multilayer perception concept (MLP) trained by back propagation.

Neural networks are computational models inspired by the neuron architecture
and operation of the human brain. They were developed to mimic the pattern recog-
nition capabilities of the human brain. The strength of neural network solutions lies
in their pattern recognition capabilities. When statistical curving fitting, or other
equation solving methods fail because of rank deficiency or other related numerical
problems, neural networks often give very usable results. A neural network is an
assembly (network) of a large number of highly connected processing units, the so-
called nodes or neurons. The neural networks are capable of self-organization and
knowledge acquisition, i.e learning. Neural networks "learn” from examples and ex-
hibit some structural capability for generalization. Training consists of providing a

set of known input-output pairs, patterns, to the network. The network iteratively
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adjusts the weights of each of the nodes so as to obtain the desired outputs (for each
input set) within a requested level of accuracy. Error is defined as a measure of the
difference between the computed pattern and the expected output pattern.

Kudva et al. (1991) used a back propagation neural network to identify damage
in a stiffened panel consisting of 4 x 4 array bays. Damage was modeled by cutting
holes of various diameters in the plate at the center of the bays. The authors found
that a neural network was able to predict the location of the damaged bay without
an error, but there were errors of 50% or more on the prediction of hole size.

Leath and Zimmerman (1993) used an MLP neural network, based on a training
algorithm, to identify damage in a four element cantilevered beam. The damage in
the beam was modeled by reducing Young’s modulus up to 95%. The algorithm was
able to identify damage with a maximum error of 35 %.

Ceravolo and Stefano (1995) used a back propagation neural network to identify
damage in a truss structure modeled using a finite element method. Damage was
modeled by removing elements of the truss. The network located the damage well.
The authors did not discuss how noisy measurements or multiple damage would affect
the results.

While neural network methods have been used by others in an attempt to detect

and locate structural defects or damage, they have not been used in this thesis.

2.3 Conclusions

From the literature survey carried out above, it is found that the dynamical methods
for defect/crack detection have advantages over conventional methods presently used
for monitoring cracks and damage in off-shore structures. Conventional methods are

quite difficult to use for deep sea inspection due to: (i) prohibitive costs of equip-
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ment and operation; (ii) some procedures cannot be used on complex structures; (iii)
most off-shore structures need cleaning of joints; (iv) these methods cannot moni-
tor the structural deterioration continuously; and (v) the need for diver-assistance.
Hence modern dynamical methods present an attractive alternative to the conven-
tional methods such as radiography or magnetic particle inspection.

Of the four methods of vibrational crack detection outlined in the literature re-
view given above, viz., (i) frequency-based methods; (ii) modal analysis methods:
(iii) nonlinear methods; and (iv) neural network based methods, a modal analysis
method has been selected for detailed i igation of the probl lined in this

thesis. The strain modal analysis method which uses the outputs from the strain
gauge sensors to identify cracks, will be utilized in the subsequent studies to iden-
tify the crack damage in tubular T-joints. In addition to strain mode approaches,

displ: /acceleration based hes will also be used to interpret the results

obtained from 1 Nonli pp h itated by the li

crack opening and closing experienced by the tubular T-joints, under dynamic ex-
citation loads, will also be used to interpret some of the characteristic experimental

results obtained in this study.



Chapter 3

Theoretical Background for
Analysis and Experiment

3.1 Introduction

For the investigation considered in this thesis, modal testing was carried out on four
fatiguing tubular T-joints to determine the characteristic behavior of progressively—
deteriorating structures. The experimental procedure used fatigue and modal testing
techniques, along with ink staining and beach marking procedures to mark the crack
profile. [n the modal testing and analysis procedure, the structural component was
vibrated using a known excitation; outputs from accelerometer and strain gauge
sensors, located at preselected critical locations, were acquired and analyzed with a
parameter identification algorithm to identify critical modal parameters. The test
was carried out under closely controlled laboratory conditions to obtain accurate and
detailed information on dynamic or vibratory behavior.

The experimental results, consisting of static and dynamic response data (stresses,

natural frequencies and strain freq: functions) were correlated with

results obtained from numerical analysis carried out using an experimentally validated
dynamic finite el analysis proced The finite el model used eight noded

and six noded shell elements for the structure and six noded line spring elements for

41
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the crack.

3.2 Modal Analysis and Vibration Theory

3.2.1 Modal Analysis

Based on vibraticen theory described in section 3.2.2 to section 3.2.5, vibration testing
and measurement for modeling purposes are also referred as modal testing, modal
analysis, or experimental modal analysis. Experimental modal analysis is the deter-
mination of natural frequencies, mode shapes. and damping ratios from experimental
vibration measurements. Modal analysis procedure includes instrumentation, signal
processing or modal data acquisition. modal parameter estimation and modal data
presentation.

A vibration measurement generally requires several hardware components. The
basic hardware elements required consist of a source of excitation. called an exciter. for
providing a known or controlled input force to the structure, a transducer to convert

the mechanical motion of the structure into an electrical signal, a signal conditioning

amplifier to match the characteristics of the t to the input el ics of the
digital data acquisition system, and an analysis system (or analyzer) in which signal
processing and modal analysis computer programs reside.

The two most commonly used exciters in modal testing are the shaker and the
impulse hammer. The preferred device is often the electromagnetic exciter and this
is used in this research. The details of the exciter used are given in section 4.6.2.
The most popular and widely used transducers, such as accelerometers, are made

from piezoelectric crystals. Strain gauges can also be used to pick up vibration
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responses. Among many available strain gauges such as electrical-resistance strain
gauges, metal-foil strain gauges and semiconductor strain gauges, electrical-resistance
strain gauges are the most common choice of the great majority of experimentalists
and were selected for this research. This choice is based on the fact that the electrical-
resistance strain gauges are usually the cost-effective method of measurement because
the gauges exhibit most of the optimum characteristics commonly used to judge the
adequacy of a strain-gauge system.

Once the response signal has been properly conditioned, it is routed to an ana-
lyzer for signal processing. The type of the analyzer used in this research is a digital
Fourier analyzer, also called the fast Fourier transform (often abbreviated FFT) an-
alyzer. The analyzer’s task is to convert analog time domain signals into digital
frequency domain information compatible with digital computing and then to per-
form the required computations with these signals. Also, all of the commercially
available analyzers are marketed as turn-key devices. The theory of the digital signal
processing built in the analyzer in this investigation is described in section 4.10.

Once the fi 'y Tesp function is ed by the analyzer, many methods

could be used to extract modal parameters such as natural frequencies, damping
ratios and modal amplitudes associated with each resonant peaks. The most common
methods used for the extraction are polynomial curve fit and circle-fit methods. In
this study, the first method was adopted for modal parameter extraction which is
described in section 4.11. A single curve was fitted first, and multi-curve fits were
performed after the single curve fitting.

Modal data presentation is simply the numerical tabulation of the frequency,
damping, and modal vectors along with the associated geometry of the measured
degrees of freedom (Ewins 1995, [nman 1994).



3.2.2 Vibration Theory General Description

Our world is attractive because it is filled with many varieties of structures. Un-
fortunately, it is almost impossible to establish the equations of motion for most of
the continuous systems we see around us. The structures are usually considered as
sub-units and modeled as simpler representations using discrete modeling before any
analysis is carried out. The most basic discrete system is the single degree-of-freedom
system (SDOF). Very few structures can be fully represented by this single-degree-
of-freedom system; but the dominant behavior of many structures can be modeled
by a single-degree-of-freedom system. Generally, a structure is modeled as a multi-
degree-of-freedom (MDOF) system; the MDOF system can be considered to be made
up of the summation of responses from a number of related SDOF systems.

A number of independent coordinates are required to describe the motion of a
system; these are called the degrees-of-freedom of the system. I[n a MDOF formula-
tion, a structural or mechanical system subjected to dynamic excitation requires the
specification of displacements at a number of locations in the structure and along
more than one coordinate direction. The system properties are expressed by mass
[M], stiffness (K] and damping matrices [C].

In a theoretical analysis, three consecutive models should be considered, i.e., a
spatial model, a modal model and a response model, whereas in-an experimental
study it is done in the reverse manner. In a spatial model, mass, stiffness and
damping matrices are used to describe the physical structural characteristics; the
terms within these matrices are dependent on the geometric characteristics of the
location selected for the degrees of freedom of the system. The analysis of the spatial

model gives the modal model wherein a description of the structural behavior in terms
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of the eigenvalues and eigenvectors of the structure are obtained, i.e., a set of natural

3

with corresponding vibration mode shapes and modal damping ratios.

The modes are called natural modes since they are obtained without any external

excitation. When a structure is set to vibrate under a given excitation. the system

is described as a response model. The resp model ists of a set of fi y
response functions (FRFs), which describes the characteristic modal behavior of the
structure to a given external excitation. The FRF for a system under harmonic
or sinusoidal input gives a well-posed mathematical problem and its solution gives
the distinct system properties of a frequency response function. For a system under
periodic or transient excitation. the force can be represented by a series of sinusoidal
functions and hence the corresponding FRF derived. For a system subjected to

random vibration, FRF is derived using the results of spectral analysis.
3.2.3 Governing Equations of Motion

Normally. a structural system has hysteretic damping properties which leads to a
nonlinear behavior of the system. [n a weakly damped system, the system is treated

as a linear system; c ly system li ity is neglected. Hence, in this study

only viscous damping behavior is considered for the structural characterization.
For a multi-degree-of-freedom damped vibration system, the matrix equation of

motion is given by

[M{a} + [Cl{a} + K{u} = {f} (3.1)

In the analysis, it is easier and more meaningful to specify modal damping ratios
than to construct a damping matrix since damping resistance is difficult to relate
to any measurable physical characteristics. As a general case, the viscous damping

matrix can be selected to be a linear combination of the mass and stiffness matrices.
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Proportional viscous damping is defined as

[C] = a[M] + 3[K]
where [C] is the damping matrix, and a and 3 are real scalars.

For a system with proportional viscous damping, it is well known that the mode
shapes or eigenvectors are equal to the ones of the undamped system: similarly the
eigenvalues are the same as the undamped ones.

The typical variation of ¢, (representing & or 3 with w,) is shown Figure 3.1; this

can be specialized to either mass-proportional (3=0) or stiffness-proportional (a = 0)

damping (Petyt, 1990). Substitution of
{u} = (M} {q} 32)
into Eqn. (3.1) and pre-multiplying by [M]~%, and neglecting {f}, gives (Inman,
1995)
{@} + (elf] + B[R} {4} + [K]{g} =0 (33)

where [K] = [M]~#[K|[M]%.
Substitution of {g} = [¥]{r} and premultiplying by (|7 which are eigenvectors
of [K], gives

{7} + (alf] + BIAD{F} + [Al{r} =0 (34)
or the decoupled equation can be written as
Fr + 26w, fr +wir, =0 (3.5)

where, (- = a/%w; + Buw,/2.
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(a)

Mass proportional

4

Stiffness
proportional

(b)

Figure 3.1: (a) Rayleigh damping; (b) Mass- and stiffness- proportional damping
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(Al = [I"R]] = (] (3.6)
‘The response is
rr = A=t sin(wit + 0,) 3.7
and
{u} = [SKr} (38)

where [S] = [M|~%[¢], A, and ¢, are constants and determined by initial conditions.

The eigenvalues and eigenvectors for the above equation are

s12 = —wl Eiwe/1 - (3.9)
W, =wey/1-¢? (3.10)

[¥ldamped = [¥lundamped (3.11)

When the applied forces are harmonic, then the force vector can be expressed as

{f} = (Fe*} (3.12)
(M]H{y]{Fet}

Equation (3.1) now becomes

{7} + [Cl{7} + [Al{r} = {Qe™} (313)



where,

@
{Q}

(26w, 1)
(M]3 [l{F}
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(3.14)

The steady state response is obtained by assuming that response is harmonic with

frequency w. This gives

which leads to

Hence

[A =@ + i@CI{7} = {Q}

{7} = [A = &1 + 2iG w117 {Q}

Substitution of Eqns. (3.17) and (3.15) into (3.2) gives

{u} =

where

(M]3 [BIT(A — 9% + 2iGau, 1) ][ M] ™ {F}et
(H(@){F}et

[H@)] = M]3 [][A - @1 + 2w, ]~ [][M] 3

(3.15)

(3.16)

(3.17)

(3.18)

(3.19)

is the matrix of receptances. Hji(w) is a transfer function of receptance (displacement

response) which is the response in degree of freedom j due to a harmonic force of
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unit magnitude and frequency w applied in degree of freedom k; Hjx(w) is called a
point receptance. From Eqn. (3.19), it can be seen that (Petyt 1990, Ewins 1995)

M M

W2 = &P + i, (3-20)

N
Hu(@) =3
r=1
3.2.4 Random Vibration

Section 3.2.3 gives the analytical forrmulation for the vibration characteristics of
MDOF systems and their frequency response functions under the harmonic vibra-
tory force of Fe**. In the experimental modal analysis, the structure is subjected to
a swept sine excitation and the relevant theory is obtained by assuming the forcing
function to be a random one. For random vibration analysis, which has no regular
response pattern at any time t, statistical methods are used to obtain the FRF char-
acteristics. In addition (since responses are governed by the varying environmental
and contact conditions at the site of excitation/measurement) performing a number
of identical tests and averaging the results gives more accurate solutions.

For random vibration, the excitation force f at a certain time is only known in a
statistical sense. The frequency response function H(w) is given by the estimation of

the relevant spectral densities and can be expressed as (Inman 1994, Ewins 1995)

H(w) = Suu(w)/Sur (@) (3.21)
or
H(w) = Spu(w)/Ssr(w) (3.22)

where S,,(w) and Sy(w) are power spectral densities which are the Fourier transforms
of autocorrelation functions R,,(7) and Rss(7), respectively; these can be expressed

as
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Sul) = 5 [ Rulr)e"dr (3.23)

Spp(w) = %ERII(T)e_MdT (3.24)
1 /T

Ru(r) = Jim = [ u(®u(t +r)ar (3.25)
1 /T

Rystr) = Jim 7 [ F02(f +7)ir 3:26)

where T is period of the signal.
Sus(w) and Spu(w) are cross-spectral densities which are the Fourier transform
of the cross correlation functions Ryus(7) and Rp,(7), respectively. They can be

expressed as

Sur(w) = 2% /: Rys(r)e™™7dr (3.27)
1 T

Ruy(r) = Jim = /o u(t) f(t + 7)dr (3.28)

Sup(w) = Sfu(w) (3.29)

where S}, (w) is the complex conjugate of Sus(w).

The coherence function is used to check the noise in the signal. [t is defined as

_ISu(@P
7 = S5 (3.30)

4?2 lies between 0 and 1. 7? = 1 means a pure signal and 7> = 0 means pure noise.

Normally, near the structural resonant frequency, v* should be equal to 1.



52
3.2.5 Strain Frequency Response Functions

Strain gauges were used in the present experimental measurements to get the strain
frequency response functions; accelerometers were also used to obtain the acceleration
frequency response functions. The strain gauge technique for modal testing has been
developed only during the past decade. The formulation of the strain frequency
response function was developed by Ewins (1987) and Li et al. (1989) which is
summarized below. The strain frequency response function is defined as the strain
per unit force, expressed in the frequency domain.

For a proportionally damped system under harmonic excitation. the equation of

motion is expressed as
[M]{i} +[C{a} + K{u} = {/} (3.31)

where {f} = {F}e™*.
For three di ional probl the displ has three p s U,V and

W in the directions z,y and z, respectively. Similarly the exciting force has three

components. They can be expressed as

U

(u}={ v } (3.32)
w
Fy

(F}={F, (3.33)
F.

Assuming {u} = {U}e®, where {U} can be expressed in terms of eigenvectors

{0} = [l{a} (3:34)

ion of above ion into Eqn. 3.31 yields



[BI(—2*[M;] + [K.| + i[C.]) " [e]"{F}
BN el {F} (3.35)

-~

=

-
[l

]

where [\]7! = (—@?[M,] + [K,] + ia[C/])".

According to the theory of elasticity. the relationships between displ {u}

and strains {e} are given by

U v aw
€= e €y = W &= 5 (3.36)
U oV v oW aw aUu
VW=E+E' ’Yy:=a_z+Wx 7a=¥+6_z (3.37)
Hence
&
€y
€
{ek = 3 2 (3.38)
Yoo
= [H|{F}e™ (3.39)

where H¢ = [¢][A]'[¢]” is strain frequency response function, [¢¢] is strain mode

shape and [¢)] is displacement mode shape. Its elements are expressed by

¥ (85:) (@)
— \GrRO)
5 (W - @+ 21Gw) @.40)

e _
ik =



3.3 Finite Element Method

It is almost impossible to get an exact mathematical solution for the dynamical prop-
erties of a complex structure. Hence. approximate numerical results are obtained
using the finite element method. When the finite element method is used in analysis,
a geometrically complex domain of the structure is divided into a number of geomet-

rically simple sub-d ins called el and the el are d together

by nodes. Interpolation functions are normally assumed for the elements. When
solving a problem using the finite element method, an energy method of solution
utilizing a variational procedure is made use of. In solving a problem, the following
procedures are used: (i) element geometry is defined first; (ii) displacement fields are
assumed; (iii) strain-displacement matrix, stress-strain matrix, element stiffness and
mass matrices are derived. based on elastic or plastic behavior. The general equations

of elasticity. as used in the FEM analysis, may be found in Appendix A for reference.

3.3.1 Shell Element

Figure 3.2 shows the eight noded quadrilateral and six noded triangular elements
which are used in this study. These elements are known as degenerate thin shell
elements in which the transverse shear stiffness acts as a penalty function to impose

the Kirchhoff constraints. Unlike the elements based on thin shell theory, these

elements could be applied to any general shell with a loading and

boundary conditions (ABAQUS Manual 1994, Hinton and Owen 1984, Bull 1990,

Ashwell et al. 1976). The details may be found in Appendix A for reference.

3.3.2 Solution Procedure

The general purpose finite element computer program ABAQUS was used for solv-

ing the bled matrix ions of i In ABAQUS the dynamic response
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studies were performed by using the eigenmodes of the system as a basis for calcu-
lating the response. Eigenvalue techniques were used to extract the frequencies and
mode shapes of the system. The subspace iteration technique was used and a suitable
number of basis vectors were chosen to start the iterative procedure. In addition to
computing the natural frequencies and mode shapes, ABAQUS would automatically
compute the generalized mass of the system also.

After carrying out the eigenmode extraction procedure, the modal response was
obtained by using the steady-state harmonic response analysis procedure available
in ABAQUS. The harmonic response at any given frequency was obtained as a fre-
quency sweep by applying the harmonic loading at a series of different frequencies
and recording the response. The steady-state harmonic response was calculated from

the eigenvectors and eigenmodes of the system.

3.3.3 Line Spring Element

Line spring elements are designed to model part-through cracks in plate or shell-type
structures. Line spring elements work because the only key parameters of interest
that characterize the crack at any location are J and /or K, and we know that these
parameters can be estimated without detailed knowledge of the local solution around
the crack front. The basic concept is that these elements introduce the local solution,
dominated by the singularity at the crack tip, into a plate or shell model of the
uncracked geometry.

The degrees of freedom will be decreased dramatically for finite element analysis
when line spring elements are introduced to replace a crack. Line spring elements
provide inexpensive evaluation of part-through cracks in shell or plate members. The
concept is based on replacing the part-through crack with equivalent distributed

springs which match the compliance characteristics introduced into the structure by
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the crack. Line spring elements provide great savings and the possibility of carrying
out a linear structural analysis. However, the results obtained from a line spring
element will not be accurate when the crack front has large curvature; also the lo-
cal stresses around the crack front will not be very accurate. This method does
not provide useful results when crack depths are less than 2% or greater than 95%
(ABAQUS, 1996). Moreover the opening and closing of the crack. occurring due to
the cyclic loading of a structure, is not modeled by the line spring elements. A line
spring element is shown in Figure 3.2.

The stiffnesses of a line spring element are obtained by matching the local com-
pliance of the crack with that of a single edge notch specimen shown in Figure 3.3.
In the figure, the specimen is under remote tension Ny and moment M[, where the
subscript [ indicates loading that will lead to mode [ (opening) cracking. Au; and
Ag are the additional displacement and rotation due to the introduction of a crack.

Since the stress intensity varies linearly with load, the stress intensity K can be

written as (ABAQUS, 1994).

Ki=kiNt+keMr =kQ; i=1,2 (3.41)

where k; is stress intensity factor for a single edge notch specimen under unit remote
tension or bending. k; is a function of both crack depth a and specimen thickness t.
Q; is a generalized force.

The complementary energy Q. of the cracked single edge specimen can be ex-
pressed as

0 = 50640 (342

where C;j; is the compliance of the cracked specimen. Also
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g = Ci;Q;
where ¢; is conjugate generalized displacements with ¢; = Au; and g = Ady.
The stress intensity factor is related to the energy release rate per crack tip ad-
vance according to
K} a9,

E %% da 2

where G is energy release rate, E' = E for plane stress, and E' = E/(1 — v?) for

S le (343)

plane strain. E is Young’s modulus and v is Poisson’s ratio.

Then
K? l C;
8 - JaZuq, 3:44)
For any Q; and Q;, K7 is defined as
K} = Qikik,Q; (345)
Therefore, the compliance is defined by
aCy _ 2,
S = pokiks (3.46)
which gives
G / Ki(s)kj(s)ds (3.47)
ij = E,
The stiffness is obtained by
(Kl = [Cyil™ (3.48)

The insertion of line spring elements in the shell elements is shown in Figure 3.4.
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Figure 3.2: Line spring element .
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3.4 Fatigue and Fracture Mechanics

Damage accumulated in materials under repeated loading, viz. fatigue, often causes
crack initiation and propagation in structural members. Under small scale-yielding
conditions, the stress distribution near the crack-tip can be described by linear elastic
fracture mechanics (LEFM), which states that the stress at a distance, r, away from
the crack-tip, is inversely proportional to the square root of this distance, i.e., ¢ x
r=i. The proportional constant, in LEFM terms, is called the stress intensity factor,

K, which can be generally expressed as

K =YoyJma (3.49)
where ¢ is the nominal stress in absence of the crack, a is the crack length, and Y is
a shape factor taking into account the effect of the geometrical configuration of the
crack.

Using this LEFM parameter, Paris (1961) found that fatigue crack growth rates in
specimens of different geometry under different loads can be empirically consolidated

into one equation:

da/dN = CAK™ (3.50)

where AK is the cyclic stress intensity range which is equal to the stress intensity
factor at the maximum load minus that at the minimum load. N is the number of
fatigue cycles and C, n are constants.

Wu et al. (Wu, Koul and Krausz, 1994) obtained the same equation based on the
mechanism of restricted slip reversal (RSR), and showed that the theoretical exponent
value of crack growth in pure mechanical fatigue is 3. The validity of the Equation
(3.50) and the th ical model is d for cracks that keep fully open during
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the fatigue loading p p bly at positive stress ratios. However, in a real

fatigue crack situation, due to the elastic constraint of the surrounding material on the
plastic enclave in the wake of the crack, premature contact of the two mating surfaces
may happen before the load drops to the minimum (or zero). This phenomenon is
often referred to as crack closure (Elber. 1970) and a schematic is shown in Figure

3.5. The surface roughness and debris of corrosion. which inevitably exist due to

microstructural inh ity and envi al effects, may also enhance the crack
closure (Ritchie, 1982).

The mechanical characteristics of crack closure were first identified by Elber as de-
flection in the load versus displacement curve, which implies a change in the stiffness
of the specimen as the crack closes. Extensive experimental exploration has demon-
strated that continuous change in the specimen’s stiffness, below a certain load point,
can occur especially during load shedding tests or after the application of an overload
(Bécklund, 1981). The scenario is shown schematically in Figure 3.6.

Figure 3.6a illustrates the local strain or displacement response of a loaded struc-
ture containing a crack. The lower portion (below P;) of the curve, which has a
constant slope (stiffness), is assumed to correspond to the fully closed state of the
crack. As the load increases above Pj, the crack begins to open and the structure
enters a period of non-linear response where stiffness changes progressively. Finally,
when the crack is fully open (at P;), another period of linear response is encoun-
tered, when the stiffness remains constant, but with a lower value than the initial
value. Upon unloading, the reverse behavior is observed. P is often defined as P,
the crack opening load. Figure 3.6b shows the non-linear portion of the curve for a
specimen with cracks of different length (a=15.9 mm to a=17.9 mm). The point on
each curve where the crack is fully open during loading is identified as P, - the crack

opening load. This also corresponds to the point of first contact between asperities
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on the fracture surface during unloading. The non-linear stiffness characteristics of a
cracked structure, observed in the transition region of Figure 3.6, will be taken into
account in chapter 7, when models will be developed to predict the dynamic response
of a specimen containing an opening and closing crack.

Intuitively, one can image that crack closure should shield a certain portion of the
magnitude of the applied fatigue load and hence reduce the effective stress intensity
at the crack tip. Recently, the mechanics of crack closure have been treated by Wu
(Wu, 1995) using [rwin’s energy method. Further discussion on the effective stress

intensity range is beyond the scope of this thesis.

3.5 Summary

Basic theories of vibration and the finite element method have been provided in this
chapter. Equations of motion, and the solution procedure for eigensolutions and
frequency response functions have been summarized for a general multi-degree-of-
freedom system. Theories for strain frequency response function and random vibra-
tion have been provided so as to provide a basis for understanding the methodology
used for computing the analytical and experimental frequency response functions.
Theories required for thin shell elements and line spring elements have also been
summarized, along with a brief review of relevant information on fatigue and fracture

mechanics.
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Chapter 4

Tubular Joint Fabrication,
Experimental Setup,
Instrumentation, Calibration, and
Measurement of Responses

4.1 Introduction

In this investigation, procedures for non-destructive detection of cracks are examined
using experimental and theoretical studies. Modal testing and analysis are used to
identify cracks and to determine the dynamic behavior of the tubular T-joint. The
tubular T-joint has a chord of length 72 inches and a brace of length 48 inches as
shown in Figure 4.1. The structural details are given in Appendix B.

As summarized in the earlier literature review and discussed in the theoretical
background development, any crack present in the structure will change the physi-
cal characteristics of the spatial model, viz., mass, stiffness and damping properties.
The change of stiffness or damping will change the eigenvalues and eigenvectors of
the modal model. These changes will consequently change the frequency response

functions of the r

model including displ velocity, acceleration, and

strain frequency response functions etc. Since the crack influence on the mass is neg-
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ligible, researchers normally focus their attention on the change of stiffness to detect
a crack. Damping is quite sensitive to environmental conditions such as temperature
and moisture. and as such it is almost impossible to use damping as a reliable crack
indicator. In the present set of experiments, no definite trend in damping ratio was
found when a crack was initiated and propagated under cyclic fatigue loading.

Among the variety of methods available for crack detection, using vibration pro-
cedures, strain frequency functions were used in this study. Strain gauges were used
as the main transducers to measure frequency response functions of the tubular T-
joints. [n addition. accelerometers were used to determine the response and to verify
the reliability of the results obtained using strain gauges.

This chapter deals with experimental setup, instrumentation, calibration and mea-
surement of structural responses. These are the most important preliminary require-
ments to ensure the accuracy and reliability of data. Data processing and analysis
will be meaningful only when proper data acquisition has been made using the correct
experimental parameters.

Four specimens were tested in this study. Unfortunately, testing of the second
specimen was discontinued after the crack was initiated on one side since unreasonable
frequency shifts were observed; the bolts which connected the chord end plates to the
chord had gradually become very loose. These results could not be presented in
the thesis since the computer in which the data were stored, was also lost during a
subsequent break-in and theft from the laboratory.

The tested specimens will be discussed later. and for convenience will be identified

as 1, 2, and 3 instead of 1, 3, and 4.

jon fr r functions of the tubular T-joints were

Strain and

obtained and utilized to locate and size the cracks. Static strains/stresses, natural

frequencies and damping ratios were also measured and assessed as crack indicators.
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1 1

were located at salient points

Forty strain gauge ch and seven act

of the structure to monitor the response.

4.2 The Fabrication of Tubular T-Joints

The tubulars were ordered form Welded Tube of Canada Limited. Concord. Ontario.
The material was CSA G40.21-92 50W CLS. C. ERW steel piling of 20" OD, 0.26"
wall thickness and 54.81 Ibs per foot length for the chord; it was 10" OD. 0.26" for
wall thickness, for the brace. This material had an ultimate tensile strength of 80.576
psi and a yield strength of 58,770 psi at 2 % offset and 24 % total elongation. as per
the company data sheets.

Before starting the fabrication of the tubular T-joint, a load frame shown in Fig-
ure 4.2 was set up. The actuator mounted to the overhead frame (used for dynamic
testing) was lined up to be truly vertical. The verticality of the brace and the hor-
izontality of the chord were established with reference to the actuator and the load
frame. Spot welding was done to connect the chord and brace; for detailed welding
the partially welded joint was removed from the load frame and welded on the shop
floor. Since it was not possible to exactly line up the chord and the brace, a slight
eccentricity was introduced during the welding of the chord and brace. This eccen-
tricity would lead to assembly stresses when the test specimens were mounted in the
loading frame.

Welding was carried out by shielded metal arc welding; in this arc welding process
an arc is struck between a covered metal electrode and the components to be joined.
This causes heating and melting of the component material, and hence joining as the

liquid metal resolidifies. The details of the welding process are given in Appendix C.
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Figure 4.2: Tubular T-joint under modal test
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4.3 Characteristic Stresses Developed in Tubular
T-joints

The stresses that are developed around these welded joints are quite complex. Large
stress concentrations and consequent plastic deformations occur in these weld-toe
regions and may lead to cracking. Most of the failures that occur in platforms having
these types of complex joints are due to the growth of small cracks, that exist around
the weld-toe regions. Crack growth will finally lead to a catastrophic loss of strength
and failure. The basic configuration of these tubular joints is shown in Fig. 4.3.

Generally, stresses that develop at a joint could be considered to be made up of
three components, viz., nominal stresses, deformation stresses and geometric stresses.
Nominal stresses are the average stresses that develop at a joined region, due to
axial or bending loads acting on the brace (mainly). They do not take into account
any discontinuities in the structure. Global analysis of the structure is required to
compute these stresses. The deformation stresses occur as a consequence of the chord
and brace trying to maintain the joint compatibility during the process of structural
deformation. Geometric stresses are caused by the discontinuity around the welded
joints and will dominate the stresses that are generated around these joints. These
geometric stresses create stress and strain concentrations and exert the major effect
on tubular T-joint.

The large stress concentrations that occur at the intersections of the chord and
brace may lead to cracking along the intersection. Under a brace axial load (for the
present series of tests), the maximum geometric stresses occur at the saddle points.
Generally for all specimens under test, one saddle point will have a larger geometric

stress than the other due to errors in ali during facture. During fatigue

testing, the crack tends to develop on this side. Hence, in the present study, the
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weld-toe region containing the other saddle point was ground smooth to prevent any
crack development on that side. In spite of this precaution. it will be seen later that

cracks developed around both the saddle regions in specimen 2.

4.4 Geometric Properties of Tubular T-Joints

The tubular T-joints under test and their dimensions as given by the fabricator are
shown as Table 4.1. However. due to manufacturing errors, the real dimensions will
not be the same as those given in the fabricator’s data sheet. The dimensions for
the tested specimens were measured and listed in Table 4.1. The detailed structural

manufacturing drawings are shown in Appendix B.

4.5 Experimental Setup

Figure 4.2 shows the experimental setup for the tubular T-joints under modal testing;
The exciter was hung freely from the load frame. The exciting force was applied at
the side of the brace. Figure 4.4 shows the experimental setup for the tubular T-joints
under fatigue testing. The actuator was fixed vertically on the load frame to apply
an axial load along the brace. The tubular T-joint was fixed to a heavy steel test bed,
measuring 9’8" x 4’3" (2763 mm x 1250 mm) (Figure 4.5). The test bed was fixed to
the 3.0 feet (914 mm) thick concrete test floor; another 450 kg (4410 N) weights were
added to the test bed to increase the mass of the test bed. A rigid steel support was
designed and fabricated to support the tubular T-joints, providing simply supported
boundary conditions (Figure 4.7). Rotation around the chord axis was prevented by
a pin, inserted during modal testing. Free rotation was allowed around the chord
axis, when the tubular T-joint was fatigue tested under axial loading of the brace.

In order to connect the actuator to the tubular joint during fatigue testing, an



Table 4.1: T-joint Geometry

Geometry | Fabrication | Experimental specimen Manufacturing tolerance
data sheet measurements allowed
(Variations cover
all three
tubular T-joints)
Chord 20 inch 20-20.08 inch 19.8-20.2 inch
diameter (508 mm) (508-510 mm) (502.92-513.08 mm) | +1%
Chord 72 inch 71.81-71.89 inch
length (1828.8 mm) (1824-1826 mm) = ===
Brace 10 inch 10.74-10.83 inch 9.9-10.1 inch
diameter (254 mm) (273-275 mm) (251.46-256.54 mm) | +1%
Brace 48 inch 48.19-48.43 inch
height (1219.2 mm) (1224-1230 mm) — —
Chord wall |  0.25 inch 0.24-0.29 in 0.22-0.28 in
thickness | (6.35 mm) (6.23-7.366 mm) 5.56-7.14 mm +124%
Brace wall | 0.25 inch 0.248-0.29 inch 0.22-0.28 in
thickness | (6.35 mm) (6.3-7.366 mm) (5.56-7.14 mm) | £124%
End plate 25 inch 25.08-25.16 inch
diameter (635 mm) (637-639 mm) — -
End plate 0.75 inch 0.76-0.77 inch
thickness | (19.05 mm) (19.4-19.6 mm) — =
Top plate 15 inch 15.08 inch
diameter (381 mm) (383 mm) = —
Top plate 0.75 inch 0.752-0.768 inch
thickness | (19.05 mm) (19.1-19.5 mm) = —

1inch = 25.4 mm
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extra square plate of 10 inch sides and 1 inch thickness was welded on the top of
the plate connecting the brace to the actuator (Figure 4.6). To prevent the buckling
of the end plates of the chord of the tubular T-joint, a heavy stiffening framework
was welded on to the end plate, as shown in Figures 4.8 and 4.9. The shaker was
suspended freely from the supporting frame for modal testing, as shown in Figure
4.2, to allow for inertial force loading on the T-joint. The shaker was at an angle
of about 45° to the chord axis and excited the brace of the tubular in a horizontal

direction, generating in-plane and out-of-plane bending motions.

4.6 Instrumentation

In this investigation. the method of single-point excitation and multiple-point data
acquisition was adopted. The instrument setup is shown in Figure 4.10 with the
flow chart for system operation given in Figure 4.11. Fatigue loads were applied by
the hydraulic actuator (MTS 244) to generate fatigue cracks; an MTS 407 controller
was used to control the hydraulic actuator. During modal analysis, the hydraulic
actuator was removed, and a B & K 4809 PM vibration exciter was connected to
the T-joint through a stinger for carrying out modal excitation; a Kistler model 912
load cell was attached to the stinger and connected to the tubular joint excitation
point. Basically, an exciter, transducers and a signal analyzer were required to set
the system up. Swept sine signals having different frequency ranges were generated
from an HP 3314A function generator. The signal was passed through a B & K 2706
power amplifier to the vibration exciter which excited the specimen. The excitation
force was measured by the Kistler load cell, model 912. The strain-gauge signals
from the strain gauges were passed through a Keithley 706 scanner and through a
Vishay 2120 strain gauge conditioner to a KH 3323 filter and finally to the first
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channel of the B & K dual channel 2034 signal analyzer. The force signal from
the load cell was passed through a 2626 B & K conditioning amplifier to the second
channel of the same signal analyzer. Also, the acceleration signals from STRUCTCEL
accelerometers were passed to the signal analyzer, to obtain acceleration FRFs. The
STAR program was used to acquire the data from the analyzer for further analysis.
The division of the strain-gauge/accelerometer signals by the force signal, carried out
by the software available in the signal analyzer, gave the strain/acceleration FRF for

the strain-gauge/accelerometer location.
4.6.1 Command Signals and the Function Generator

Many signals can be used to excite the structure for modal testing such as swept
sine, random, transient and sine chirp. Swept sine signals were used in the present
investigations. A swept sine input consists of a harmonic force of constant magnitude
fi with frequencies ranging from a small value to the specified maximum value. A
sample of a swept sine signal is shown in Figure 4.12.

The swept sine signal was generated by a HP 3314A function generator. The

HP 3314A was a multi-mode, HP-IB progr ble function r featuring

sine, square and triangular functions ranges from 0.001 Hz to 19.99 MHz. It had

q 1

a sophisti | ation of the operating modes plus precision control of the

trigger signal.
4.6.2 Exciter

The exciter provides the driving force for the modal analysis. The two most com-
monly used i are the el ic shaker and the impulse hammer. The

electromagnetic shaker has the advantage of providing large enough input to give eas-
ily measurable and controlled response. The input electrical signal from the function
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generator to the shaker is a voltage that causes a proportional force tc be applied to
the test structure.

A PM vibration exciter type 4809 was used in the present experiments to provide
modal excitation. The maximum force rating was 44.5 N (10 Ibf) for vibrating speci-
mens at frequencies ranging from 10 Hz up to 20 kHz. The moving coil of the exciter
had a nominal impedance of 2 Q with a maximum current rating of 5 A RMS. With
assisted air cooling the maximum current and force rating may be extended up to 7

A RMS and 60 N (13.5 Ibf), respectively.

4.6.3 Transducers

Strain gauges and accelerometers were used to measure the responses which were
later used to obtain strain and acceleration frequency response functions, respectively.
Three types strain gauges were used in the present set of experiments. They were
EA-06 240 LZ-120 uniaxial gauges, EA-06-125 RA-120 rosette gauges, and EA-13-125
BZ-350 rosette gauges. The gauges were made by Micro-Measurements Division of
Measurements Group Inc., USA. The gauge property data at 24°C are listed in Table
4.2,

Table 4.2: Strain Gauge Properties

Gauge Resistance | Gauge Factor | Transverse
Sensitivity
EA-06-240LZ-120 | 120.0 £0.3% | 2.070 +£0.5% | (+0.5 +0.2)%
EA-06-125RA-120 | 120.0 +£0.2% | 2.030 + 1.0% | (+0.9+0.2)%
EA-13-125BZ-350 | 350.0 +0.15% | 2.145 +0.5% | (+0.3 +£0.2)%

STRUCTCEL accelerometers (Model No. 330A) were used for measuring the
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accelerations during the test. These accelerometers provided a low cost. low mass
acceleration measuring device with a 3-pin transistor header configuration encased in

a plastic cap. The specifications of these accelerometers are listed in Table 4.3.

Table 4.3: Accelerometer Features

Sensitivity (mV/g) 200
Range (£10V)(g) 10
Resolution (g) 0.001
Frequency range (+5% sens. dev.) (Hz) | 1 - 1000
Resonant frequency (Hz) 3000
Excitation (+ VDC) 15
Temperature range (°F) 0-130
Shock (max) (g) 5000
Weight (gm) 2
Connector (pin) 3

4.6.4 Load Cell

A Kistler model 912 S/N 2010 quartz dynamic load cell was attached to the exciter,
through a stinger, to measure forces and transmit the force signal to the tubular
T-joint. The load cell was screwed directly onto the brace of the tubular T-joint and
the stinger from the exciter was attached to the other end of the load cell. The model
912 quartz load cell, was rigid and had a very high sensitivity, near infinite resolution
and fast response; it measured compression forces from less than one Ib. to 5000 lbs

and tension forces from zero to 100 lbs.



4.6.5 Analyzer

A B & K 2034 dual channel signal analyzer was used for data acquisition. The
dual channel signal analyzer was a flexible. easy-to-use. and fully self-contained two-
channel FFT analysis system with 801 lines of resolution. It had a built-in digital

b

zoom to 25.6 kHz. [t can measure freq P [ auto- and cross-

spectra. auto- and cross-correlation, impul: p ignal-to-noise ratio. sound
intensity. orbits, and probability density/distribution functions. The operator is re-

quired to select the total frequency range under study. However. the analyzer itself

lly select the ling interval and to en-

was internally programmed to
sure appropriate definition of the recorded singles. The coherence function was used

to confirm the validity of the FRF.

4.6.6 Actuator

Hydraulic actuator (MTS series 244) was used for applying fatigue loads to the test
specimen. [t was a double-acting, double-ended, heavy-duty actuator that operated
under precision servovalve control in the MTS closed-loop servohydraulic system. Its
typical applications included static testing or cyclic tension-compression fatigue test-
ing. The actuator could also be used in systems requiring precision force generation

or accurate control of piston rod displacement.

4.6.7 Controller

A model 407 controller controlled the hydraulic actuator. The MTS model 407
was a single channel, digitally-supervised, proportional, integral, derivative. feed-
forward servo controller that provided a complete control of one servohydraulic chan-
nel/station in a MTS testing system. The controller included ac and dc transducer

conditioning, basic function generation (with the capability to accept externally gen-
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erated command signals). servovalve drive signal generation, and hydraulic pressure

control. Multiple 407 controllers could be int d to date multiple-

channel testing, and can be quickly configured to accommodate a variety of tests.

4.6.8 STAR Software

Structural Testing, Analysis and Reporting (STAR) software was used for testing and
analyzing the dynamics of the structural system. After the data was transferred from
the analyzer via a GPIB bus to the computer, STAR could carry out curve fitting
to extract modal parameters such as natural frequencies, damping, amplitudes, and

phases.

4.7 Calibration of Transducers

To provide for accuracy of the measured experimental data, the transducers used
in the experiments were carefully calibrated. The calibration chart given by the
instrument designer guaranteed the linearity of the instruments over the specified
frequency range.
4.7.1 Calibration of the Load Cell in Exciter for Modal
Analysis

The load cell used was a Kistler Model 912 S/N 2010. Since no standard equipment
for the calibration of load cells was available in the laboratory, calibration was done
by a hand-held calibrator (PCB model 394B05) and oscilloscope. The logic diagram
for the calibration is shown in Figure 4.13.

According to the menu for load cell Model 912, the nominal sensitivity was 50
pico-Coulombs/Ibf. Hence a value of 50 pC/V was assumed and set first on the charge
amplifier (conditioning amplifier type 2626); then a 2.0 gram weight was placed on
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the load cell. The weight of the load cell was determined as 16.8 gram. Considering
the transducer in the load cell to be mounted at the middle of the cell, the force
applied on the load cell was calculated as half the weight of the load cell plus the
weights applied. The exciter inside the hand held calibrator was driven by a stabilized
oscillator at a level of 1.0 gram x 9.81 m/s®. The force on the load cell could then

be calculated as

F= (% load cell weight + weights) x 9.81 x 0.2248 (Ibf) @)

where 1 N = 0.2248 Ibf.
The sensitivity was calculated as

S=

mi<

(42)

where S was sensitivity and V the voltage.
When the 2.0 gram weight was applied, the force applied on the load cell was

calculated as

F =104 x 1073 x 9.81 x 0.2248 ~ 0.023 (Ibf) (4.3)

The voltage output was measured as 26 mv; hence, the sensitivity was

0.026 V
0.023 Ibf

With the calibration factor of 56.7 pC/Ibf, different weights were added to verify

x 50 pC/V = 56.74 pC/Ibf (44)

the accuracy of the calibration. The results are shown in Table 4.4.

According to the fe specifications for the load cell, the voltage output
should be linear over the rated range of the device. In this work, because of the

PRy

limited availability of equi it was only p to calibrate over the low end of



Table 4.4: Calibration of Load Cell

Weight (gm) | Force (Ibf) | Voltage Output (V) | Sensitivity (V/Ibf) | Error (%)
1.0 0.0207 0.0202 0.976 2.40
2.0 0.0229 0.0230 1.004 0.40
3.0 0.0251 0.0250 0.996 0.40

the range. and the linearity observed has been assumed to exist over the full range.
While this may not be absolutely true, any errors arising are not considered to be

lute values.

serious because only relative differences are required rather than ab:

4.7.2 Calibration of Accelerometer

The calibration of accelerometers was done using the hand-held calibrator (PCB
model 394B05) and oscilloscope. The flow chart for calibration is shown in Figure
4.14.

The calibration factors for accelerometers are listed in Table 4.5.

Table 4.5: Calibration Factors for Accelerometers

No. 1 2 3 4 5 6 7
Series No. | 19907 | 20403 | 19912 | 19944 | 19579 | 20397 | 19612
(8/N) ]

Calibration 1.5 L7 1.6 1.65 1.6 1.7 1.2
factor (V/g)
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4.7.3 Calibration Factors for Other Transducers

Calibration factors obtained for other transducers are listed in Table 4.6.

Table 4.6: Calibration Factors for Other Transducers

Actuator 120 Q 350 Q
for load cell strain gauge strain gauge
2000 Ibf/v | 7.85 mv/unit (pe) | 7.85 mv/unit (ue)

4.8 Location of Strain Gauges and Accelerome-
ters

4.8.1 Strain Gauge Arrangement

Because of the difficulty experienced in exactly lining up the center of the brace and
chord, it was difficult to obtain equal strain readings on both saddle regions of the
brace; moreover the weld profile and tubular brace profile were also not identical on
both sides of the chord axis. In order to develop the crack on one side only during
fatigue testing, the saddle region with the larger level of strain was determined.
The other side, with the smaller strain readings, was ground neatly to avoid the
development of a crack. Therefore, for monitoring the weld toe crack growth, the
strain gauges were mainly applied to the side with larger strains. In spite of these
precautions, it will be seen from the results of specimen 2, that cracks developed on
both sides.

The strain gauge arrangements for specimen 1 are shown in Figures 4.15 to 4.18.
Gauges 1 to 12 were rosette gauges while 13 to 16 were uniaxial gauges. Gauges 1 -

3 were arranged near the hot spot of the weld toe of the chord on the 09, +15° and
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-15° lines, respectively, to investigate how the strain FRF was influenced by a crack
in the vicinity of the gauges. Gauge 4 was placed so that an angle of 5° was included
between the weld toe and the gauge 4. Gauges 5 and 6 were placed on the +15°
and - 15° lines, respectively. Locations of gauges 5 and 6 were linearly interpolated
between 0° and 90° lines. Gauges 4 to 6 were used to examine how the strain FRFs
were affected by a crack occurring a little distance away from the gauge locations.
The positions of gauges. 1 and 4. from the weld intersection were according to the
traditional gauge practice for fatigue testing, and are shown in Figure 4.19 (Wardenier
et al. 1991). The locations of gauges 1 and 4 at 4, and Aj, in Figure 4.19, were

calculated as

a = 0.2V/rt = 0.22 (inch) ~ 5.6 (mm) (4.5)
0
b = Rﬁ = 0.87 (inch) ~ 22.1 (mm) (4.6)

where R was the outer diameter of the chord, r was the outer diameter of the brace,
t was the thickness of the brace of the tubular T-joint, and bp was the distance
between the saddle and As.

The gauges 2, 3, 5 and 6 were on the 15° and -15° lines of the chord. Their
distances to the weld toe were calculated by linearly interpolating between A, & As

and A; & Ay.

bogo = 0.4V/rtRT = 0.53 (inch) ~ 13 (mm) (4.7)

where T was the wall thickness of the chord.

b = (bos — = %(bm — boga) = 0.59 inch ~ 15 (mm) “8)
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The center line row of gauges (gauges 7-9) was used to see whether far field
strains would be influenced by cracks. Gauges 8 and 9 were located at +45° and

-45°, respectively.

byso = (bgo —a) — g(boo — bgge) = 0.48 inch ~ 12(mm) (4.9)

The bottom gauge 12 was used to see whether the farthest gauges were influenced

by cracks. Gauges 10 and 11 were located on the noncracking side of the tubular

T-joint. Gauge 10 was at a similar location to gauge 1 but mirrored; gauge 11 was

mirrored from gauge 4. At the same time, four unidirectional gauges 13 to 16 were
placed on the brace to monitor the strains in the brace.

Figures 4.20 to 4.22 give channel numbers for the data acquisition channels on

1. Each unidirectional strain gauge had one channel and each rosette strain

gauge had three channels. The strain gauges used on this specimen were all 120 Q
gauges.
The arrangements for specimens 2 and 3 were the same. However, there were some

differences between this ar and the ar for speci 1. Figures

4.23 to 4.26 show the strain gauge arrangement on specimen 2 and 3. In these two
specimens, five 3502 rosette strain gauges were used for gauge numbers 7 to 9, 12 and
15 because these locations were the farthest from the crack and signals were relatively
weak (Figures 4.24 & 4.25). 35092 strain gauges were used to see how more sensitive
gauges enhanced the signal levels. In these two specimens, one uniaxial gauge on the
brace was removed as seen in Figure 4.26 due to the limited channels available in
the scanner. Hence, three gauges were used on the brace. Two 120 Q rosette gauges
(gauges13 and 14) were added along the perpendicular line on the chord drawn from
the crown, to see how distant gauges were influenced by the cracks (Figure 4.25).
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Gauge 11 was used to decide on the applied fatigue load level and was disconnected
from the scanner after the fatigue load had been decided; only 40 channels were

h 1. di 4

available in the and the y were

Figures 4.27 to 4.29 show the channel distribution for specimens 2 and 3. These
channel lines show the directions of bonding the gauges. The cable connections that

joined the strain gauges and scanners are shown in Figures 4.30 and 4.31.
4.8.2 Marking of the Strain Gauge Location

The marking of the gauge locations on the specimens was not so easily accomplished,
especially for the gauges on the 15° and 45° lines, since the lines on the tubular
T-joints were curved; and the specimens were huge. In this case, horizontal and
vertical grids were drawn first, and the 15° and 45° lines were drawn by connecting

the intersection points of these grids.

4.8.3 Accelerometer Arrangement

Seven accelerometers were placed on each tubular T-joint to compare their perfor-
mances with those of strain gauges. One was located near the hot spot of the weld
toe. Three were located around the location of gauges 7, 8 and 9, and the fifth one
was placed on the bottom beside strain gauge 15 (specimens 2 and 3), or gauge 12 for
specimen 1. The sixth and the seventh accelerometers were placed on the support to
see whether the bolts were becoming loose or not. However, the accelerometers could
not be placed at the exact desired locations because of the bonded strain gauges and

the connecting cables, as shown in Figure 4.30.
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Figure 4.15: Strain gauges on the chord (cracking side) for specimen 1
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along the surface
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Figure 4.16: Strain gauges on the chord ( king side) for speci 1




L -

Specimen |
Specimen 1 ~ brace
Legend All dimensions are measured Legend
along the surface ) Unidli i l
© 120 ohn rosette stroin gauges Al dimensions are in mm nidirectional gauges

Figure 4.17: Strain gauges on the brace (front view) for specimen 1

Figure 4.18: Strain gauges on the brace (top view) for specimen |
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Figure 4.19: Traditional strain gauge locations (Wardenier et al 1991)
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Figure 4.20: Strain gauge channels on the chord (cracking side) for specimen 1

Specimen 1

Figure 4.21: Strain gauge channels on the chord (. king side) for specimen 1
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Figure 4.23: Strain gauges on the chord (cracking side) for specimens 2 and 3



Specimens 2 and 3
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Figure 4.24: Strain gauges on the chord ( king side) for speci 2and 3
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Specimens 2 and 3
Legend All dimensions are measured

D 250 ohm rosette strain gauges along the surface
O 120 ohm rosette strain gauges All dimensions are .n mm

Figure 4.25: Strain gauges on the brace (front view) for specimens 2 and 3
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Strain gqauges on the brace

Specimens 2 and 3

Legend brace

(5} Unidirectional gauges

Figure 4.26: Strain gauges on the brace (top view) for specimens 2 and 3
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Specimens 2 and 3

Figure 4.27: Strain gauge channels on the chord (cracking side) for specimens 2 and 3



Specimens 2 and 3

Figure 4.28: Strain gauge channels on the chord ( king side) for speci: 2 and 3
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Figure 4.29: Strain gauge channels on the brace for specimens 2 and 3



€ uawads 10§ (apis Furyorio) pIoyYo Ay} UO SUOLIAUUOD A[qR)) (0 't 2T




€ uawoads 103 (apis SunjorIoUOU) PIOYD Y} UO SUONIIAULOD dqR)) [ €' 2nBi]




101

4.9 Determination of Fatigue Load on the Tubu-

lar T-Joint

The applied fatigue load was governed by the stresses developed at the hot spot of

the weld toe. To measure these applied stresses, two rosette gauges were installed on

each side of the chord of the tubular T-joint, namely. gauges 1 & 4 on the side with

the larger stresses, and gauges 10 & 11 on the other side. The procedure used for

determining the fatigue load is given below:

L

[N)

Determine the approximate fatigue load.

According to a previous study for a similar structure (Paranavitane, 1996), a
nominal stress of 250MPa (36260 psi) at the weld toe would be sufficiently close
to yield so as to cause fatigue cracking in less than 10° cycles. Also, a stress of
7.23 MPa (1049 psi) applied to the top of the brace would generate this stress
of 250 MPa at the weld toe. Hence, the approximate fatigue load was computed

by the following equation:

2 _ =42 _ 2
P = ,,-_"(174—‘{2) =723 x 10° x L’&s‘l‘t—z’“s) x 10-6
~ 35719 N ~8030 b (4.10)

The initial loading was only half of P, and the hot spot strains and hence
stresses were determined. Load was then increased until the stress in the hot

spot region reached the desired value of 250 MPa.

. Four strain gauges located along the weld toe were selected (e.g gauges 1, 4 and

10, 11 for specimen 1) and the gauge outputs were recorded. These data were
used to determine which saddle point was the most highly stressed, and hence
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the most likely to crack. The output was also used to determine the nominal

stress in the chord at the weld toe, and this was done by extrapolation.

. The maximum principal stress was computed.

The strains from the three branches €, €42, €23 Of 2 rosette strain gauge could

be obtained by readings. Using the following equations:

(4.11)

the strains were computed. For a right angled rosette gauge, €, €, and v,

could be derived as follows:
& = €
€, = exp

Yoy = €0 + o — €450

(4.12)
Hence the equations for principal strains were given by
€ &L;ﬁ + g (€0 — €450)2 + (€450 — €900)?
2
o= Bt el (413

Thereafter, the equations for the principal stresses were computed as:



=
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_ E(e + €o0) V3E 7 =
% = SATh Tiiem (€00 — €450)? + (€450 — €g00)

E(ego + €gg0) V2E

o = M "W+A (€00 — €450)% + (€430 — €900)2  (d.14)

The direction of the principal stresses and strains was derived as

2€450 — €90 — €ggo

tan 2aq = o
= €

(4.15)

Using results of gauges | & 4 and 10 & 11, the stresses were linearly extrapolated
to the weld toe. The strain gauge stresses, that would give 250 MPa at the hot
spot, were computed. Since the distance of the first gauge to the weld toe was
0.22 inch (5.588 mm), and the distance of the second gauge to the weld toe was
0.87 inch (22.1 mm), the maximum stresses at the weld toe could be obtained
from the principal stresses at the gauge 1 and gauge 4 locations. The equation

for this linear distribution could be expressed as

Aoy, _ 221
Aoy 1651 (h16)

where Aoy, was the stress difference between the maximum principal stress
of gauge 4 and the weld toe, and Ag; was the stress difference between the
maximum principal stresses of gauges 1 and 4. Hence the maximum stress at

the hot spot of the weld toe under force P; can be expressed as
oy = 04 + Ady, = 1.3380) — 0.3380, (4.17)

where o, and oy are the maximum principal stresses at gauge locations 1 and

4.
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o

. The force P, which would apply a weld toe principal stress of 250 MPa at the
hot spot was determined. The equation for this purpose may be expressed as:

Py

6
- 250‘,;10 x P(Ib) (£.18)

where P; was the applied force for the present iteration.

o

. Apply P; = 90%P; on the tubular joint specimen to compute the stresses from

the four gauges at the weld toe.

~N

Extrapolate the stresses to determine the stresses at the weld toe.

]

Repeat steps 2 - 5 and 7 at load P; until a stress level of 250MPa was obtained

at the hot spot of the weld toe.

©

Cycle the tubular T-joint 2 - 3 times at 5 Hz and load P, to release the residual

stresses occurring at the weld toe.

The fatigue load which was to be applied on the top of the brace is determined
by a number of iterations. The results of this trial procedure are shown in Table 4.7.
The details of the final applied fatigue load which takes the static load P; as its range

are shown in Table 4.8.

4.10 Signal Processing

The signals generated by the transducers, i.e., strain gauges, accelerometers, and load
cells are analog in nature. The analog time-domain signals are converted into digital
frequency-domain signals by the analyzer. First, the analog signal z(t) is sampled at
a sample rate of At = 1/f, where f; is the sampling rate. From this digitization, a

number of strain/acceleration values at time 0, At, 2At,---,kAt--- are obtained as



Table 4.7: Computation of Fatigue Load

Speci- | Load | Load oy a4 Ouw2 Ow P, P3(90%Ps)
men | trials | (Ib) | (MPa) | (MPa) | (MPa) | (MPa) (Ib) (Ib)

1 4015 | 106.5188 | 53.0632 | 137.9809 | 153.3121 | 8056.6324 | 7250.9692

1 2 7250 | 208.2177 | 103.7419 | 219.1774 | 243.5305 | 7443.6255 | 6699.2630

1 4015 | 108.0562 | 54.9334 | 126.0117 | 140.0130 | 7965.5298 | 7168.9768

2 2 7168 | 191.8914 | 97.5262 | 223.7868 | 248.6250 | 8008.7114 | 7207.8403
3 7208 | 193.2694 | 97.9245 | 225.4960 | 250.5011 | 7991.2734 | 7192.1461

kS 7991 | 214.0350 | 108.8289 | 224.6352 | 249.5947 | 8004.2511 | 7203.8260

1 4015 | 114.3801 | 57.1864 | 133.7116 | 148.5684 | 7506.8298 | 6756.1468

2 6756 | 193.7293 | 97.2205 | 226.3493 | 251.4992 | 7461.9192 | 6715.7273

3 3 7461 | 212.7926 | 106.9151 | 223.7186 | 248.5792 | 7504.5693 | 6754.1124
4 | 7504 | 213.2901 | 107.6748 | 224.0830 | 248.9811 | 7535.0691 | 6781.5622

5 7535 | 213.3957 | 107.4667 | 224.2364 | 249.1515 | 7560.7921 | 6304.6562

Table 4.8: Characteristics of Fatigue Loads

Specimen | Load Ratio | Pz (Ib) | Prin (Ib) | Prean (Ib)
1 0.2 9305 1861 5583
2 0.2 10005 2001 6003
3 0 7561 0 3781
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{z(tx)}, (k=1,2,---,N). t is a discrete value of the time. The Nyquist frequency
is defined as fyy, = f5/2.

Aliasing will occur when the sample interval is too large since the Nyquist fre-
quency falls below the signal frequency. Hence the sampling frequency should be
at least twice the highest signal frequency and this was selected automatically by
the analyzer. The results shown later, will illustrate that even though the frequency
shifts were small, they were readily detected, and this confirms that the automatic
selection feature of the analyzer was performing satisfactorily. An example of aliasing
is shown in Figure 4.32.

Another problem that occurs in the digital analysis of signals is leakage; the
problem arises because the total length of the signal may not be an integral multiple
of its period. An example of leakage is shown in Figure 4.33. Leakage can be corrected
by the use of window functions. A Hanning window was selected in the analyzer for
these studies to reduce the leakage [Figure 4.34].

Digital Fourier Transform equations can be expressed as

2mity

+bnT)

o = a(ty) = = + Z(a,cas (4.19)

where T is period, k = 1,2,---, N, a; and b; are digital spectral coefficients which are

given by

N
%= ; zkcossz
N

wik
i I, sm—
% TN Z SN
Linear overlap averaging was selected in these studies to remove spurious random

noise and to increase the signal reliability. It is necessary to perform an averag-
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The RFLS method available in the STAR System was a polynomial curve fitting

algorithm which identified modal freq A’ ing and residue si

ly, for

each mode of vibration. [t could be used in either an SDOF or a multiple-degrees-
of-freedom (MDOF) form. depending on the degree of modal coupling in the FRF
measurements. For cases of light coupling, the following SDOF curve fitting model
was used on data in the vicinity of a modal resonance peak.

The polynomial equation 4.21 was curve-fitted in a least-squares-error sense to the
measurement data. As a result of the curve fitting, estimates of the modal frequency
(w), modal damping (o%) and complex residue (rx = ryx + jr2) could be obtained.

The three residual function constraints (A, 4, 4;) were also identified during
the curve fitting process. These additional terms were used to compensate for the
effects of out-of-band modes in the measurement data band. Without the use of the
residual terms, the modal parameter estimates would contain large errors.

The mode shapes were constructed in the STAR System by a residue sorting
process from elements of the residue matrix which were determined during curve
fitting.

[n general, the ij* element of the residue matrix for mode k could be written as

the product of the i** and j** elements of the k** mode shape vector.

rij(k) = ui(k)u;(k) (4.22)
where r;(k) was ij* element of the residue matrix for the k** mode, u;(k) was i**
element of the mode for the £** mode and u;(k) was j** element of the mode shape

for the k** mode.
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4.12 Procedure for Testing

1. Four strain gauges 1, 4, 10 and 11 (specimen 1) were initially fixed to the

tubular T-joint.

[}

. Static loads were applied at certain levels to determine the saddle side that

contained the maximum stress.
3. The fatigue load was computed according to the procedure given in Section 4.9.
4. The remaining strain gauges were fixed to the tubular T-joint.

5. The uncracked tubular T-joint was tested modally to obtain the initial modal
parameters, using frequency domain analysis. Frequency response functions

were also obtained.

6. Fatigue testing was carried out at the prescribed stress level and load ratio,
according to the procedure given earlier in Section 4.9. Fatigue testing was
conducted at the frequency of 5 Hz and the loading conditions determined in

Section 4.9.

7. Fatigue testing was stopped at pre-specified cycles to acquire crack signatures
from the tubular T-joint. Ink staining was used when the weld toe crack first
became visible to the eye. Beach-marking was performed during subsequently
specified load cycles by applying loads at half the previous values and twice the
previous frequency; the beach-marking load cycles were decided by a trial and

error process so that there would be measurable crack growth.

8. Modal testing was carried out prior to every beach-marking cycle.
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9. Steps 6 to 8 were repeated at specified fatigue cycle levels until the specimen
failed.

4.13 Conclusions

Non-destructive assessment of cracks in tubular T-joints, using vibration procedures.
is an involved process which requires a knowledge of vibration, modal analysis, fatigue
testing, fracture mechanics, electronic instrumentation, signal processing and system
identification using a dedicated software. Proper experimental setup and calibration,
validation, instrument selection, careful test parameter identification, and intelligent
and precise experimental measurement are required for the accuracy and reliability
of the experimental results.

These procedures have been meticulously followed in this study to obtain proper

and well-conditioned data for use in subsequent analysis.



Chapter 5

Experimental Studies and Salient
Findings

5.1 Introduction

The fatigue and modal tests of tubular T-joints carried out in this study were the first
successful dynamical and statical combined tests on tubular T-joints to detect grow-
ing fatigue cracks. Initially four specimens were tested but one failed prematurely as
described in Chapter 4. Therefore, in this chapter, the data from the three successful
specimens, labeled 1, 2, and 3, were compiled and analyzed. Static strains were mea-
sured at different stages of crack growth using a precise digital volt-meter. Principal
stresses were then calculated for the weld toe rosette gauges. The purpose of the
static test and analysis was to evaluate the static response of the structure to fatigue
cracking. The magnitudes of the static loads were so chosen as to be comparable
with the maximum fatigue design loads, at which cracking was projected to occur.
under ic loading could

q

Therefore, the static strains and

represent the maximum strains and stresses that are likely to occur in an off-shore
structure.

Modal testing was conducted over different frequency ranges, i.e. 0 - 50 Hz, 50 -
150 Hz, 150 - 250 Hz, 250 - 350 Hz, 350 - 550 Hz, etc. All the recorded frequency

113
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ranges were joined together and the frequency response behavior was examined to
find the dominant characteristics of crack growth. Modal parameters such as natu-
ral frequencies and damping were extracted from the frequency response functions
through curve fitting.

[n addition, postmortem fractographic examinations of the crack surfaces were
carried out to determine the cracking mode and the crack profiles. These fracto-
graphic observations provided supporting evidence for the observations made using
static and vibration methods.

Static strains and stresses obtained from gauges, located around the weld toe, were
analyzed to determine the influence of cracks. The identified natural frequencies and
modal damping ratios were utilized to determine how these global parameters were
related to the profile of a cn;ck. A characteristic equation was derived for relating
the static strains to fatigue cycles of all the three specimens.

Reliability of the measured data was verified by comparing the successive data

obtained for a point, on a plot. Coh fi ions were freq ly checked

in the experiment to ensure the correctness of the data. In practice, coherence is plot-
ted versus frequency and is taken as an indication of how accurate the measurement
process was over a given range of frequencies. Generally, for good data, the values
of 4% = 1 should occur at frequencies near the structure’s resonant frequencies where
the signals are large.

Three indicators which could be used for practical crack detection, at various crack

growth levels, were obtained through the analysis of the frequency resp functions.
In addition, clear evidence was obtained to confirm the opening and closing of the
crack during modal testing, and this evidence was correlated with the output from

strain gauges.
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5.2 Crack Profile Determination

The fatigue crack profiles were determined from the inking and beach marking traces
left on the crack surfaces, after cutting open the cracked sections of the weld toe.
The inking was done when a visible crack was present. The existence of the cracks
became evident with the aid of the "pumping in and out” of isopropyl alcohol used
around possible crack locations. The inking medium was a slow drying red ink made
from finger nail polish diluted with 100% pure isopropyl alcohol. This red ink stain
stayed permanently and marked clearly the initial crack profile. Beach marking was
performed by doubling the cyclic frequency and halving the fatigue load range. Digi-
tized photos of the crack profiles, taken for the three specimens, are shown in Figures
5.1 to 5.6. It was noticed that in specimens 1 and 3, a single large crack developed
only on one side (side 1, which had experienced a slightly larger strain at the weld
toe than the other side during the initial measurements made on the tubular joint) of

the chord, while in

2, multiple thumb-nail cracks developed on both sides

of the chord. The crack profiles were then traced and shown in Figures 5.7 to 5.9

peci 1, 2, 3, respectively. The cracked section of specimen 1 was rusted

for
heavily when it was cut open since the alcohol used for the crack observation was
partially mixed with water; consequently the crack profile was traced according to
the record of the observed surface lengths kept for the specimen. The crack profiles
of the second and third specimens were traced by the digitizer. The crack profile for
specimen 3 was the clearest among all of them.

The distinguishing feature of fracture in speci 2, pared with sp

1 and 3, is that the main crack was formed by the coalescence of several small size
thumb-nail cracks, while in the other two specimens, a single semi-elliptical crack

had formed by the time of inking. This could happen by either the growth of a
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single thumb-nail crack or the successive coalescence of several such cracks that had

occurred earlier. The latter process was most likely to be the case because the

electron mi py (given later in section 5.3) revealed that a nonuniform
distribution of welding defects (crack initiation sites) existed along the weld toe and
there were small thumb-nail cracks on either side of the main cracks. These thumb-
nail cracks would eventually coalesce to form a dominant fatigue crack. As indicated
by the trace of beach marking, in all specimens, these semi-elliptical cracks broke
through the thickness of the chord after a certain number of fatigue cycles and became
a large through-the-thickness crack.

The measured crack width and depth are shown in Tabie 5.1 to 5.3 for specimens
1, 2 and 3, respectively.

At the time of inking, when the crack could be clearly seen with a naked eye (by
the " pumping in and out” of isopropyl alcohol), the crack size in specimen 3 was about
72 mm long and about 3.2 mm deep. By definition (section 2.2.1), the normalized
crack size was 0.074, whereas the published results show that this parameter in other
studies was above 0.125 (Gomes, 1990). This statement will be confirmed by the

results of the analyses in the later sections.



Figure 5.1: Photo of crack profile for specimen 1, side 1

Figure 5.2: Photo of crack profile for specimen 2, side 1

Figure 5.3: Photo of crack profile for specimen 2, side 2
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Table 5.1: Fatigue Cycles and Measured Crack Parameters

Specimen 1
Cycles | Crack Width | Crack Depth
620,000 109mm 2.5 mm
(inking) 4.29 inch 0.10 inch
732,500 120 mm 4 mm

4.72 inch 0.16 inch
887,500 136 mm 5.5 mm

5.35 inch 0.22 inch
1117,500 165 mm 7 mm

6.5 inch 0.27 inch
1282,500 185 mm 7 mm
(failure) 7.28 inch 0.28 inch

5.3 Fracture Surface Analysis

Fracture surface analysis was carried on two specimens using an Hitachi S-570 scan-~
ning electron microscope (SEM). The specimens were chosen to include one that had
been fatigue tested at a load ratio R (ratio of minimum to maximum load) of zero
and the other a load ratio of R = 0.2. The specimens were specimens; 3 and 2, respec-
tively. These studies, reported below, provided information on the crack initiation
sites, on the early stages of fatigue crack growth and on whether crack opening and
closing were also occurring during modal testing, as well as during the fatigue crack
growth process itself.

Figure 5.10 represents a series of photographs showing part of the 231 mm long
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Figure 5.4: Photo of crack profile for specimen 3, side 1

Figure 5.5: Photo of crack profile for specimen 3, detail left

Figure 5.6: Photo of crack profile for specimen 3, detail right
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Figure 5.7: Traced crack profile for specimen 1, side 1
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