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Abstract 

Wireless sensor network (WSN) is an emerging networking paradigm that promises 

a wide range of potential applications in both civilian and military areas. WSN runs 

different kinds of applications in a variety of physical environments, which offers many 

challenges. The main design constraints include energy efficiency, fault toler nee, and 

security. In this thesis, we investigate the research problems involved in three types 

of sensor networks including the Und rWater Sensor Network (UWSN), the Wireless 

Terrestrial Sensor Network (WTSN), and the Wireless Multimedia Sensor Network 

(WMS ). 

We first formulate the node clustering problem into a cluster-centric cost-based 

optimization probl m with an objective to improve the energy fficiency and pro

long the network lifetime in UWSN. A novel distributed clustering protocol called 

minimum-cost clustering protocol (MCCP) is proposed, which selects a set of non

overlapping clusters from all potential clusters based on the cost metric assigned 

to each potential cluster and attempts to minimize the overall cost of the selected 

clusters. To provide a robust clustered architecture against cluster-head failures in 

UWSNs, a dependable clustering protocol is proposed in which two mechanisms are 

employed: fault prevention clustering and cluster head replication. Fault prevention 

clu tering attempts to select those healthy nodes as cluster heads to prevent cluster 

head failures, and cluster head replication attempts to select a primary cluster head 
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and a backup cluster head for each cluster member ·o that the constructed cluster 

hierarchy can tolerate cluster-head failures. 

The successful working of any fault recovery schemes heavily depends on a proper 

and efficient fault detection mechanism. Therefore, we propose a cooperative fault 

detection mechanism, which can accurately and quickly detect the failure of a cluster 

head through the independent fault status detection from each cluster member and 

a distributed agreement process for final decision. It runs concurrently with normal 

network operation at each cluster member and makes use of the data periodically 

sent by a cluster head as the heartbeats for fault detection. An agre ment can be 

efficiently a.chieved within two TDM frame in each detection process. 

To address the energy efficiency problem in WTSN, Slepian-Wolf oding is em

ployed to remove the redundancy caused by the data correlation. We first consider 

the clustered Slepian-Wolf coding problem, which aims at selecting a set of dis

joint potential clusters to cover the whole network such that the global compression 

gain of Slepian-Wolf coding is maximized, and then propose a distributed optimal

compression clustering protocol to solve the problem. Based on the resulting cluster 

hierarchy constructed, we study the optimal intra-cluster rate allocation problem to 

minimize the intra-cluster communication cost and further combine with the explicit 

entropy coding to minimize the inter-cluster communication co t. 

Furthermore, based on inherent characteristic of Slepian-Wolf coding, we propose 

a combined data aggregation and encryption scheme, called spatially selective encryp

tion, for efficient and secure data transmission in WTS Is. Using this mechanism, as 

long as the data of the cluster head ( a.k.a. the visual key) is properly protected , 

the data from all cluster members are secure. This novel approach can significantly 

reduce the energy consumption for data encryption. An energy-efficient key estab

lishment protocol is also proposed to securely and efficiently establi h the key used 
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for encrypting the visual key. 

Finally, we propose a clustered on-demand multi-channel MAC protocol (COM

MAC) to support energy-efficient, high-throughput, and reliable data transmission in 

WMSNs. A scheduled multi-channel medium access is used within each cluster so that 

cluster members can operate in a contention-free manner in both time and frequency 

domains to avoid collision, idle listening and overhearing. A traffic-adaptive and 

QoS-aware scheduling algorithm is executed to maximize the network throughput. A 

spectrum-aware ARQ is further incorporated to better exploit the unused spectrum 

for a balance between reliability and retransmission. 
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Chapter 1 

Introduction 

1.1 Wireless Sensor N etworks 

A wireless sensor network (WSN) typically consists of a large number of resource

constrained sensor nodes which have limited computation and communication capac

ities and communicate with each other through wireless communication channels, as 

shown in the Figure 1.1. WSN promises a wide range of potential applications in both 

civilian and military areas such as environmental monitoring, health applications, and 

battlefield surveillance [3]. 

Each node in a sensor network is typically equipped with a low-power radio 

transceiver, a small microcontroller, and an energy source, usually a battery. The 

constraints on sensor nodes such as low cost and small size lead to many challenging 

problems in sensor networking, such as constraints on energy, memory, computational 

speed and bandwidth. Some technical parameters of several typical sensor devices 

are shown in Table 1.1. 

WSN ca.n be used for different kinds of a.pplica.tions in a, va.riety of physica.l envi

ronments, which offers many challenges. Energy efficiency is the primary concern in 

1 



CHAPTER 1. INTRODUCTION 2 

Figure 1.1: Example of WSN [2]. 

wireless sensor networks. Sensor nodes are normally battery powered and may not 

be charged when they run out of energy. Therefore, the lifetime of a sensor network 

heavily depends on how the energy conservation mechanism is employed. Besides 

power loss, the sensor nodes may also fail due to aging, imperfections in manufac

turing, and impairment caused by harsh environment. Thus, fault tolerance feature 

should be incorporated to fight against possible future failures. Since a WSN may 

be deployed in hostile areas where wireless communication might be monitored by an 

adversary. Security is also a critical issue, especially for those security-sensitive appli

cations. Therefore, efficient and effective security mechanisms a.re required to protect 

the sensitive contents of the communications in the resource-constrained WSNs. 

1.2 Sensor Network Challenges 

In this thesis, we consider three types of sensor networks: underwater sensor network, 

wireless terrestrial sensor network, and wireless multimedia sensor network. Each 

type of sensor network promises a wide range of applications which presents many 

challenges for the design of the network. 
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Table 1.1: Sensor Platforms [1] 

Platform MICAZ T-Mote Sky XYZ ECO S-Mote 

CPU AT MEL MSP430 ML-67Q500 nRF24el CC2430 

Clock 16 Mhz 8 Mhz 60 Mhz 20Mhz 32Mhz 

Active Power 8mA 2 rnA 40 rnA 3mA 7mA 

Sleep Power 20pA 27pA 20J.LA 2J.LA 0.9J.LA 

MCU + TX power 23.3 rnA 21.8 rnA 69.8 rnA 10.5 rnA 27 rnA 

MCU + RX power 21.0 rnA 19.5 rnA 57.5 rnA 19.0 rnA 24.7 rnA 

Price (MCU + RF) $ 9.2 $ 9.5 $ 8.43 $ 3.29 $ 3.90 

1.2.1 UnderWater Sensor Networks 

1.2.1.1 Energy Efficiency 

UnderWater Sensor Network (UWSN) is an emerging networking paradigm that 

promises a wide range of potential applications in both civilian and military areas 

[4, 5, 6]. A UWSN typically consists of several underwater sinks (called uw-sinks) 

located at the centers of different monitored areas, a number of ocean bottom sensor 

nodes surrounding each uw-sink, and a surface station providing a link to an on-shore 

control center, which collaborate to accomplish a common task, such as underwater 

environmental monitoring, mine reconnaissance, and military surveillance, as shown 

in Figure 1.2. Compared with traditional underwater monitoring or surveillance tech

nologies, a UWSN has a number of advantages, such as unmanned underwater ex

ploration, localized and precise information acquisition, large-scale underwater mon

itoring, reduced implementation cost, and more frequent operations [6], which have 

received much attention recently. UWSN has some unique characteristics, such as 
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highly limited bandwidth, long propagation delay, harsh geographical environment, 

and relatively small network scale [4] . More importantly, in the underwater, it is 

inconvenient to replace the ba t tery of the sensor node located on the ocean bottom. 

Therefore, the lifetime of a UWSN is largely restricted by the energy constraint in sen-

sor nodes. This means all aspects of sensor nodes, from hardware to protocols, must 

be designed to be extremely energy-efficient. Alt hough some sensor nodes specially 

designed for UWSN can be recharged by current energy converter, an underwater 

sensor node must make efficient usc of its limited energy capacity to ensure long-term 

and continuous underwater environmental monitoring. 

• Ocean bottom sensor 

.6. Underwater srnk 

Ocean surface 
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Figure 1.2: UWSN architecture. 
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To improve energy efficiency, node clustering has been widely considered in WSNs 

[7] . With clustering, each sensor node only needs to send data to its associated 

cluster head at a short distance while only the cluster heads need to relay the locally 

aggregated data to a data sink at a long distance, which can significantly reduce the 
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energy consumption of each sensor node and thus prolong the lifetime of the whole 

network. Moreover, node clustering leads to a hierarchical network architecture, 

which enables scalable medium access control, robust routing, and coordinate-free 

localization [8]. Due to the unique characteristics of UWSNs, however, the clustering 

algorithms proposed for terrestrial WSNs and mobile ad hoc networks (MANETs) 

cannot be applied to UWSNs directly without modification. 

Node clustering has been widely studied for terrestrial WSNs and many clustering 

algorithms have been proposed in the literature [7, 9, 10, 11]. The most well-known 

examples are LEACH [7] and HEED [9]. In LEACH, clusters are generated based on 

the optimal number of cluster heads, which is calculated using the prior knowledge of 

uniform node distribution. Due to the effect of the ocean current during deployment 

and the irregularity of seafloor, however, the distributiou of ocean bottom sensor 

nodes is usually non-uniform, which makes LEACH unsuitable for use in UWSNs. On 

the other hand, the cluster diameter in LEACH is assumed to be unlimited. This may 

result in the generated cluster members being located far away from the cluster head 

and each other. In this case, TDMA would become inefficient for UWSNs because 

of the high underwater propagation delay while otherwise TDMA is considered an 

efficient MAC protocol for cluster-based UWSNs [4]. In HEED, clusters are generated 

without any assumption about node distribution. The cluster diameter is limited and 

fixed, and a cluster head rotation scheme is employed for load balancing. Although 

HEED can achieve a good load balance in a small area, the traffic loads in different 

areas are still unbalanced, thus leading to unbalanced energy consumption in the 

whole network. It should be pointed out that both LEACH and HEED are cluster

head-centric algorithms, which first select cluster heads based on a selection policy, 

such as the node with the largest residual energy, and then adds each non-cluster

head node into the cluster of its nearest cluster head or the cluster head with some 
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predefined property, such as the largest node degree. In [8], a clustering protocol 

is proposed for an autonomous network of underwater vehicles, which employs a 

clustering algorithm called lowest-identifier clustering algorithm (LIDCA) proposed in 

[10] for terrestrial ad hoc mobile network. Although LIDCA is simple to implement, it 

is not suitable for UWSNs because it constructs the clusters based on node identifiers 

while energy efficiency is not a factor considered. 

In this thesis, we formulate the node clustering problem into a cluster-centric 

cost-based optimization problem with an objective to improve the energy efficiency 

and prolong t he lifetime of the network. To solve the formulated problem, a novel 

distributed clustering protocol called minimum-cost clustering protocol (MCCP) is 

proposed, which selects a set of non-overlapping clusters from all potential clusters 

based on the cost metric assigned to each potential cluster and attempts to minimize 

the overall cost of the selected clusters. MCCP can adapt geographical cluster head 

distribution to the traffic pattern in the network and thus avoid the formation of hot 

spots around the uw-sink. It can also balance the traffic load between cluster heads 

and cluster members through periodical re-clustering the sensor nodes in the network. 

1.2.1.2 Fault Tolerance 

In addition to energy efficiency, fault tolerance is a great concern in underwater sen

sor networks [4, 5, 6]. To enable long-term and continuous underwater monitoring, 

underwater sensor nodes are usually complex and expensive systems and are normally 

equipped with various electronic and mechanical devices. However, the harsh under

water environment makes sensor nodes particularly vulnerable to failures or physical 

damages, which would largely affect the robustness of such networks. In particular , a 

single cluster-head failure can result in the loss of connectivity of all affected cluster 

members and thus disrupt the operation of the whole cluster. Thus, fault-tolerent 
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mechanisms are highly desired so as to ensure that the loss of a small faction of sensor 

nodes does not significantly affect the performance of the whole system. 

To deal with cluster-head failures, most existing work employs reactive fault

recovery mechanisms to recover the connectivity of the cluster members in a failed 

cluster [7, 9, 12, 13, 14]. Two representative reactive fault-recovery mechanisms are 

re-clustering and backup cluster-head provisioning. For example, LEACH and HEED 

employ re-clustering to deal with cluster-head failures, i.e., periodically select cluster 

heads from the sensors in the network [7, 9]. However, they all suffer from the 

overhead caused by re-clustering. Frequent re-clustering can timely recover the failed 

clusters but would incur significant control overheads. Sporadic re-clustering can 

save energy, but would reduce the timeliness of the sensed data transimssion and the 

coverage of the whole network because the sensor nodes in the failed clusters can 

only be recovered until the next re-clustering is performed. In [13], a fault-tolerant 

clustering mechanism is proposed to dynamically perform re-clustering locally once 

most cluster heads reach a consensus about the presence of a failure. However, this 

mechanism is specifically designed for heterogeneous sensor networks, where cluster 

heads are powerful gateways which are responsible for fault detection and recovery. In 

[12], a robust energy-efficient distributed clustering (REED) is proposed for terrestrial 

WSNs. REED is a HEED-based protocol, which aims to construct a robust clustered 

architecture by selecting k independent sets of cluster heads. However, it is usually 

effective only for terrestrial WSNs, not for UWSNs, because its effectiveness is based 

on certain conditions on node density, which are usually satisfied in high-density 

terrestrial WSNs. 

In this thesis, we propose a dependable clustering protocol to provide a robust 

clustered architecture against cluster-head failures in UWSNs. To achieve this ob

jective, the proposed clustering protocol employs two mechanisms: fault prevention 
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clustering and cluster head replication. First , fault prevention clustering attempts to 

select those healthy nodes as cluster heads to prevent cluster head failures. Then, 

during clustering, cluster head replication attempts to select a primary cluster head 

and a backup cluster head for each cluster member so that the constructed cluster 

hierarchy can tolerate cluster-head failures. 

1.2.1.3 Fault Detection 

Fault detection is a prerequisite for recovering the disrupted cluster in the event of a 

cluster-head failure. In a clustered network, each cluster member can independently 

detect the failure of its cluster head by checking the heartbeats periodically sent 

by the cluster head [15] . Due to the channel uncertainty or signal interference in 

the harsh underwater environment, however , a sensor node may mistakenly detect a 

cluster-head failure tha t does not actually exist, which would unnecessarily trigger 

a fault recovery process and thus waste a considerable amount of energy in sensor 

nodes. To avoid such energy waste, it is important to accurately detect the failure of 

a cluster head. However, most previous work was focused on the recovery of a faulty 

cluster [12, 16, 14] . The accuracy problem in detecting a cluster-head failure has not 

been well addressed. 

In [15] and [16], the heartbeat-based fault detection mechanisms were proposed, 

which detect the failure of a cluster head by checking the heat-beats periodically sent 

by a cluster head. This mechanism is simple to implement, but takes much time 

to achieve higher detection accuracy. Meanwhile, the gossiping-based fault detec

tion [17], usually used in traditional ad hoc networks, is not suitable for underwater 

applications because a gossiping-based detection mechanism is usually based on a re

liable and delay propagation negligible communication medium. It would incur severe 

contention and congestion, and thus lead to an unbounded delay. 
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In our research, we propose a cooperative fault detection mechanism for detecting 

cluster head failures in cluster-based UnderWater Sensor Networks (UWSNs). The 

proposed detection mechanism aims to accurately and quickly detect the failure of a 

cluster head in order to avoid unnecessary energy consumption caused by a mistaken 

detection. For this purpose, it allows each cluster member to independently detect 

the fault status of its cluster head and then employs a distributed agreement protocol 

to reach an agreement on the fault status of the cluster head among multiple cluster 

members. 

1.2.2 Wireless Terrestrial Sensor Networks 

1.2.2.1 Energy Efficiency 

In a wireless terrestrial sensor network (WTSN) [3], a number of sensor nodes are 

densely deployed in a field of interest with one or more data sinks located either at the 

center or out of the field. The sensor nodes observe the phenomenon at different points 

of the field and send t he measured data to the sink(s) . The observed phenomenon is 

usually a spatially dependent continuous process, in which the observed data have a 

certain spatial correlation. In general, the degree of the spatial correlation in the data 

increases with the decrease of the distances between sensor nodes. Therefore, spatially 

proximal sensor observations are highly correlated, which leads to considerable data 

redundancy in the network [18]. To efficiently use network resources to increase energy 

efficiency in data transmission, it is highly desirable to remove such data redundancy 

through effective data aggregation techniques. 

To remove data redundancy caused by the data correlation in WTSN, Slepian-Wolf 

coding [19, 20] can be employed. Slepian-Wolf coding is a data compression technique 

that can completely remove data redundancy without requiring inter-sensor commu-
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nication and therefore is a promising technique for data aggregation in WSNs. This 

technique is based on the assumption that each sensor node has a priori knowledge of 

the correlation structure, which depends on the distances between sensor nodes and 

the characteristics of the observed phenomena [20]. However, applying Slepian-Wolf 

coding globally in the whole network is difficult and would incur significant additional 

cost because each sensor node needs the knowledge of the global correlation structure 

to encode its own data with. Moreover, Slepian-Wolf coding is not tolerant to relay 

and node failures because the data from oue node may affect the decoding of the data 

from other nodes [21]. For these reasons, it is unsuitable to apply Slepian-Wolf coding 

globally in a large network. In a cluster-based network, however, each cluster covers 

a smaller number of sensor nodes within a small local range of the network, which 

makes it feasible to apply Slepian-Wolf coding locally within each cluster because 

in this case a sensor node only needs the knowledge of local correlation structure 

to perform coding. Meanwhile, it will not obviously compromise the compression 

performance because in the real world the spatial correlation usually decreases with 

distance [18, 22]. 

The practical implementation of Slepian-Wolf coding has been achieved in [23, 24, 

25, 26], which paves the way for performing data aggregation based on this promis

ing coding technique. In [27, 28], Cristescu et al. studied data aggregation using 

global Slepian-Wolf coding. It is assumed that each node uses multi-hop flat routing 

for sending data to the data sink, and the complete knowledge of the correlation 

between the readings produced by all nodes is available at each node. In this case, 

global Slepian-Wolf coding and shortest-path routing are jointly considered, aiming at 

minimizing the total cost for sending compressed data. Although it has been shown 

that applying Slepian-Wolf coding globally is difficult in these studies, optimally con

structing a cluster hierarchy with Slepian-Wolf coding in a distributed manner is 
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not considered . In [21], it has been shown that applying Slepian-Wolf coding locally 

within each cluster is able to overcome the effect of node and relay failures on the data 

reconstruction at the remote sink. However, no clustering protocol has been proposed 

to construct a cluster hierarchy and no work has taken account into the intra-cluster 

transmission cost which depends on the rate allocation within ach cluster. On the 

other hand, existing clustering protocols for WSNs [7, 9, 10, 11, 29, 30, 31, 32, 33] 

are generally correlation structure blind and are not designed to maximally exploit 

Slepian-Wolf coding with respect to global compression gain. In addi tion, little work 

has been conducted on the optimization of data compression in the context of node 

clustering. The effect of spatial correlation on MAC protocols and routing algorithms 

has been investigated in [34, 35]. 

In this thesis, we study the major problems in applying Slepian-Wolf coding for 

data aggregation in cluster-based WSNs with an objective to optimize data compres

sion so that the total amount of data in the whole network is minimized. We first con

sider the clustered Slepian-Wolf coding problem which aims to select a set of disjoint 

potential clusters to cover the whole network such that the global compression gain 

of Slepian-Wolf coding is maximized. To solve this problem, a distributed optimal

compression clustering protocol (DOC) is proposed. Under the optimal cluster hier

archy constructed by DOC we then consider the optimal intra-cluster rate allocation 

problem and pre ent an approximation algorithm that can find an optimal rate al

location within each cluster to minimize the intra-cluster communication cost. With 

the optimal intra-cluster rate allocation, the procedures to perform Slepian-Wolf cod

ing within a cluster are also presented. Finally, we propose a low-complexity joint 

coding scheme that combines clustered Slepian-Wolf coding with inter-cluster explicit 

entropy coding to further strip the data redundancy caused by the possible spatial 

correlation between different clusters. 
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1.2.2.2 Security 

When sensor networks are deployed in a hostile environment, security becomes ex

tremely important. Security ensures that certain information is n ver disclosed to 

unauthorized entities. Transmission of sensitive information, such as strategic or tac

tical military information, requires security. Leakage of such information to enemies 

could have devastating consequences. However, security in WTSN is not easy to 

achieve. Compared with conventional computer systms, severe challenges exist in 

WS s, in which sensor nodes have limited processing capacity, storage, bandwidth, 

and energy. 

To protect the sensitive contents of the communications, encryption is usually 

used, where the original intelligible content is converted into apparently random non

sense. So far, network-wide encryption is widely employed for WSN, wh re all the 

sensor nodes in the network are required to perform encryption. Since a WSN typi

cally involves hundreds or thousands of sensor nodes, network-wide ncryption would 

cause considerable computation, communication, and storage overhead due to data 

encryption. Two types of commonly used encryption schemes include symmetric-key 

encryption and public-key encryption [36]. Compared with a public-key alternative 

(e.g., RSA), symmetric encryption (e.g. AES) is much more energy efficient and thus 

more suitable for WSNs. Since the symmetric encryption uses the same secret key for 

both encryption at the sender and decryption at the receiver, key distribution mech

anisms are required to securely deliver a secret key to each pair of sensor nodes in the 

hostile environment. The constraints of WSN, however , will affect the implementa

tion of key distribution mechanisms. On one hand, sensor nodes are normally battery 

powered and can not be recharged after the network deployment. This implies that 

the key distribution schemes should incur little communication and computational 
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cost. On the other hand, WSN is ad hoc in nature where the topology of the network 

is determined at the time of deployment. T his limits the ability to pre-configure 

the sensor nodes for specific purpose . To combat these constraints, most existing 

solutions to the problem of distributing keys to sensor nodes of large-scale WSNs 

[37, 38, 39, 40] build on the random key pre-distribution scheme [37], which relies on 

probabilistic key sharing among the nodes in a WSN. Since this scheme only guaran

tees that after network deployment two neighboring sensor nodes will share one key 

with a certain probability, some information may need to be exchanged among multi

ple sensor nodes to establish a shared key for two neighboring nodes, thus leading to 

extra energy consumptions. To reduce this control overhead, the identity based hier

archical key distribution [41] can be applied and its energy effici ncy actually relies 

on a specific network model, as shown in Figure 1.3. According to the model , network 

involves a base sink and several clusters of sensor nodes each led by a gateway which 

has considerably more energy resource compared to the regular sensor nodes. The e 

better equipped gateways can be used to perform key distribution while requiring no 

information exchange among the resource-constrained sensor nodes. 

In this thesis, we propose a novel encryption mechanism, called spatially selective 

encryption, for data encryption within a single cluster. This encryption mechanism 

only requires the cluster head to encrypt it data while allowing all cluster members 

to send their data wi thout performing any encryption. Using this mechanism, as long 

as the data of the cluster head , a.k.a., the virtual key, is properly protected , the data 

from all cluster members can be securely protected, which can significantly reduce 

the energy consumption for data encryption. Furthermore, an energy-efficient key 

establishment protocol is also proposed to securely and efficiently establi h the keys 

used for encrypting the visual key. 
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F igure 1.3: Illustra t ion of the four-pass key distribution protocol model. 

1.2.3 Wireless Multimedia Sensor Networks 

1.2.3.1 High Throughput 

14 

Wireless Multimedia Sensor Networks (WMSNs) are an emerging networking paradigm 

t hat allows retrieving video streams, st ill images, as well as generic sensing data from 

the environment [42]. A WMSN promises a wide range of potential applications in 

both civilian and mili tary areas which require visual and audio information , such as 

multimedia surveillance, advanced health care delivery, and industrial p rocess con-

trol [42]. Different from convent ional wireless sensor networks, a WMS normally 

demands larger bandwidth and entails higher network throughput to transport large 

volume of da ta to the remote da ta sink rapidly and reliably. However , da ta ra tes 

provided by existing commercial sensor products, e.g., 250Kbps in MICAz [2], are 

not sufficient t o support multimedia traffic. 

On the other hand, current ensor nodes, such as MICAz and WINS [2 42] , 



CHAPTER 1. INTRODUCTION 15 

already support multiple channels for communication, for example, 40 channels in 

WINS [42]. Thus, by developing a multi-channel MAC protocol, which can effec

tively utilize the available channel capacity through the cooperative work from other 

sensor nodes, we can achieve a better support for multimedia applications which de

mand high data rates. The design of a highly efficient and reliable MAC protocol is 

thus critical. Conventionally, the goal is to provide sufficient transmission capacity 

at the minimum energy cost under a moderate network load condition. In order to 

support multimedia applications in wireless multimedia sensor networks, the design 

becomes the tradeoff between complexity/ cost and the network throughput. Most 

MAC protocols in wireless sensor networks, such as S-MAC [43] and T-MAC [43], 

were proposed to support single-channel architecture. They are not suitable for mul

timedia applications: they arc designed to be energy efficient, however, it is at the cost 

of increased latency and degraded network throughput. The Multi-frequency MAC 

protocol (MMSN) [44] is the first contention-based multi-channel protocol for wireless 

sensor networks. It consists of two parts: static channel assignment and contention

based data transmission. The channel assignment problem aims to statically allocate 

collision-free channels for nodes within two hops range. This problem can be re

duced to a distance-2 coloring problem in graph theory. After channel assignment 

is completed, each sender switches to the receiver's channel for transmissions. Data 

transmission follows a contention-based approach on the per-packet basis, which will 

inevitably introduce significant control overhead. Besides their low energy efficiency, 

most contention-based multi-channel MAC protocols are particularly not suitable for 

delay-sensitive WMSN because every packet has to contend for medium access and 

the delay for data delivery could be potentially unbounded. The amount of time re

quired to resolve collision is based on the load condition of the network, which makes 

it very difficult to guarantee a bounded delay. 
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In this thesis, we propose a clustered on-demand multi-channel MAC protocol 

(COM-MAC) to support energy-efficient, high-throughput, and reliable data trans

mission in WMS s. The operation of propo ed protocol consists three se sions: re

quest session, scheduling session, and data transmission session. For COM-MAC to 

achieve high energy efficiency, first, a scheduled multi-channel medium access is used 

within each cluster so that cluster members can operate in a contention-fre manner 

in both time and frequency domains to avoid collision, idle listening and overhear

ing. Second, to maximize the network tlu·oughput, a traffic-adaptive aml QoS-aware 

scheduling algorithm is executed to dynamically allocate time slots and channels for 

sensor nodes based on the current data traffic information and QoS requirements. 

Finally, to enhance transmission reliability, a spectrum-aware ARQ is incorporated 

to better exploit the unused spectrum for a balance between the r liability and re

transmission. 

1.3 Main Contributions 

The contributions of this thesis include a novel clustering protocol for underwater 

sensor network, a cooperative fault detection mechanism, a comprehensive study on 

the major problems in applying Slepian-Wolf coding for data aggregation to cluster

based WSNs, and a novel encryption mechanism, called spatially selective encryption. 

First, we formulate the node clustering problem into a cluster-centric cost-based 

optimization problem with an objective to improve the energy efficiency and prolong 

the lifetime of the network. A distributed minimum-cost clustering protocol is pro

posed to solve the formulated optimization problem. In the formulation, a cost metric 

ca.llcd cluster cost is defined, which ca.n rea.sona.bly measure the dyna.mic energy sta.

tus of a potential cluster. To the best of our knowledge, this is the first time that the 
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node clustering problem is formulated into a cluster-centric cost-based optimization 

problem with an objective to improve energy efficiency and prolong network lifetime. 

Second, we study the major problems in applying Slepian-Wolf coding for data 

aggregation to cluster-based WSNs, including the clustered Slepian-Wolf coding prob

lem, the optimal rate allocation problem, and the joint Slepian-Wolf and explicit 

entropy coding problem. To the best of our knowledge, this is the first time that 

Slepian-Wolf coding is applied to cluster-based WSNs for data aggregation with spe

cific effective solutions proposed to solve these problems, in particular, for the first 

time a distributed heuristic algorithm proposed to solve the clustered Slepian-Wolf 

coding problem. 

Third, we propose a novel encryption m chanism, called spatially selective encryp

tion, to achieve network wide security in WSNs. Unlike the conventional network-wide 

encryption,the proposed encryption mechanism requires that only a small portion of 

sensor nodes are selected to perform ncryption of their data while allowing other 

sensors to send their data without performing any encryption. As long as the data 

of the selected nodes are protected, the data from other nodes can be properly pro

tected. The proposed method can significantly reduce the energy consumption for 

both data encryption and key distribution. 

Finally, we propose a cooperative fault detection mechanism with high accuracy 

and bounded delay for underwater sensor networks. To the be t of our knowledge, 

thi is the first time that the a failure detection scheme is proposed by exploiting 

the inherent characteristics of WSNs. Unlike the conventional h artbeat-based or 

gossiping-based fault detection mechanisms, the proposed det ction mechanism is 

based a TDMA MAC protocol used in the network and runs concurrently with normal 

network operation by periodically performing a distributed detection process at each 

cluster member. 
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1.4 Thesis Organization 

In chapter 2, we formulate the node clustering problem into a cluster-centric cost

based optimization problem with an objective to improve the energy efficiency and 

prolong the lifetime of the network. To solve the formulated problem, a novel dis

tributed clustering protocol called minimum-cost clustering protocol (MCCP) is pro

posed. In chapter 3, we present the proposed dependable clustering protocol to pro

vide a robust clustered architecture against cluster-head failures in UWSNs. In chap

ter 4, we propose a cooperative fault detection mechanism for detecting cluster-head 

failures in cluster-based UnderWater Sensor Networks (UWS s). In chapter 5, we 

study the major problems in applying Slepain-Wolf coding for data aggregation in a 

cluster-based WSN with an objective to optimize data compression so that the total 

amount of data generated in the whole network is minimized. In chapter 6, we present 

a combined data aggregation and encryption scheme using Slepain-Wolf coding for 

effi cient a.nd ecured data transmission in wireless sensor networks (WSNs). In chap

ter 7, we propose a clustered on-demand multi-channel MAC protocol (COM-MAC) 

in order to maximize the network throughput with enhanced energy efficiency. In 

chapter 8, we conclude this thesis and introduce the future works. 



Chapter 2 

Distributed Minimum-Cost 

Clustering Protocol 

2.1 Introduction 

Node clustering has been widely studied in terrestrial wireless sensor networks [7, 9, 

10, 11] . Due to the unique characteristics of underwater sensor networks, however, 

the clustering algorithms proposed for terrestrial WSNs and mobile ad hoc networks 

(MANETs) cannot be applied to UWSNs directly without modification. 

In t his chapter, we study the node clustering problem and consider energy effi

ciency in UWSNs. We formulate the problem into a cluster-centric cost-based opti

mization problem with an objective to improve the energy efficiency and prolong the 

lifetime of the network. In the formulated problem, every node in the network is a 

cluster head candidate, which can potentially form a cluster togeth r with some com

bination of its neighbors. The generation of a set of clusters is based on a cost metric 

(called cluster cost) defined for a. potentia.! cluster , which takes into account three im

portant parameters that are relevant to the energy status of t he cluster, including (1) 

19 
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the total energy consumption of the cluster members for sending data to the cluster 

head; the residual energy of the cluster head and its cluster memb r · and the relative 

location between the cluster head and the uw-sink. To solve the formulated problem, 

we first propose a centralized minimum-cost clustering algorithm (MCCA) and then 

present a minimum-cost clustering protocol (MCCP) that implements MCCA in a 

distributed manner. Unlike most existing clustering algorithms, MCCA and MCCP 

select clusters, rather than cluster heads, based on the cost metric assigned to each 

potential cluster and attempts to minimize the overall cost of the selected clusters. 

Simulation results show that the proposed MCCP significantly improves the energy 

efficiency and prolong the network lifetime of a UWSN. 

2.2 Problem Statement 

2.2.1 N etwork architecture 

A UWSN typically consists of several uw-sinks located at the centers of different mon

itored areas, a number of ocean bottom sensor nodes surrounding each uw-sink, and 

a surface station providing a link to an on-shore control center, as shown in Figure 

2.1. A uw- ink has a sufficient power supply and is capabl of handling multiple 

parallel communications with other sensor nodes. All sensor nodes are homogeneous 

and quasi-stationary. Each of them can adjust its transmission range with trans

mission power control. Unlike the terrestrial sensor network, a UWSN has some 

unique characteristics, such as highly limited bandwidth, long propagation delay, 

harsh geographical environment, and relatively small network scale [4] . Without loss 

of generality, we consider a network with one fixed uw-sink in this chapter. 
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• • • 
• • • • • • • • • • • ~ • • • • ~ • • 

• • • • • • • • • • • • • • ~· 0 On-shore contro.l cemer • • • 
0 Surface station • • 
6 UW-sink • • • • Ocean bottom sen. or • • • • 

Figure 2.1: Network architecture. 

2.2.2 Energy Model 

We use the same energy model as used in [45], which was proposed for underwater 

acoustic networks. According to the model, to achieve a power level Po at a receiver 

at a distance d, the transmitter power Etx(d) must be 

2 !illl Etx (d) = Po · d · 10 JO , (2.1) 

where a(J), measured in dB/ m , is n. medium ab orption coefficient depending on the 

frequency range of interest under given water temperature and water salinity. a(J) 

is given by 

10- 3/2 10- 3/ 2 
a(j) = 0.11

1 
+ j2 + 44 

4100 
+ j2 + 2.75 X 10- 7 j 2 + 3 X 10- 6

, (2.2) 

where f is t he carrier frequency for transmission measured in kHz. 
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2.2.3 Minimum-Cost Node Clust ering 

Given a network consisting of a finite set of sensor nodes V, every sensor node in the 

network is initially a cluster head candidate. We assume that the cluster diameter of 

each candidate is fixed, limited, and identical. The sensor nodes within the cluster 

diameter of a candidate v form a finite point set Nv with the cardinality of INv l, 

where Nv is called the neighbor set of candidate v. The power set of Nv , denoted 

by P(Nv), is a set whose elements are the subsets of Nv and P(Nv) constitutes all 

possible combinations of nodes in Nv. Thus, the cardinality of P(Nv) is 21Nvl . Each 

element of P(Nv) is called a cluster member set of candidate v, which is denoted by 

Nv . Thus, a candidate v, combined with each cluster member set Bv E P(Nv), can 

form a potential cluster A := Bv U{ v }, and the total number of potential clusters 

generated by candidate v is 21Nvl . Obviously, there initially exist a total number of 

:Z:vEV 21Nvl potential clusters in the network, which are generated by all cluster head 

candidates in V. We use S to denote the cluster set which consists of all the potential 

clusters in the network. 

Given the above assumptions, the node clustering problem can be formulated into 

a cluster-centric cost-based optimization problem with an objective to improve the 

energy efficiency and thus prolong the lifetime of the network, i.e., to select a set of 

potential clusters C* from the cluster set S to cover the whole network so that the 

overall cost of all selected clusters, is minimized, i.e., 

C* = argmin ~ cost(A), 
ccs L...t 

- AEC 

(2.3) 

where U AEC· A= v and n AEC· A= fj) . cost(A) is a cost metric defined for a cluster, 

which will be described in the next section. We also refer to this problem as minimum-

cost node clustering (MCNC) problem. 
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2. 2 .4 Cost M etric 

To consider energy effi ciency, we define in the formulation a cost metric called cluster 

cost or simply cost for a potential cluster, which takes into account three important 

parameters that are relevant to the energy status of the dust r , namely, the total 

energy consumption of the cluster members for sending data to the cluster head ; the 

residual energy of the cluster head and its cluster members; and the relative location 

between the cluster head and the uw-sink. For ease of exposition , we first consider the 

first and third parameters, and then incorporate the residual euergy in the definition. 

Given a potential cluster A := Bv U{ v}, where v is a cluster head candidate and 

Nv is a cluster member set of v, the cluster cost of cluster A is clefinecl as 

cost(A) = L cost(u, v) + cost(v, s), (2.4) 
u EBu 

where .l:uEBu cost( u, v) is the total energy consumed by all sensor nodes in Nv 

for sending one data packet to v, which is also called intra-cluster cost. cost( v, s) 

is the energy consumed by v for sending one data packet to the uw-sink s directly, 

which is also called relay cost. The relay cost is proportional to the distance between 

v and s. In the above definition, the geographic distribution of a cluster head has a 

dominant impact on the cost of a potential cluster. A small chang in the distance 

between a cluster head and the uw-sink would lead to a big change of the relay cost 

and this change will overwhelm the srnall fluctuation of the intra-cluster cost, which 

is bounded by the fixed cluster diameter and the limited varian e of the number 

of cluster members in different clusters. Therefore, if a cluster head is closer to 

the area surrounding the uw-sink which has a higher tra ffi c load , its cluster tends 

to have a smaller cluster cost. On the other hand, the effect of the intra-cluster 

cost would dominate the cluster cost if the cluster heads of different cluster have 
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very close spatial proximity relative to each other in a local area or have the same 

distance to the uw-sink but in different areas. In t his case, a cluster with a smaller 

intra-cluster cost has a smaller cluster cost. The defined cost metric actually refte ts 

the energy consumpt ion of a potential cluster. To more comprehensively reflect the 

dynamic energy status of the cluster, the residual energy of the cluster head and its 

cluster members should also be considered. In this case, the cost metric should be 

defined such that when t he cluster head candidates initially have plenty of residual 

energy, the energy consumption term dominates, while when the r sidual energy of 

the cluster head candidate becomes small, the residual energy term dominates. When 

two candidates have comparable residual energy levels, the one covering the cluster 

members with low residual energy should be given preference. Based on the above 

arguments, a complete defini tion of the cost metric is given as follows 

( ) 
_ L uEBv cost(u, v)J1(E,.) + cost(v, s)h(A) 

cos t A - J 
1 

( Ev) , (2.5) 

where Ev (or E,. ) is the residual energy of node v (or u) normalized by the initial 

energy of the node and 

{ 
(ob) + 0.1 , x 2: Et 

! 1(x ) = 1+ x " 

l+~~)fJ + 0.1, X< Et 

(2.6) 

f (X)= L xEX JI(Ex) 
2 \X\ , (2.7) 

where E t (0 < Et < 1) is a threshold for the residual energy. When the normalized 

residual energy of a node is larger than this threshold, a node is said to be in a high 

energy s tate. Otherwise, it is in a low energy state. Et is used to control how long 

a node can act as a cluster head. For a selected cluster head, it can return to be a 

cluster member only when its normalized residue energy is below Et . In this case, 
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j 1(Ev) in the denominator would largely decrease, which leads to a big increase of 

the cost of th cluster head and thus makes the cluster head return to be a cluster 

member. Meanwhile, when a cluster head covers a cluster member in a low energy 

state, its cost metric will diminish because the numerator of the cost metric decreases 

with the number of the cluster members in a low energy state. a is a coefficient used 

to control the sensitivity of the cost metric to the residual energy when a node is in a 

high energy state while f3 is a coefficient userl for the same purpose when a. norle is in a. 

low energy state. Both a and f3 can be adjusted to accommodate less or more energy 

consideration in the cost metric. In this work, Et is set to be 0.25 so that a cluster 

head can make sufficient contribution before it returns to be a luster member. a is 

set to be 30 so that the cost metric changes dramatically over normalized residual 

energy in a high energy state because in this case h ( x) is approximately 1. f3 is set 

to be 2 so that the energy consumption term dominates the cost m tric when a node 

is in a low energy state. 

2.3 Distributed Minimum-Cost Clustering Proto

col 

In our research, we propose a distributed minimum-cost clustering algori thm (MCCP) 

to solve the MCNC problem in a distributed network environment. We first present 

a centralized minimum-cost clustering algorithm (MCCA) and then present MCCP 

that implements MCCA in a distributed manner. 
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2.3.1 Centralized Minimum-Cost Clustering Algorithm 

In a centralized network, node clustering is performed at a central controller (e.g., a 

uw-sink), which has the full knowledge of the network. 

If we consider cost(A) as the weight associated with a clust r A, the MCNC 

problem is very similar to the minimum weight set cover (MWSC) problem, which is 

described as follows. Given a set of points (i.e., a set of sensor nodes V), a collection 

of potential point sets (i .e., the cluster set S), and a nonnegative weight assigned to 

each point set (i.e. , cost( A) assigned to a potential cluster A E S), find a subset of the 

collection of potential point sets (i.e., a cluster set C* ~ S) such that each element 

in the given set of points (i.e., each sensor node u E V) belongs to at least one of the 

point sets in the subset (i.e., one cluster in the cluster set C*) and the sum of the 

weights of the point sets in the subset (i.e., the overall cluster cost of all clusters in 

C*) is minimized. 

Note that the only difference between the two problems is Lhat a point in the 

MWSC problem can be covered by more than one point set while a sensor node in 

the MCNC problem can be covered by one and only one cluster. Meanwhile, it is 

worth pointing out that if the MWSC problem has the same number of points as that 

in V, the total number of potential point sets in the MWSC problem is 21VI, while 

in the MC C problem the total number of potential clusters decreases to L vEV 21Nvl 

because of the limited cluster diameter of each node in the network. 

The MWSC problem is well-known to be NP hard. To solve this problem, an 

approximation algorithm was proposed by Chvatal [46], which is based on a sequential 

greedy method. If we use the same notations S to denote a collection of potential 

point sets and C* to denote a collection of point sets we would like to find , Chvat.al's 

algorithm starts with C*:= ¢ and each time greedily adds one "qualified" set to C* 
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until the sets in C* include all points. Figure 2.2 gives the pseudo-code of Chvatal's 

algorithm, where A is a set (called "qualified" set) with minimum 1';~dl , W is a set 

containing all nodes which are covered by all "qualified" sets already added to C*, 

and A- W is a set of elements which are members of A, but not members of W . 

Hence, lA- WI is the number of new nodes to be covered by C* if a new "qualified" 

set A is added to C*. This means that a selected "qualified" set A may have members 

in common with the sets already in C*, which is not allowed in the MCNC problem. 

CHVATAL(v) 

1 c· f- ¢ and Q f- ¢ 

2 while Q of. V 

3 do 

4 Select a set A E S such that ~~~-;]1 is minimized 

5 c· f- c· U{ A} and Q f- QuA 

Figure 2.2: Chvatal's algorithm. 

To solve the MCNC problem, we propose a heuristic algorithm called minimum

cost clustering algorithm (MCCA) based on Chvatal's algorithm to generate a pair

wise disjoint C*, in which any two distinct sets are disjoint. Figure 2.3 presents the 

pseudo-code of MCCA, where cost corresponds to weight in the MWSC problem, Z is 

a set containing all remaining cluster head candidates, H is a set containing the clus

ter heads of all clusters already selected, and M is a set containing all representative 

clusters already found. The main steps are described as follows. 

1. Find out all nodes that have not been covered by the clusters already added 

into C* and are still cluster head candidates (i.e., Z = V - W). 
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HEURISTIC ALCORITHM (v) 

c· +-- ¢ and Q +-- ¢;H +-- ¢ 

2 while Q f. V 

3 
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do Z <- V- Q 
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d [3 . { Ct!8t( (till J[J) } R B U{ } 
o "+-- arg nun llvlUBI ; ., +-- " 'I! 

B EP (N,.-Q) .. ~ , 
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Figure 2.3: Heuristic algorithm. 

2. For each candidate v, construct its potential clusters by combining every possi

ble combination of the nodes that are in its neighbor set Nv but have not been 

covered by the clusters already inC*, i.e., P(Nv- W). Then, calculate the cost 

of each of its potential clusters and find out its representative cluster Rv, which 

is the potential cluster with the minimum average cost cos t(Ru)/ IRvi, where 

3. Compare the average costs of the representative clusters of all candidates and 

select the representative cluster A with the minimum average cost as a "qual-

ified" cluster to be added into C*. The corresponding candidate u becomes a 

cluster head. 

4. Return to step 1 and repeat the above steps until the clusters in C* cover all 

nodes in the network. 
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2.3.2 Distributed Minimum-Cost Clustering Protocol 

In the centralized MCCA, whether a candidate v can become a cluster head is deter

mined by whether its corresponding repre entative cluster Rv has a minimum value 

of cost(Rv)/IRvl among the representative clusters of all candidates in the network. 

In a distributed network, however, each node makes a clustering decision indepen

dently. The value of cost(Rv)/IRvl of candidate v can only be changed if any of the 

candidates within a distance of at most 2 times the cluster diameter (2-hop range) 

becomes a cluster head, which may lead to the changes of cost(Rv) and !Rulbecause 

only the candidates within a 2-hop range may cover common nod s. Therefore, if the 

value of cost(Rv)/IRvl is smaller than that of any other candidate within a distance 

of at most 2 hops from v, MCCA will select vas a cluster head with its representative 

cluster before any of the candidates within a distance of at most 2 hops. Based on this 

observation, we present a distributed MCCP to implement the centralized MCCA in 

a distributed manner. With MCCP, all candidates, instead of a single central con

troller, need to find out their own representative clusters based on local information, 

and then exchange the average costs of their representative clusters within a 2-hop 

range to collaborativcly select the "qualified" clusters. 

MCCP consi ts of two stages: initialization stage and execution stage, which are 

described as follows. 

• Ini tialization stage: When a network is initially deployed, all nodes are set to be 

candidates. Then each candidate constructs its neighbor set and its uncovered 

neighbor set, which consists of the nodes that are in the neighbor set but are 

still candidates. 

• Execution tage: A candidate generates its potential clusters by searching every 

possible combination of elements in its uncovered neighbor set, selects a rep-
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resentative cluster from these potential clusters, and sends the average cost of 

the representative cluster to all candidates within its 2-hop range. A candidate 

collects the average costs of the representative clusters of all candidates within 

its 2-hop range. If the candidate itself has a minimum average cost, it becomes 

a cluster head and advertises an INVITE message to all the nodes in its repre

sentative cluster to invite them become its cluster members. Otherwise, there 

are two cases for a candidate. 

1. If an INVITE message is received and the destination of this message is 

the candidate, the candidate first changes its candidate status to a cluster 

member. Then it extracts the cluster head ID from the INVI TE message 

and broadcasts a JOIN message to all the nodes within its cluster diameter. 

This JOIN message will acknowledge the receipt of the INVI TE message 

to the candidate and at the same time notify the other candidates within 

the cluster diameter that the candidate has become a cluster member of 

some cluster head . 

2. If no INVITE message is received or some INVITE messages for other 

nodes are received, the candidate stays in its candidate status and reselects 

its representative cluster because some elements in its uncovered neighbor 

set might have been covered by some cluster heads or have become cluster 

heads. 

The above procedures are performed by all candidates until each of them becomes 

either a cluster head or a cluster member. At the end, no candidate remains in the 

network and every cluster member belongs to a cluster. 

The pseudo-code of the above procedures are shown as in Figure 2.4 and the 

messages or variables used in the pseudo-code are defined in Table 2.1. 
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Table 2.1: Pesudocode Symbol 

Symbols Description 

Av The representative cluster of candidate v 

Xv The set containing the cluster members of Av 

avg(v) The average cost of the representative cluster Av 

head A flag indicating a cluster head 

cand A flag indicating a candidate 

memb A flag indicating a cluster member 

G A set containing the average costs sent by other cluster heads within 

2-hop range of a candidate 

INVITE(v, Xv) A message inviting the nodes in set Xv to be the cluster members 

of candidate v 

JOIN( v, u) A message acknowledging that node v received the INVITE mes-

sage sent by candidate u and joins the cluster as a cluster member 

of candidate u 
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Figure 2.4: Distributed minimum-cost clustering protocol. 
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2.3.3 Computational Complexity 

Consider a network consisting of I Vlsensors uniformly distributed over a region with 

a predefined node density p to guarantee the sensing coverage. The computational 

complexity of MCCA is O(IVI). This is because in every iteration the algorithm selects 

at least one cluster with a cluster head v from the 21Uvl potential clusters generated 

by v, where Uv is the uncovered neighbor set of v . Since IUv l:::; INvl, where Nv is the 

neighbor Set of V, the algorithm terminates in oo:::vEV 21Nvl ) iterations. Furthermore, 

let r be the cluster diameter of v. The number of nodes within the limited cluster 

diameter of v is INvl = pnr2 , where pis the sensor density. Therefore, 21Nvl can be 

denoted by a constant D and the heuristic algorithm terminates in O(l:::vEV D) = 

O(IVI) iterations. Similarly, MCCP also has a computational complexity of (OIVI). 

2.3.4 Properties 

One important property of MCCP is its abili ty of adapting geographical cluster head 

distribution to the traffic pattern in the network and thus avoiding the formation 

of hot spots around the uw-sink. This is implemented by generating more cluster 

heads in the area closer to the uw-sink so that t he high traffic load in that area is 

undertaken by all the cluster heads in a balanced manner. At the same time, the 

number of cluster members in a cluster depends on the distance between the cluster 

head and the uw-sink, which means that a cluster closer to the uw-sink consists of 

less cluster members. 

With MCCP, candidates at different locations can construct clusters at the same 

time. MCCP only allows those candidates at a distance more than two times the 

cluster diameter to simultaneously become cluster heads in each iteration. For this 

reason, the effect of the formation of a cluster in an area far away from the uw-sink 
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on the formation of a cluster in the area closer to the uw-sink can be avoided. If two 

candidates are within a distance less than two times the cluster diameter , the one 

closer to the uw-sink is more likely to construct a cluster because its cluster tends 

to have a smaller average cost. The reason is that the cost metric is designed such 

that the distance between a cluster head and the uw-sink dominates the cost of a 

cluster. On the other hand, to become a cluster head, a candidate needs to select a 

proper set of nodes within its cluster diameter to build a cluster with the minimum 

average cost (representative cluster) . If the candidate is around the uw-sink, only 

clustering the nodes closer to the candidate itself can lead to a representative with a 

smaller average cost. For a candidate far away from the uw-sink, its distance from 

the uw-sink dominates the cost metric. In this case, incorporating more nodes as 

cluster members without considering their proximity to the candidate can lead to a 

representative cluster with a smaller average cost. 

This property can be illustrated by a simple example shown in Figure 2.5. Can

didate AO can generate four potential clusters: {AO}, {AO A1}, {AO A2}, and {AO 

A1 A2}. Similarly, BO has four potential clusters: {BO}, {BO B1} , {BO B2}, and 

{BO B1 B2}. Obviously, BO and AO can become two cluster heads at the some time 

without affecting each other. The four potential clusters of AO have average costs 

proportional to {52/1=25, (52+32)/2 = 17, (52+82)/2=44.5, and (52+82+ 32)/ 3= 

32.66}. AO associated with A1 constructs the cluster which has the minimum average 

cost because the cost metric is sensitive to the intra-cluster cost and adding A2 to 

the cluster will result in a larger average cost. The four potential clusters of BO have 

average costs proportional to {402/1= 1600, (402+32)/2 = 804.5, (402+82)/2 = 832, 

(402+82+32)/3= 557.6667}. For BO, the cluster with {BO B1 B2} has the minimum 

average cost because the relay cost dominate the cost metric (in this case, cost metric 

approximately proportional to 402) and incorporating more nodes to construct the 
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clusters leads to representative clusters with a smaller average cost. 
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Figure 2.5: An illustration of MCCP property. 
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Another property of MCCP is the ability of balancing the traffic load between 

cluster heads and cluster members by periodically re-clustering the sensor nodes in the 

network. Since the cluster cost is recalculated each time clustering is performed, the 

residual energy term of the cluster cost can be periodically updated such that the roles 

of cluster heads and cluster members can be exchanged based on the current residual 

energy distribution. Normally, the period to re-cluster the network is in the range 

of days or months for underwater applications [4], where continuously transmitting 

sensed data is not required. Therefore, the network can be re-clustered by MCCP 

with a low frequency without obviously affecting network performance. 

2.3.5 MAC Protocol 

Similar to most existing clustering protocol, MCCP also employs TDMA for trans-

mission scheduling within a cluster, where the cluster head generates TDMA schedule 
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and allocates a fixed slot to each cluster member in the cluster. Each cluster head 

communicates with other cluster head using direct-sequence spread spectrum (DSSS) 

to reduce the inter-cluster interface while each cluster member employs the pseudo-

noise code assigned to its cluster head to spread the spectrum of its signal over the 

ent ire band before it t ransmits t he signal to its cluster head. As a result, t he effect of 

frequency fading caused by underwater multiple paths is mit igated. To enable T DMA, 

time synchronization under a high latency environment is required [1 7]. Meanwhile, 

to implement DSSS, CDMA code assignment (CA) algorithms are needed . T he cen

tralized CA algori thm in [7] uses t he data sink to assign a unique orthogonal code to 

each clust er head while t he distributed CA algorithms in [47] assigns different codes 

to adjacent clusters in order to spatially reuse spreading codes. 

2.3.6 Multi-Hop Routing P rotocol 

After a cluster head collects data from its cluster members , it will send the data to 

the uw-sink. A cluster head far away from the UW-sink needs to find a multi-hop 

pa th to the sink. For this purpose, we use the multi-hop routing protocol proposed 

in [48], which was designed specifically for underwater sensor networks. Using this 

routing protocol, cluster head i selects cluster head j as its next hop if 

j = arg min e;1, 
jEN;n H ; 

(2.8) 

where Ni is a set of nodes within the transmission range of cluster head i, and Hi is a 

set of cluster heads closer to the uw-sink s than cluster head i, i.e., j E Hi if and only 

if the d18 , t he distance between node j and the uw-sink s, is less than dis• the distance 

between node i and the uw-sink s. Cij is the cost associated to the link between i and 

j , which is an estimate of t he energy required to transmit a bit from cluster head i to 
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the uw-sink when cluster head j is selected. Since we do not consider retransmission 

in our simulation, Cij is given by 

(2.9) 

where dij is the distance between i and j, and his is the estimated number of bops 

from node i to the uw-sink s, and is calculated as 

( 
dis 

h is = max d , 1), 
< ij >is 

(2.10) 

where < dij >is is the projection of dij onto the line connecting node with the 

uw-sink s. 

2.4 Performance Evaluation 

In this section, we evaluate the performance of MCCP through simulation experi-

ments. We compare MCCP with HEED in terms of network lifetime. The network 

lifetime is measured in two different ways: temporal lifetime and capacity lifetime. 

The temporFI.l lifetime is defined as the number of simulF~.tion rounds executed until 

a certain percentage of nodes die, and the capacity lifetime is defined as the total 

number of packets the uw-sink has received until a certain percentage of nodes die. 

We used ns-2 to perform the simulation and extended it to include the underwater 

propagation loss and the physical layer characteristics of underwater transceivers. In 

the simulation, we considered 100 sensor nodes uniformly deployed in a lOOm x lOOm 

sensing region unless otherwise specified, which is shown in Figure 2.6(a). The uw

sink is located at the center of the region. We assume that at the beginning of 

each round, each node has an init ial battery power of 2J. Each round of simulation 
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consists of an intra-cluster communication period consisting of six TDM frames and 

an inter-cluster communication period. After each round, the network is re-clustered 

by MCCP. The cluster diameter is 10 m, and the transmission range of a cluster head 

for intra-cluster communication is equal to the distance between the cluster head and 

the uw-sink so that the cluster head can surely send its data to the uw-sink even if an 

intermediate node for the next hop cannot be found. In the energy model, we assume 

that P0=1.6x 10-3 Jjbit and /=10 kHz. 

Table 2.2: Simulation Parameters 

Type Parameter Value 

Network grid From (0,0) to (100,100) 

System Sink At (50,50) 

Initial energy 2J 

Cluster radius 25m 

Data packet size 100 bytes 
Midfielders 

Packet header size 25 bytes 

Round 6TDM 

PO 1.6 X 10-3 J /bit 
Radio model 

f 10kHz 

Figure 2.6(b) and Figure 2.6(c) show the cluster head distribution with MCCP 

and HEED. Both MCCP and HEED were simulated using the same topology shown 

in Figure 2.6(a). As expected, the cluster head distribution of MCCP is adaptive 

to the geographical traffic pattern of the network. In the area closer to the UW

sink, more cluster heads were generated to balance the higher traffic load in that 

area. In contrast, the cluster heads generated by HEED are evenly distributed in 
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the network because HEED does not have the adaptive property for the geographical 

traffic pattern of the network. 
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Figure 2.6: (a) Node distribution; (b) Cluster head distribution with MCCP; (c) 

Cluster head distribution with HEED. 

Figure 2.7(a) shows the temporal lifetime with MCCP and HEED, respectively. 

Obviously, MCCP improves the temporal lifetime as compared with HEED, espe-

cially if the temporal lifetime is defined as the number of rounds when the first node 
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dies. Similarly, Figure 2.7(b) shows the capacity lifetime with MCCP and HEED, 

respectively. 

Figure 2.8(a) show the effect of different number of nodes on temporal lifetime. 

It is seen that both MCCP and HEED have good network scalability b cause the 

temporal lifetime of both protocols does not deteriorate with the in rement of the 

number of nodes. The performance enhancement of MCCP over HEED, in the t rm 

of temporal lif time, is not affected by the number of nodes in the network. We can 

obtain the similar results for capacity lifetime, which are shown in Figure 2.8(b). 

Figure 2.9(a) and Figure 2.9(b) show the effect of non-uniform node distribution 

on the improvement of temporal lifetime and capacity lifetime, respectively. Similar 

to the experiment in [9], we divide then twork into four areas of equal sizes (Al, A2, 

A3, A4) , and the probability of a node falling into each of the areas is 10 percent for 

Al, 20 percent for A2, 30 percent for A3, and 40 percent for A4. It is shown that 

the non-uniform node distribution does not affect the lifetime improvement of MCCP 

over HEED. 

2.5 Summary 

In this chapter, we have studied the node clustering problem in a UWS and for

mulated the problem into a cluster-c ntric cost-based optimization problem with an 

objective to improve the energy efficiency and prolong the lifetime of t he network. 

To solve the formulated problem, a distributed minimum cost clustering protocol 

(MCCP) has been proposed, which can not only make geographical cluster head dis

tribution adapt to the traffic pattern in the network and thus avoid th formation of 

hot spots arounrl a uw-sink, but also balance the traffic loarl between cluster head 

and cluster members through periodical re-clustering the sensor nodes in the network. 
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Figure 2.7: Network lifetime: (a) Temporal lifetime; (b) Capacity lifetime. 
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The simulation results show that MCCP significantly improves th network lifetime 

as compared with the well-known HEED protocol. 



Chapter 3 

A Robust Architecture for 

Underwater Sensor Network 

3.1 Introduction 

Node clustering provides an effective approach to improve t he energy efficiency and 

prolong the network lifetime of a WSN. Moreover, clustering leads to a hierarchical 

network architecture, which enables scalable medium access control, robust routing, 

and coordinate-free localization. In the harsh underwater environment, however, an 

underwater sensor node is vulnerable to failures or physical damages, which may affect 

normal network operation. In particular, a single cluster-head failure can result in the 

loss of connectivity of all afi'cctcd cluster members and thus disrupt the operation of 

the whole cluster. To address this problem, re-clustering can be employed to recover 

the failed cluster. However, such a recovery mechanism is usually time-insensitive. 

Furthermore, in the case of a cluster-head failure, sensor nodes in the failed cluster 

will remain inactive unt il the next re-clustering is performed. Sensing coverage will 

be incomplete during the inactive period and thus affect normal network operation 

45 
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inevitably. To shorten this inactive period , frequent re-clustering is r quired, which 

would result in significant control overheads and thus is not desired. 

In this chapter, we propose a dependable clustering protocol to provide a robust 

clustered architecture against clu ter head failures in UWSNs. To achieve the ob

jective, the proposed clustering protocol employs two mechanisms: fault prevention 

clustering and cluster head replication. First, fault prevention clustering attempts to 

select those healthy nodes as cluster heads to prevent cluster head fa ilures. Then, 

during clustering, cluster head replication attempts to select a primary cluster head 

and a backup cluster head for each cluster member so that the constructed cluster 

hierarchy can tolerate cluster head failures. 

3.2 Fault Prevention Clustering 

The proposed protocol consists of three phas s: failure prediction, cost evaluation, 

and clustering optimization. The purpose of failure prediction is to predict the po

tential failur of an underwater sensor based on its lifetime distribution so that those 

unhealthy nodes are prevented from being selected as cluster heads. Cost evaluation 

is to evaluate the cost caused by the failure of a sensor node if the node is selected 

as a cluster head, taking into account both the reliability and residual energy status 

of the node. Clustering optimization aims at constructing a cluster hierarchy that 

minimizes the overall cost of all selected clusters based on the cost evaluation of each 

sensor node. 

3.2.1 Failure Prediction 

The purpose of failure prediction is to predict the potential failure of a sensor node 

based on its lifetime distribu tion so that those unhealthy nodes are prevented from 
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being selected as cluster heads during clustering. Unlike the sensor nodes used in ter-

restrial sensor networks, underwater sensor nodes are usually complex and expensive 

systems equipped with various electronic and mechanical devices. These components 

follow the progression of degradation of some parameter( s). Accordingly, parameter 

monitoring can be performed to predict the potential failure of a sensor node or the 

probability that a sensor node is going to fail within a certain period of time. This 

probability multiplied by the cost of such a failure provides us a criterion for selecting 

a cluster head. 

The reliability of a sensor node can be represented by a lifetime-distribution func-

tion, which is defined as the probability that the actual lifetime of a sensor node is 

smaller than a given time, i.e., 

F(t) = Pr(T < t), (3.1) 

where t is a given time, T is the actual lifetime of a sensor node. For the sake of 

simplicity and without loss of generali ty, we assume that the lifetime distribution 

of each sensor node is identical and follows the Weibull distribution [49], which is 

a popular statistical model used in reliability engineering and failure analysis. Its 

cumulative distribution function is given by 

F(t· k >.) = 1- e-(t/)..)k , , , (3.2) 

where k > 0 is the shape parameter and ). > 0 is the scale parameter of the distri-

bution. We choo e k > 1 to indicate " wear out" , i.e. a sensor node is more likely to 

fail as time progresses. 
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3.2.2 Cost Evaluation 

The cost of a cluster-head failure depends on the cluster members associated with 

tha t failed cluster head. In the event of a cluster-head failure, if a cluster member 

in a failed cluster is located in the overlap area with an adjacent cluster , it can 

resume connectivity and short range communication by joining in the adj acent cluster. 

Otherwise, it has to communicate with the UW-sink directly, which would cause 

much more energy consumption or higher cost. For this reason, we consider the 

worst-case scenario as the cost of a cluster-head failure to stress the reliability of the 

whole network, which is defined as the sum of the energy consumption of all cluster 

members in a failed cluster for transmitting one data packet directly to the UW-sink. 

Since we use the worst-case cost as the cost of a cluster-head failure, we also call 

it dependable cluster cost. To achieve high network robustness, a cluster hierarchy 

with a minimum sum of dependable cluster costs of all clusters is preferred during the 

clustering process. 

• Dependable Cluster Cost 

Given a cluster A := Bv U{ v}, where v is a cluster head candidate, Nv is a cluster 

member set of v, the dependable cluster cost of cluster A is defined as 

cost(A , t ) = [1 - F(t)] L:uEBJcost(u, v ) + cost(v, s)] 
(3.3) 

+ F ( t) I::uEBv cost( u, s), 

where I::uEBv cost( u , v ) is the total energy consumed by all sensor nodes in cluster 

A for sending one data packet to the cluster head v. cost( v, s) (or cost( u, s)) is the 

energy consumed by v (or u) for sending one data packet to the UW -sink s directly, 

and Ev(or Eu) is the residual energy of candidate v (or cluster member u) normalized 

by the initial energy of the node. From Equation (3.3) , it is easy to see that the 
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dependable cluster cost is actually the expectation value of the energy consumption 

of a cluster. 

• Modified Dependable Cluste1· Cost 

The dependable cluster cost defined in Equation (3.3) only considers the reliability 

of each sensor node. As indicated earlier, a clustering protocol should also consider 

the residual energy status of each sensor node in selecting cluster heads in order to 

support long-term seafloor monitoring. Therefore, the resirlual energy status of each 

sensor node should also be taken into account in the dependable cluster cost, which 

can be further modified as 

and 

t(A t) _ [1 _ F(t)] L:;,. E /Ju cost(u,v)f [E,.(t)J+cost(v,s) 
COS , - J[Ev(t)J 

+F(t) L:uEBu cost(u, s) 

{ 

l+(~;fx)30 + 0.1 , 
f(x) = 

l+(~;fx)2 + 0.1 ' x < Eu, 

(3.4) 

(3.5) 

where Eth (0 < Eu, < 1) is a threshold for the residual energy. When the normalized 

residual energy of a node is larger than this threshold (e.g. , x 2: Eu,), a node is in 

a high energy state. Otherwise, it is in a low energy state (e.g., x < Etn)· f(Eu(t)) 

and f(Ev(t)) are the energy functions of a node u and its corresponding cluster head 

candidate v, respectively. 

• Properties of Dependable Cluster Cost 

By using the modified dependable clu ter cost, those low-energy nod s will tend to 

become cluster members during the clustering process. As a result they only need to 
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transmit data over a short distance to its associated cluster heads, thus consuming less 

energy. At the same time, the current energy converter equipped in each sensor node 

will recharge and make the node restore its high energy state ami its qualification to 

become a cluster head in the future. In Equation (3.4), the energy function f[Ev(t)] 

can make the cluster head candidate v have a higher cost and thus become less 

qualified to be selected as a cluster head. This is because the cluster-head candidate 

v in a low energy state (e.g. , Ev(t) < Eth) will force f[Ev(t)] to tend to be infinite 

small , thus gradually leading to an infinite large dependable cluster cost. On the 

other hand, f[Eu(t)] can make a node u in a low energy state tend to become a 

cluster member. This is because a node in a low energy state (e.g., Eu(t) < EtJ,) 

will force its corresponding cluster head v to have a lower dependable cluster cost 

due to smaller cost(u,v)JI[Eu(t)], thus making v tend to include node u as a cluster 

member. 

3.2.3 Optimal Clustering 

The optimal clustering problem is to construct a cluster hierarchy that minimizes the 

overall dependable cluster cost in the whole network. Given a network consisting of a 

finite set of sensor nodes V, every sensor node in the network is initially a cluster head 

candidate. We assume that the clu ter diameter of each candidate is fixerl , limited , 

and identical. The sensor nodes within the cluster diameter of a candidate v form a 

finite point set Nv with the cardinality of JNvJ, where Nv is called the neighbor set of 

candidate v. The power set of Nv, denoted by P(Nv), is a set whose elements are the 

subsets of Nv and P(Nv) constitutes all possible combinations of node in Nv. Thus, 

the cardinality of P(Nv) is 21Nul . Each element of P(Nv) is called a cluster member 

set of candidate v, which is denoted by Nv. Thus, a candidate v, combined with each 
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cluster member set Bv E P (Nv ), can form a potential cluster A := Bv U v, and the 

total number of potential clusters generated by candidate v is 21N,I . Obviously, there 

initially exist a total number of L v EV 21Nvl potential clusters in the network, which 

are generated by all cluster head candidates in V. We use W to denote the cluster 

set which consists of all the potential clusters in the network. 

Given the above assumptions, the optimal clustering at time t can be formulated 

into a optimization problem with an objective to select a set of potent ial clusters C 

from the cluster set W to cover the whole network so that the overall dependable 

cluster cost of all selected clusters is minimized, i.e., 

C* = arg min """"' cost( A , t) , 
CEW ~ 

AEC 

where UAEc A = v and n AEC A = ¢. cost( A , t) is the dependable cluster cost. 

(3.6) 

This optimal clustering problem is very simllar to the minimum-cost node cluster-

ing (MCNC) problem introduced in Chapter 2. The difference between the two prob-

!ems is the different cost metric applied. To solve the optimal clustering problem, we 

propose dependable clustering protocol based on the distributed minimum-cost clus-

tering protocol (MCCP) proposed in Chapter 2 to minimize the overall dependable 

cluster cost. We also refer to this protocol as Fault Prevention Clustering. 

3.3 Cluster Head Replication 

3 .3.1 Problem Statem ent 

Fault Prevention Clustering is a proactive fault-tolerant mechanism which is aiming 

to prevent cluster heads from failing before failures really happen. However, the un

predictable factors in hash underwater environment may lead to unexpected death of 
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cluster heads. To solve this problem, we adopt the cluster head replication scheme, 

which is to construct a cluster hierarchy with each cluster member covered by two 

different cluster heads. This problem is similar to the domatic partition problem in 

graph theory [50] . A domatic partition is a partition of vertices in which each part 

is a dominating set. With the domatic partition, each vertex in the graph is either 

in the dominating set or has a neighbor in the set. In a clustered network, each 

sensor node is either a cluster head or a cluster member. T herefore, all cluster heads 

actually constructs a dominating set. The domatic partition can generate several 

different dominating sets. Correspondingly, a solution to the domatic partition prob

lem can also partition the network such that each cluster member can be covered by 

several different sets of cluster heads. The domatic partition problem is a well-known 

NP-complete problem. A direct solution to this problem is to greedily select small 

dominating sets and iteratively remove the selected dominating sets from the graph 

until the remainder is no longer dominating [50]. Based on this greedy algorithm, we 

propose a Fault-tolerant protocol to construct a cluster hierarchy with each cluster 

member covered by two different cluster heads, which is described in the next section. 

3.3.2 Fault-tolerant Protocol 

The Fault-tolerant protocol is based on the greedy algorithm in [50] for solving the 

domatic partition problem. To select two cluster heads for each cluster member, it 

first selects a set of primary cluster heads (i.e., a dominating set) to cover the whole 

network. Then it removes the selected cluster heads and selects another set of cluster 

heads from the remaining sensor nodes as backup cluster heads. 

The proposed protocol has two major differences from the greedy algorithm. First, 

it does not need to select a small dominating set or a small number of cluster heads 
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to cover the whole network. Instead, a set of cluster heads with higher energy are 

selected. The purpose of selecting small dominating sets in the greedy algorithm is to 

guR.rantee that multiple different sets of cluster heads can be found so that eR.ch cluster 

member can be associated with multiple backup cluster heads. With this constraint, 

however, energy efficiency cannot be considered in clustering. For UWSNs, a sensor 

node is usually designed for extreme environment and has higher reliability. To reduce 

computational complexity and control overhead, one backup cluster head is usually 

acceptable. For this reason, it is unnecessary to select small dominating sets during 

clustering, which makes it possible to consider energy efficiency without affecting the 

selection of backup cluster heads. 

Second, the greedy algorithm needs to find a new dominating set or a set of backup 

cluster heads which not only cover the remaining cluster members but also cover the 

primary cluster heads. In contrast, the proposed protocol only requires the selected 

backup cluster heads to cover the remaining cluster members because the backup 

cluster heads are only activated when the primary cluster heads fail. 

3.4 Dependable Clustering Protocol 

The dependable clustering protocol combines the fault prevention clustering protocol 

and 2-fault-tolerant protocol. The protocol procedures can be divided into three 

phases: initialization phase, clustering phase, and finalization phase. 

3.4.1 Initialization Phase 

Each node could be in one of the following three states: cluster head (denoted by 

head), cluster member (denoted by memb) and cluster head candidate (denoted by 

cand). Initially, every node is a cluster-head candidate, and thus is in the cand state. 
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To begin with, each node performs local topology discovery to find out its one

hop neighbors and maintains an uncovered neighbor set, which contains its one-hop 

neighbors still in the cand state. A candidate can potentially generate a number of 

different clusters by combining different nodes in the uncovered neighbor set. If a 

candidate v has a uncovered neighbor set Uv, it can generate 21Uvl potential clusters. 

Among all potential clusters, a candidate selects a cluster as its qualified cluster with 

minimum average cost. The cost assigned to a potential cluster is the dependable 

cluster cost, an indicator of robustness and energy efficiency of the whole cluster. 

3.4.2 Clustering Phase 

A candidate generates its potential clusters by searching every possible combination of 

elements in its uncovered neighbor set, selects a qualified cluster from these potential 

clusters, and sends the average cost of the representative cluster to all candidates 

within its 2-hop range. A candidate collects the average costs of the qualified clusters 

of all candidates within its 2-hop range. If the candidate itself has a minimum average 

cost, it becomes a cluster head and advertises an INVITE message to all the nodes 

in its qualified cluster to invite them become its cluster members. Otherwise, there 

are two cases for a candidate. 

1. If an INVITE message is received and the destination of this message is the 

candidate, the candidate first changes its candidate status to a cluster member. 

Then it extracts the cluster head ID from the INVITE message, mark this node 

with the extracted ID as its primary cluster head, add the ID into its cluster head 

(CH) list, and broadcasts a JOIN message to all the nodes within its cluster 

diameter. This JOIN message will acknowledge the receipt of the INVITE 

message to the candidate and at the same time notify the other candidates 
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within the cluster diameter that the candidate has become a cluster member of 

some cluster head. 

2. If no INVITE message is received or some INVITE messages for other nodes are 

received, the candidate stays in its candidate status and reselects its qualifiecl 

cluster because some elements in its uncovered neighbor set might have been 

covered by some cluster heads or have become cluster heads. Meanwhile, after a 

node becomes a cluster member, it will keep monitoring the INVITE messages 

for other nodes and add the senders's IDs of these messages into its CH list. 

The above procedures are performed by all candidates until each of them becomes 

either a cluster head or a cluster member. At the end, no candidate is left in the 

network and each cluster member is associated with a primary cluster head, which 

is contained in the CH list. Meanwhile, the CH list may also contain one or more 

cluster heads whose coverage areas intersect with that of the primary cluster head. 

3.4.3 Finalization Phase 

The CH list generated in the clustering phase may contain two or more cluster heads, 

which however is not guaranteed. In order to guarantee that the CH list of each 

cluster member contains two elements, all cluster members return to the cand state 

and the clustering protocol is performed one more time. As a result, each cluster 

member is covered by a new primary cluster head or becomes a cluster head itself. 

Thus, a CH list containing at least one element is generated for each cluster member 

and by combining the two CH lists the final CH list contains at least two cluster heads. 

For each cluster member, the cluster head in its backup CH list with the minimum 

distance to the cluster member is selected as the backup cluster head, where the 

backup CH list is a set excluding the primary cluster head from the CH list. 
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Figure 3.1: Dependable clustering protocol. 
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The pseudo code of Dependable Clustering Protocol is given in Figure 3.1, CH(v) 

is the CH list of candidate v. Av is the qualified cluster of candidate v. Uv is the 

uncovered neighbor set of candidate v. P(Uv), called power set of Uv, is a set whose 

elements are the subsets of Uv and constitute all possible combinations of nodes in 

Uv. avg(v) is the average cost of Av. Xv is a set containing the cluster members of 

Av. head is a flag indicating a cluster head. cand is a flag indicating a candidate. 

memb is a flag indicating a cluster member. G is a set containing the average costs 

sent by other cluster heads within 2-hop range of a candidate, INVITE( v, X v) is a 

message inviting the nodes in set Xv to become the cluster members of candidate v, 

JOIN( v,u) is a message acknowledging that node v has received the INVITE message 

sent by candidate u and joined the cluster as a cluster member of candidate u. 

3.4.4 Computational Complexity 

Consider a network consisting of I Vlsensors uniformly distributed over a region with 

a predefined node density p to guarantee the sensing coverage. The computational 

complexity of dependable clustering protocol is O(IVI). This is because the proposed 

protocol consists two consecutive steps. It. first selects a set of primary clu ter hearls 

to cover the whole network. Then it removes the selected cluster heads and selects 

another set of cluster heads from the remaining sensor nodes as backup cluster heads. 

During each step, the clustering protocol MCCP is employed, which is introduced 

in Chapter 2. Since the computational complexity of MCCP is O(IVI), which is 

discussed in Chapter 2.3.3, the computational complexity of dependable clustering 

protocol is also O(IVI). 



CHAPTER 3. A ROBUST ARCHITECT URE FOR UNDERWATER SENSOR NETWORK58 

3.5 Performance Evaluation 

In this section, we evaluate the performance of the proposed dependable clustering 

protocol using the network simulator ns-2. 

The network robustness is defined as the ratio of the number of working sensor 

nodes to the total number of sensor nodes which still have battery energy. The 

working nodes do not include the failed cluster heads and the cluster members which 

lost the connectivity with the data sink due to the failed cluster heads. We use the 

reliability function of sensor nodes defined in Equation (3.2) to model the node failures 

over time. The shape parameter k in the reliabili ty function is set to be 4 to suggest 

hardware degradation. The scale parameter ,\ is randomly selected within the range 

form 200 to 600 to simulate the different "wear out" processes of different sensor 

nodes. In investigating the network robustness, we only look at the first 35 clustering 

rounds. This allows for the isolation of the effect of node degradation failures from 

that of energy depletion. 

Figure 3.2 shows the network robustness with the proposed protocol and HEED, 

respectively. As expected, the proposed protocol achieves better network robustness. 

This is because the proposed protocol considers not only energy efficiency of sensor 

nodes but also potential node failures due to non-battery factors while HEED is failure 

insensitive protocol which does not consider failure prevention during clustering. 

Figure 3.3 shows the network capacity with the proposed protocol and HEED, 

respectively, which is defined as the total amount of data transmitted in the whole 

network within a certain period of time and is a performance metric affected by net

work robustness. It is seen that the proposed protocol can achieve better network 

capacity. This is because the proposed protocol can achieve better network robust

ness, which means a smaller number of sensor nodes are affected by the failed cluster 
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heads and lose connectivity with the data sink, thus leading to a larger amount of 

da ta transmitted. 
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Figure 3.2: Network robustness. 

Figure 3.4 shows the clustering properties by examining the maximum and average 

number of active cluster heads covering each cluster member. The active cluster heads 

include the primary cluster head, backup cluster head, and other cluster heads in each 

cluster member's CH list. As expected, the minimum number of active cluster heads 

of each cluster member is two. Meanwhile, some cluster members can be covered 

by multiple active cluster heads. Since the average number of active cluster heads 

exceeds three, the clustered architecture is expected to be survivable to support long-

term underwater environmental monitoring. 

Next, we compare the proposed protocol with MCCP in term of the total data 

received by the data sink during the first 5 simulation rounds. T his allows for the 

isolation of the effect of cluster-head failures from that of energy depletion. We assume 
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that at the beginning of every TDM frame interval, 4 cluster heads fail. The failed 

cluster heads are randomly selected from the currently primary cluster heads. Figure 

3.5 shows the total data received by the sink with using the proposal protocol and 

MCCP, respectively. As expected, the proposed protocol outperforms MCCP. This 

is because using MCCP, the nodes associated with a failed cluster head have to wait 

until after re-clustering is performed to transmit their sensed data. In contrast, the 

proposed protocol allows the sensor nodes to quickly switch to the cluster with the 

backup cluster head. More importantly, since normally a cluster member is covered 

by more than two active cluster heads as seen in Figure 3.4, a sensor node will always 

find additional cluster heads even though the backup one fails. 
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3.6 Summary 

In this chapter, we have proposed a dependable clustering protocol to provide a robust 

cluster hierarchy against cluster-head failures in UWSNs. The proposed clustering 

protocol attempts to select those healthy nodes as cluster heads to prevent cluster 

head failures. Meanwhile, it attempts to select a primary cluster head and a backup 

cluster head during clustering so that the cluster members assocziated with the failed 

cluster head can quickly switch over to the backup cluster head in the event of a 

cluster-head failure. The simulation results have shown that the protocol can effec

tively enhance network robustness. 



Chapter 4 

Cooperative Fault Detection 

Mechanism 

4 .1 Introduction 

Fault detection is a prerequisite for r cov ring a failed cluster in the ev nt of a cluster

head failure. In a clustered network, each cluster member can independently detect 

the failure of its cluster head by checking the heartbeats periodically sent by the 

cluster head [15] . Due to the channel uncertainty or signal interference in the harsh 

underwater environment, however , a sensor node may mistakenly detect a cluster-head 

failure, which would unnecessarily t rigg r a fault recovery proce s and thus waste a 

considerable amount of energy in sensor nodes. To avoid such en rgy waste, it is 

important to accurately detect the failure of a cluster head. However, most previous 

work was focus d on the recovery of a faulty cluster. The accuracy problem in de

tecting a clu ter-head failure has not be n well addressed [12, 14, 16]. Some proposed 

fault detection mechanisms such as the gossiping-based fault detection [17] are not 

suitable for und rwater applications because a gossiping-based detection mechanism 

63 
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is usually based on a reliable and propagation delay negligible medium, and would 

incur severe contention and congestion, and thus an unbounded delay. 

In this chapter, we propose a cooperative fault detection mechanism for accurately 

and quickly detecting cluster-head failures in a clustered UWSN. The proposed de

tection mechanism runs concurrently with normal network operation by periodically 

performing a detection process at each cluster member. To increase detection accu

racy, it allows each cluster member to independently detect the fault status of its 

cluster head and then employs a distributed agreement protocol to reach an agree

ment on the fault status of the cluster head among multiple cluster members. To 

reduce energy consumption, it uses a time division multiple access (TDMA) medium 

access control (MAC) protocol and makes use of the data periodically sent by a 

cluster head as the heartbeats for fault detection. A couple of forward and back

ward time-division-multiplexing (TDM) frames are specially structured for enabling 

multiple cluster members to reach an agreement within two frames in each detection 

process. Moreover, a schedule generation algorithm is also proposed for a cluster head 

to generate the transmission schedule in the forward and backward frames. Through 

simulation results, we show that the proposed detection mechanism can achieve high 

detection accuracy under high packet loss rates in the harsh underwater environ

ment, and can detect a cluster-head failure faster than a traditional fault-detection 

mechanism with a delay bound of two TDM frames. 

4.2 Network Architecture 

A UWSN typically consists of several underwater sinks located at the centers of 

different monitored areas, a. number of ocean bottom sensor nodes surrounding each 

uw-sink, and a surface station providing a link to an on-shore control center as was 
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shown in Figure 1.2. A uw-sink usually has an adequate power supply and is capable 

of handling multiple parallel communications with the sensor nodes. All sensor nodes 

are homogeneous and quasi-stationary. Each of them can adjust its t ransmission 

range with t ransmission power control. Unlike terrestrial sensor networks, a UWSN 

has some unique characteris tics, such as highly limited bandwid th, long propagation 

delay, harsh geographical environment, and relatively small network size [4] . Wit hout 

loss of generality, we consider a clustered network wit h only one fixed uw-sink. We 

assume that the network is clustered into a set of clusters by performing a distributed 

clustering protocol, which always selects the healthiest sensors (i.e., with the la rgest 

residual energy) as cluster heads and periodically re-clusters the network. Moreover, 

t he network uses TDMA for medium access cont rol, which is energy efficient and 

delay guaran teed . With the TDMA MAC protocol, t ime is divided into a series of 

TDM frames of equal size for each cluster. Each frame is fur ther divided into a 

fixed number of timeslots. In each frame, the t ime slots are numbered from 0 to 

n-1, where n is the number of nodes in the cluster and is also called frame size. 

The nodes in each cluster are synchronized on a t imeslot basis by using the time 

synchronization technique for a n underwater environment proposed in [1 7] such that 

the nodes can transmit successively in their own timeslots in consecutive T DM frames. 

The cluster head of each cluster is responsible for allocating t imeslots, generating the 

TDM schedule, and distributing the schedule to each cluster member. T he cluster 

head reserves t imeslot 0 for itself to distribute cont rol information (e .g., the TDM 

schedule) and transmit data packets. 
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4.3 Cooperative Fault Detection Mechanism 

In a TDMA-based clustered network, each cluster member can detect the fault sta

tus of its cluster head by checking the heartbeats periodically sent by the cluster 

head. Due to the channel uncertainty or signal interference, however, the heartbeat 

signals may be corrupted during transmission , which would result in a sensor node 

to mistakenly detect the failure of the cluster head. In this case, a fault recovery 

process would be unnecessarily triggered , which would waste a significant amount of 

energy in sensor nodes. To address this problem, we can allow each cluster memb r 

to independently detect the fault status of the cluster head and then enable mul ti

ple cluster members to reach an agreement about the fault status of the cluster head 

through some control protocol. Only when the agreement is reached will a decision be 

made and a recovery process triggered. Based on this idea, we propose a cooperative 

fault detection mechanism for accurately detecting the failure of a cluster head in a 

cluster-based UWSN. 

4.3.1 Fault Detection Mechanism 

The proposed fault detection mechanism requires each cluster member in a cluster to 

maintain a status vector , in which each bit corresponds to a cluster member and is 

init ialized to zero. Once a cluster member detects that the cluster head has failed, it 

will set its corresponding bit . Meanwhile, it will update the other bits in its vector as 

soon as it overhears a status vector from the other nodes. If multiple or a predefined 

number of bits in the status vector of a cluster member become "1", an agreement is 

considered being reached and the cluster member will conclude that its cluster head 

has failed. Note that in order to accommodate a cluster member failure, an agreement 

is supposed to be reached among multiple cluster members, rather than all cluster 
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members. Otherwise, an agreement may never be able to be reached because of a 

single cluster member failure. 

The detection mechanism runs concurrently with normal network operation by 

periodically performing a detection process at each cluster member. The period of 

performing the detection process can range from one TDM frame to multiple TDM 

frames. In general, a shorter period can detect a failure faster but would cause more 

energy consumption, while a longer period can reduce energy consumption but would 

increase the delay in detecting a failure. The choice of the period depends on the 

network environment and empirical data. For example, for a military application such 

as underwater battlefield surveillance, a shorter period is more favored in order to 

timely detect and recover the vulnerable cluster heads. For a civilian application such 

as underwater environmental monitoring, a longer period is more favored in order to 

reduce energy consumption. 

The detection process consists of two TDM frames and can be divided into two 

phases: the detection phase and the agreement phase. 

In the first phase, each cluster member independent ly detects the fault status of 

the cluster head by checking the heartbeats periodically sent by the cluster head. 

Since the network uses TDMA for MAC, a cluster head is responsible for allocating 

timeslots for each cluster member and periodically transmits its data during its own 

timeslot in each frame. Accordingly, the data that are periodically sent by the cluster 

head can be used as the heartbeats for fault detection. This passive fault detection 

technique can avoid additional energy consumption caused by actively sending heart

beats. To check the heartbeats , each cluster member must keep awake during the 

timeslot of the cluster head. 

In the second phase, multiple cluster members cooperate to reach an agreement 

on the fault status of the cluster head based on the independently detected status 
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by each cluster member. To reach an agreement, gossiping is a traditional technique 

to exchange the information that each cluster member maintains individually on the 

liveliness of the cluster head. However, this technique would cause severe contention 

and congestion, and may interrupt normal data transmission to the cluster head for 

an unbounded delay. In particular, the contention-based MAC protocols (e.g., IEEE 

802.11) that enable gossiping are impractical in an underwater environment [4]. To 

address these problems, we propose a distributed agreement protocol, which uses a 

contention-free transmission schedule based on the TDMA MAC protocol proposed 

for UWSNs [8, 51], thus guaranteeing a bounded detection delay while not interrupt

ing normal data transmission between the cluster head and its cluster members. 

4 .3.2 Distributed Agreement Protocol 

The distributed agreement protocol uses a couple of consecutive TDM frames to reach 

an agreement on the fault status of a cluster head among multiple cluster members. 

One of the frames is called forward frame and the other is called backward frame. Both 

forward and backward frames have the same frame size with the first timeslot reserved 

for the cluster head and the others allocated to cluster members. What makes them 

different is that the transmission order of cluster members in the backward frame is 

reversed with respect to that in the forward frame. Moreover, the transmission order 

of cluster members is scheduled in a local hierarchy so that after two consecutive 

forward and backward frames an agreement can be reached among multiple cluster 

members. 

To better understand the above concepts, let us take a look at a simple example. 

Consider a cluster with eight cluster members denoted by pl, p2, . . . , p8, as shown in 

Figure 4.1 (a). For ease of exposition, we assume that a cluster head failure is detected 
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Figure 4.1: Example of distributed agreement protocol: (a) Clu ter member distri

bution; (b) Spanning tree; (c) Frame structures. 
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only when an agreement among all the cluster members is reached. Suppose that 

cluster member pl is determined as the root and a broadcasting tree is constructed 

among these cluster members by the cluster head, as shown in Figure 4.1 (b) . In each 

detection process, the forward frame is scheduled before the backward frame. In the 

forward frame, the first timeslot is reserved for the cluster head for data transmission. 

During this timeslot, all cluster members must keep awake to check the data as a 

heartbeat. Accordingly, after the first t imeslot, each cluster member can detect the 

current status of the cluster head. If a cluster member does not detect a fault status, 

it only needs to send its normal data with its status vector piggybacked on in its 

own timeslot, which will not cause additional energy consumption for faul t detection. 

Otherwise, it needs to send a particular packet containing the status vector to the 

cluster head, which will cause additional energy cost. 

On the other hand, a parent node (e.g., p4) is always scheduled for transmission 

after its child nodes (e.g., p7 and p8). Since a parent node can overhear the data 

from its child nodes, it will extract and merge the status vectors with its own vector, 

piggyback the merged vector on its own data, and transmit the data in its own 

timeslot. Therefore, if the cluster members transmit in an order based on the tree 

structure {p8, p7, ... , pl} in the forward frame, the root node pl can overhear the 

status vectors of a ll the other nodes after node p2 transmits its data in its timeslot 

(i .e., TS2) . Then it will extract and merge all received status vectors and transmit 

the merged vector together with its data in its own timeslot (i.e., TSl) . Up to this 

point, if the cluster only has p2, p3, and p4, all of them can overhear the status vector 

sent by pl and can thus judge whether the cluster head has failed as well. However, 

the cluster still has p5, p6, and p7, which are not within the t ransmission diameter of 

pl and thus are unable to overhear the merged status vector sent by pl. To enable 

these nodes to receive the merged status vector, the backward frame must be used , 
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in which the transmission order of cluster members is reversed with respect to the 

forward frame, i.e., {pl , p2, . . . , p8}, as shown in Figure 4.l(c). During the backward 

frame, if a child node receives the statu vector from its parent, it will simply send 

it in its own timeslot and if the child node is a leaf node it will not send the status 

vector. As a result, after the backward frame, each cluster member can receive th 

merged status vector sent by the root node pl and thus know the fault statuses 

detected by all the other members. Therefore, an agreement is reached among all the 

cluster members on whether the cluster head has fai led or not. It hould be noted 

that to save energy pl does not have to transmit in the backward frame. Also, an 

agreement does not have to be reached among all the cluster member in order to 

accommodate cluster member failures. 

Now the r maining problem is how to generate the transmission schedule of the 

cluster head and cluster members in each cluster. For this purpose, we propose a 

schedule generation algorithm, which will be described in next section. 

4.3.3 Schedule Generation Algorithm 

We first model a cluster as an undirected graph Gc= ( Vc, Ec), in which Vc= {pl , p2, 

. .. , pn} is the set of cluster members, excluding the cluster head , and an edge {pi, 

pj}EEc if and only if pi is a one-hop neighbor of pj and vice versa. This graph can 

be represented by an adjacency list for fu ture embedded computing. T he adjacency 

list consists of I Vel lists, one for each cluster member pj, O<i< l Vcl-1, which gives the 

cluster members to which pj is adjacent. Th cluster head in ach cluster can easily 

obtain this list via topology discovery performed during clustering, when the lists of 

one-hop neighbors of each node are exchanged among adjacent node . 

The schedule generation algorithm is p rformed by a cluster head to generate the 
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transmission schedule of all nodes in the cluster once the cluster is constructed. It con

sists of four consecutive different phases: cluster graph partition, component center 

determination, broadcasting tree construction, and transmission timeslot allocation. 

In a cluster , it is not always possible to find a path between each pair of cluster 

members, which means that the graph of a cluster Gc could be an unconnected graph. 

An example of an unconnected cluster or graph is shown in Figure 4.2(a). This phe

nomenon is caused by the network deployment or t he dynamical characteristic of the 

ocean currents, which makes uniform node distribution impossible. For an uncon

nected graph Gc, it must be first decomposed into a set of connected components 

(or simply components), each of which is a maximal connected subgraph of Gc. In 

Figure 4.2(a), for example, the unconnected graph is decomposed into two connected 

components Cl and C2, where Cl consists of nodes (pl, p2, p3, p4, p5, p6) and C2 

consists of nodes (p7, p8, p9). Once the cluster graph partition is completed, the 

component center determination, broadcasting tree construction, and transmission 

timeslot allocation are applied to each component. 

In the second phase, the center of a subgraph is determined as the root node for 

constructing a broadcasting tree in each component. For example, the center of Cl is 

pl and the center of C2 is p7. The purpose is to increase the transmission reliability 

of the agreement protocol in the detection process. Due to the channel uncertainty 

and signal interference, the transmission of the status vector of each cluster member 

may not be reliable. To increase the reliability, it is desirable to minimize the distance 

(or the number of hops) from the root node to all other nodes. Since the center of a 

sub-graph is a vertex whose maximum distance to all other vertices is minimal, the 

shortest path tree can be constructed with the center of the subgraph as the root 

node in that component. 

In the third phase, the shortest path tree directed from the root node of each 
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component is constructed, which has the minimum height among all the trees that 

could be constructed from that component, as shown in Figure 4.2(b). Consequently, 

the constructed broadcasting tree has the maximal lower bound of the transmission 

reliability. 

In the fourth phase, timeslot allocation is performed for each member in a cluster 

based on the constructed broadcasting trees. In the allocation, both the forward 

frame and the backward frame can be divided into several segments. Each segment 

corresponds to a connected subgraph or component, ancl specifics the transmission 

order of the cluster members in that component. For each component, timeslot 

allocation is performed for the nodes at one level a time and at the same level in 

a specified order, e.g. , from right to left in Figure 4.2(b), where a level is defined 

in terms of the distance from the root of the tree. In each allocation, the smallest 

available timeslot number among all available timeslots is taken. Based on the above 

allocation policy, it is guaranteed that the set of nodes on each level transmit data 

only after receiving the data from all the nodes on an adjacent level. For a forward 

frame, timeslot allocation starts at the most bottom level of the tree and proceeds 

upwards while for a backward frame the order is reversed, as shown in Figure 4.2(c) . 

This guarantees that two consecutive TDM frames, a forward frame followed by a 

backward frame, are sufficient to exchange the fault status of a cluster head among 

all the cluster members in the cluster. Note that the timeslot allocation for the 

forward frame is the same as that for the normal frame. 

Next we further describe the schedule generation algorithm in more detail. The 

building block of this algorithm is the Breath First Search (BFS) algorithm [52] 

because of its following unique and useful characteristics: 

1. BFS is a level-by-level traversal through a graph that visits all of the vertices 



---·--- ------------ -------

CHAPTER 4. COOPERATIVE FAULT DETECTION MECHANISM 75 

reachable from a particular source vertex, which means that BFS can return a 

component containing the given source vertex; 

2. The traversal paths generated by BFS actually build a shortest-path tree (SPT) 

directed from the source vertex to all reachable nodes; 

3. The level-by-level traversal of BFS is similar to the procedure of timeslot allo

cation. 

Assume that the cluster head of a cluster initially already has the local cluster 

topology obtained via topology discovery during clustering, which is represented by 

an adjacency list. This local topology is then partitioned into a set of connected 

components by executing a cluster partitioning process based on the BFS algorithm. 

More specifically, if a cluster consists of a set of connected components C1 , C2 , . .. , 

Ck> the cluster partitioning process will return a tree corresponding to each Ci· BFS 

is a level-by-level traversal through a graph that visits all of the vertices reachable 

from a particular source vertex. In each execution, BFS actually returns a tree, which 

is a maximal connected subgraph (or a component) of Gc containing the selected 

source vertex. Given a cluster Gc, the cluster head first randomly selects a cluster 

member as the source vertex and makes a call to BFS, and then determines if there 

is any unvisited vertex left. Consequently, a set of components in Gc is obtained by 

making repeated calls to BFS on the unvisited vertices which have not been covered 

by a component yet. 

For each component, the cluster head then determines the center of the component 

as the root node. Consider a component C with a set of vertices {v1,v2, . .. ,vn }. The 

distance between any two vertices vi and vi in C, represented by d(vi , vi), is the 

length of the shortest path in C between vi and Vj· Hence, a point x 0 E{v1 , v2, ... , 

vn } is a center of C if 
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(4.1) 

Let Di={d(v1 ,v;), . . . , d(vn,v; )} be a distance vector of v; and d';' be the max-

imal entry in D;. Obviously, if d~n = min(d}11
, d2, · · · , d;:;') , Vc is the center of the 

component. To generate D; for each vertex v;, the cluster head first allocates a 

vector D;=¢ to each node v;, and then make a call to BFS with v; as the source 

vertex. BFS will first visit. all vertices with a distance 1 to v;, e.g. , {v1 , ... ,va}, a$n, 

and set D;={d(v1,v; )=1 , . .. , d(va,v;)=1}. Then it will visit all vertices with a dis-

tance 2 to v;, e. g., {va + 1, .. . ,vb}, a<b$n, and set D;={d (v1,v; )=1, .. . ,d(va,v;)=1, 

d(va + 1,v;)=2, . .. , d(vb,vi)=2}. In the same manner , BSF will visi t and process the 

remaining nodes until all nodes in {v1,v2, .. . ,vn} have been visited. As a result, a vee-

tor D;={d(v1,v;), ... , d(v11 ,v;) } is obtained. Since it is well known that BFS actually 

returns a shortest-path tree with vi as the root, Di is surely the distance vector of 

v;, which consists of the length of the shortest path between the source vertex v; and 

Meanwhile, timeslot allocation is performed concurrently with the above center 

determination process. Before the process, a FIFO queue Q; is a llocated for each 

node v;E{ v1,v2, ... ,vn} in the component. During the process, BSF is called for each 

source vertex v; (a candidate center) . Each time BSF visits a node q;E{ v1,v2, . .. ,vn}, 

it puts q; into the queue Q;. As a result , we can obtain an order Q;E{q;, . .. ,qn} upon 

the completion of the current BSF. After completing the whole center determination 

process, a queue vector { Q1 , ... ,Q11 } is obtained. If Vc is the center of the component, 

Qc actually stores the timeslot order of the nodes {v1 ,v2, ... ,vn} for the backward 

frame. By reversing this order, the order for the forward frame can be accordingly 

obtained. BFS is level-by-level traversal which always visits the nodes at a distance l 
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to the source node before the nodes at a distance l + 1. Therefore, the order obtained 

by running BFS is the order needed for the backward frame. The pseudo code of 

the algorithm is given in Figure 4.3 and Figure 4.4. Q is a FIFO queue, level(v) is 

the level of node v, com,p is a set consisting of the nodes in a component, SCH is 

a queue indicating the transmission orders of the nodes in a component, comp_set is 

a set containing the components in a cluster, and centeT( C) is a set containing the 

components in a cluster. 

4.4 Performance Evaluation 

In this section, we evaluate the performance of the proposed fault detection mecha

nism t hrough simulation experiments. We first investigate the performance in terms 

of detection accuracy under different packet loss rates and cluster sizes. The detec

t ion accuracy is described by the probability of false positive, which is defined as t he 

probability that an operational cluster head is mistakenly detected as a faulty one. 

Also, we compare the proposed detection mechanism with a traditional fault detec

tion mechanism in terms of detection time taken to achieve comparable probability 

of false posit ive, where the detection time is defined as the number of TDM frames. 

In the simulation, we consider a single cluster and assume that all nodes including 

the cluster head have the same transmission range. The sensor nodes are uniformly 

distributed in the region of the cluster. Due to the unreliable underwater communica

tion channel, packet loss exists during transmission, which is described by the packet 

loss rate. Moreover, we use the same energy model used in [45], which was proposed 

for underwater acoustic networks. 

In t he fi rst simulation experiment, we investigate the effects of the packet loss 

probability and the cluster size on detection accuracy. Due to the complex and 
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expensive transceivers equipped on each sensor node for the extreme underwater 

environment, sensor nodes are usually sparsely deployed in a UWS . For this reason, 

we assume that in a cluster there are only a small number of sensor nodes (e.g. , 10-20) 

in the cluster, which are available to cooperatively detect the cluster-head failure. On 

the oth r hand, since the proposed detection mechanism aims at achieving accurate 

fault detection in the hostile underwater environment, we only consider the network 

scenario where the packet loss possibility is relatively high (e.g., 0.4-0.6), mimicking 

the unreliable underwater communication. 

Figure 4.5 shows t he simulation results of the first experiment. It is seen t hat 

with the increase of the packet lo s rate the probability of false positive increases, 

which leads to lower detection accuracy. Also, a larger numb r of sensor nodes lead 

to a smaller probability of false positive, i.e., higher detection accuracy. Under a high 

packet loss rate of 0.5, the probabili ty of false positive is below 10- 4 with a cluster 

of 15 nodes, which i quite low. As expected the proposed detection mechanism can 

achieve high detection accuracy even under high packet loss rates in the harsh and 

sparse underwater environment. 

In the second simulation experiment, we compare the proposed detection mecha

nism with a traditional detection mechanism in term of detection time under the same 

detection accuracy or probability of false positive. In the traditional mechanism a 

sensor node can independently detect the status of the cluster head by checking the 

heartbeats periodically sent by the cluster head. Each sensor node can individually 

make a d cision on a failure if it mi ses several consecutive heartbeats. 

Figure 4.6 shows the simulation results of the second experiment with a cluster 

of 15 nodes. It is seen that the detection time with the t raditional mechanism i 

much larger than that with the propos d mechanism and it decrease non-linearly 

with the increase of the packet loss rate. The detection time with the proposed 
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Figure 4.5: Detection accuracy. 

mechanism keeps constant at 2 TDM frames, which is much faster than that with the 

traditional mechanism. Note that the detection time with the traditional mechanism 

is obtained under the same detection accuracy. The specific values of the probability 

of false positive are 8 x 10- 007 , 8 x 10- 006 , 6 x 10- 005 , 3 x 10- 004 , and 1 x 10- 003 , 

corresponding to the packet loss rates 0.40, 0.45, 0.50, 0.55, and 0.6, respectively. 

In the last simulation experiment , we investigate the energy cost of the proposed 

fault detection mechanism under different cluster sizes and packet loss rates. The 

energy cost is defined as the average energy consumption of the sensor nodes within a 

cluster for cooperatively performing a fault detection process during two consecutive 

TDMA frames. 

Figure 4. 7 shows the simulation results of the experiment. It is seen that with the 

decrease of the packet loss rate the energy cost decreases, which is straightforward. 



CHAPTER 4. COOPERATIVE FAULT DETECTION MECHANISM 

30,-------~-.==~~==~==~==~~~ 
Traditional detection mechanism 

25 

20 
Q) 

E 
i= 
c: 

.Q 15 
0 
Q) 

~ 
10 

5 

8.4 

Proposed detection mechanism 

~45 ~5 0~5 0.6 
Packet Loss Rate 

Figure 4.6: Comparison of detection time 

1.6 

c: 1.4 
0 

~ 
E 1.2 
;:, 
IJl 
c: 1 
8 

0.2 

OL--0~.5~5~70.75~0~.4~5~0~.4~~0~.3~5~0~.3~70.~25~~0~.2--~ 
Packet Loss Rate 

Figure 4.7: Energy consumption. 

82 



,---------------------------------

CHAPTER 4. COOPERATIVE FAULT DETECTION MECHANISM 83 

Also, a larger number of sensor nodes lead to a lower energy cost. This is because 

during the detection phase if a cluster member detects the failure of the cluster head 

and docs not overhear a different status sent by the other nodes, it needs to send 

a particular packet containing its vector status to the cluster head, which would 

consume additional energy. Otherwise, if a cluster member does not detect a fault 

status, it only needs to send the normal data with its status vector piggybacked 

on, which would not cause additional energy consumption. The more the cluster 

members, the lower is the probability that a cluster member sends a particular packet 

containing its vector status. 

4.5 Summary 

In this chapter, we have proposed a cooperative fault detection mechanism for ac

curately and fast detecting cluster-head failures in TDMA-based clustered UWSNs. 

The proposed mechanism allows each cluster member to independently detect the 

fault status of its cluster head and then employs a distributed agreement protocol 

to reach an agreement on the fault status of the cluster head among multiple cluster 

members. A couple of forward and backward TOM frames are specially structured 

for enabling multiple cluster members to reach an agreement within two frames in 

a fault detection process. A schedule generation algorithm has also been proposed 

for a cluster head to generate the transmission schedule in the forward and backward 

frame. Simulation results show that the proposed mechanism can achieve high de

tection accuracy under high packet loss rates in the harsh underwater environment, 

and can also detect a cluster-head failure faster than the traditional fault detection 

mechanism with a delay bound of two TOM frames. Moreover, it makes use of the 

data periodically sent by a cluster head as the heartbeats for fault detection and 
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uses a couple of specially-structured forward and backward frames in the agreement 

process, which are energy efficient and do not affect normal network operation. 



- - -------------------------------------

Chapter 5 

Distributed Data Aggregation 

Using Slepian-Wolf Coding 

5.1 Introduction 

Wireless sensor networks have many applications which require a dense deployment 

of a large number of sensor nodes in a field of interest with one or more data sinks 

located either at the center or out of the field [3]. The sensor nodes observe the 

phenomenon at different points in the field and send the observed data to the sink(s) . 

The observed phenomenon is usually a spatially dependent continuous process, in 

which the observed data have a certain spatial correlation . In general, the degree 

of the spatial correlation in the data increases with the decrease of the separation 

between sensor nodes. Therefore, spatially proximal sensor observations are usually 

highly correlated, which leads to considerable data redundancy in the network [18]. To 

efficiently use network resources to increase energy efficiency in data t ransmission, it 

is highly desirable to remove such data redundancy through effective data aggregation 

techniques. 
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Slepian-Wolf coding [19, 20] is a distributed source coding technique that can 

completely remove data redundancy with no need for inter-sensor communication and 

therefore is a promising technique for data aggregation in a WS . This technique 

is based on the assumption that each sensor node has a priori knowledge of the 

correlation structure of the network, which depends on the distances b tween sensor 

nodes and the characteristics of the observed phenomenon [20]. However, applying 

Slepian-Wolf coding globally in the whole network is difficult because each sensor node 

needs to know the global correlation tructure to encode its own data, which would 

incur significant additional costs. Yloreover, Slepian-Wolf coding is not tolerant to 

communication failures because the data from one node may affect the decoding of 

the data from other nodes [21]. For these reasons, Slepian-Wolf coding is usually not 

suitable for being applied globally in a large network. 

In a cluster-based network, however, each cluster covers a smaller number of sen

sor nodes within a smaller local range of the network. This makes it more feasible 

to apply Slepian-Wolf coding locally within each cluster as in this case a sensor node 

only needs the knowledge of local correlation structure to perform encoding. Mean

while, it will not obviously compromise the compression performance because the 

spatial correlation usually decreases with distance [18, 22]. Despite the promising 

perspective, many technical issues remain lo be studied and resolved in order to put 

this technique into practical use. 

In this chapter, we study the major problems in applying Sl pain-Wolf coding 

for data aggregation in a cluster-based WSN with an objective to optimize data 

compression so that the total amount of data generated in the whole network is 

minimized . The first problem is how to cluster the sensor nodes, given the spatial 

correlation structure of the network, such that the global compression gain of Slepian

Wolf coding is maximized, or in another word, the total rate (bits) of the encoded 
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data from all clusters is minimized. To solve this problem, we propose a distributed 

optimal-compression clustering protocol (DOC) based on an approximation algorithm 

for solving the minimum weight set cover problem in graph theory. 

With an optimal cluster hierarchy constructed by DOC, the next problem is how 

to optimally allocate a rate to each node within a cluster such that the intra-cluster 

communication cost, which is defined as the total energy consumed by all the sensor 

nodes in the cluster for sending data encoded with the allocated rates, is minimized. 

To address this problem, we first prove that there exists an approximation algorithm 

that can find an optimal rate allocation within each cluster, and then present the 

procedures to perform Slepian-Wolf coding locally within each cluster with the op

timal rate allocation. In addition, we propose a joint clustered Slepian-Wolf coding 

and explicit entropy coding scheme to further reduce possible correlation in the data 

generated between different clusters. 

5.2 Problem Statements 

In this section, we introduce the concept of Slepian-Wolf coding, describe the clustered 

Slepian-Wolf Coding problem and the optimal intra-cluster rate allocation problem. 

5.2.1 Slepian-Wolf Coding 

Consider a network consisting of N sensor nodes uniformly distributed in a region 

of interest, where each node i produces reading X; and all the readings constitute 

a set of jointly ergodic sources denoted by X = (X1, X 2 , .. . , XN) with distribution 

p(x1 , x2 , ... , XN ), which corresponds to the spatial correlation structure known by 

each node a priori. According to Slepian-Wolf Theorem [19], the nodes can jointly 

encode their data without inter-node communication, with a rate (in bits ),R( U) , 
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lower-bounded by their joint entropy H(X1 , X2 , ... , XN) as long as their respective 

rates are under the constraints given by 

R(U) 2: H(X(U)IX(Uc)), (5.1 ) 

for all U ~ {1 , 2, · · · , N}, where {1, 2, · · · , N} is a set of the indices of sensor nodes 

in the network, uc is the complementary set of U, H (X) is the entropy of X, and 

(5.2) 

X(U) = {Xi lj E U}. (5.3) 

For example, consider a simple case of two sensor nodes producing readings X 1 

and X 2. Their individual rates should be subject to 

(5.4) 

(5.5) 

(5.6) 

According to chain theory [20], under the above constraints, it is always possible 

to find a rate allocation for the two nodes, which makes the total rate (bits) of two 

nodes equal to their joint entropy, i.e., 

(5.7) 
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Correspondingly, for an arbitrary ordering of N nodes (e.g., in the ascending or 

descending order of nodes' ID numbers), there exits a rate allocation (vector) {.R;}f:1 

such that the number of generated bits from all nodes can achieve the value of their 

joint entropy, e.g., 

N 

L R; = H(X1 ,x2, . .. ,XN), (5.8) 
i=l 

Therefore , a cluster of nodes A can be encoded with H(X1 , X2, · · · , X IAI) bits 

using Slepian-Wolf coding without communicating with each other, where IAI is the 

number of nodes in cluster A, and there always exists an optimal rate allocation to 

achieve this local maximum compression performance. 

5.2.2 Clustered Slepian-Wolf Coding Problem 

Consider a network consisting of a finite set of sensor nodes V. Every sensor node 

in the network is initially a cluster head candidate. We assume that each candidate 

has an identical cluster diameter within which all other nodes may become its cluster 

members. The nodes within the cluster diameter of a candidate v form a finite point 

set Nv with the cardinality of INv I, which is called the neighbor set of candidate v. 

The power set of Nv, denoted by P(Nv), is a set whose elements are the subsets of Nv. 

P(Nv) contains all possible combinations of nodes in N)v· Thus, the cardinality of 

P ( Nv) is 21Nvl. Since a candidate v, associated with each combination of nodes (cluster 

members) within its cluster diameter (e.g., a set of nodes Bv, where Bv E P(Nv)) , 

can form a unique potential cluster (e.g., A:= BvU{v}) , a candidate v can generate 

up to 21Nvl potential clusters. Recall that initially every node in the network is a 

candidate, thus there are a total number of I Vlcandidates. Therefore, there exists 



CHAPTER 5. DISTRIBUTED DATA AGGREGATION USING SLEPIAN-WOLF CODING 90 

a cluster set S consisting of 'L:vEV 21Nvl potential clusters in the whole network. 

Meanwhile, each potential cluster A can be encoded with H(X1,X 2 , ... ,XIAI) bits 

using Slepian-Wolf coding in that cluster. 

With the above assumptions, the clustered Slepian-Wolf coding problem is to 

select a set of disjoint potential clusters C* from the cluster set S to cover the whole 

network such that the global compression gain of Slepian-Wolf coding is maximized , 

or more specifically, t he total rate (bits) of the encoded data generated by all the 

clusters (or all the nodes) in the network, is minimized, i.e. , 

C* = arg min"' H(X(A)), 
ccs ~ 

- AEC 

where UAEC· A= V, n AEC· A= ¢, and X(A) = {Xj lj E A} . 

5.2.3 Optimal Intra-Cluster Rate Allocation Problem 

(5.9) 

Suppose that a cluster hierarchy has already been constructed in the clustered Slepian

Wolf coding problem. Consider a cluster A with IAisensor nodes and let {Ri; i=l, 2, 

. . . , lA I} be a rate vector allocated to the nodes in the cluster. Also, let d(i, 1) be the 

distance between node i and the cluster head v, which is used to estimate the energy 

consumed by node i for sending one bit of data to the cluster head v because normally 

transmission energy dissipation is proportional to signal propagation distance. Then 

the objective of the intra-cluster rate allocation problem is to find a rate vector for 

the nodes in the cluster under the constraints given by Equation (5 .1) such that the 

total energy consumed by all nodes for sending the data encoded with their individual 

rates to the cluster head is minimized, i.e., 

IAI 
{R7}1~11 = arg mi~ 1 L d(i , l)R; 

{R;}i=l i=l 

(5.10) 
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subject to 

L ~ ~ H (X(Y)jX(Yc)), \fY ~ {1, 2, ... , jAj } , (5.11) 
iEY 

where {1, 2, .. . , IAI} is a set of the indices of the sensor nodes in the cluster A. 

Note that the clustered Slepian-Wolf coding problem assumes that there exists a rate 

allocation such that the total rate of encoded data in a cluster is equal to the joint 

entropy of readings or observations. However, a solution to the intra-cluster rate 

allocation problem considered may generate a rate allocation which is not subject to 

that assumption. We will prove in Section 5.4 that the presented optimal solution 

conforms to the assumption in the clustered Slepian-Wolf coding problem. 

5.3 Clustering Using Slepian-Wolf Coding 

In this section, we present a distributed optimal-compression clustering protocol 

(DOC) to solve the clustered Slepian-Wolf coding ( CSWC) problem. The CSWC 

problem is very similar to the minimum-cost node clustering (MCNC) problem in-

troduced in Chapter 2. The difference between the two problems is the different cost 

metric applied. To solve the optimal clustering problem, we propose dependable clus

tering protocol based on the distributed minimum-cost clustering protocol (MCCP) 

proposed in Chapter 2 to maximize global compression gain of Slepian-Wolf coding. 

In DOC, a candidate generates its potential clusters by searching every possible 

combination of elements in its uncovered neighbor set, calculates each potential clus-

ter's entropy which only depends on the distances between the nodes in the cluster, 

selects a representative cluster, and sends the average entropy of the representative 

cluster to all candidates within its 2-hop range. A candidate collects the average 

entropies sent by all candidates within its 2-hop range. If the candidate itself has 

minimum average entropy, it becomes a cluster head and advertises an IN VITE mes-
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sage to all the nodes in its representative cluster to invite them become its cluster 

members. Otherwise, if an INVITE message is received by a candidate and the des

tination of t his message is the candidate, the candidate first changes its candidate 

status to a cluster member. Then it extracts the cluster head ID from the INVITE 

message and broadcasts a JOIN message to all the nodes within its cluster diameter. 

This JOIN message will acknowledge the receipt of the INVITE message and at the 

same time notify the other candidates within the cluster diameter that the candidate 

has become a cluster member of some cluster head. If no INVITE message is received 

or some INVITE messages for other nodes are received, the candidate stays in its 

candidate status and reselects its representative cluster because some elements in its 

uncovered neighbor set might have been covered by some cluster heads or have be

come cluster heads. The above procedures are performed by all candidates until each 

of them becomes either a cluster head or a cluster member. The pseudo-code of the 

above procedures is described in the Figure 5.1. Where Av is the representative clus

ter of candidate v, arg( v) is the average cost of Av, Xv is the set containing the cluster 

members of Av, head is a fl ag indicating a cluster head, cand is a flag inclicating a can

didate, memb is a flag indicating a cluster member, G is a set containing the average 

costs sent by other cluster heads within 2-hop range of a candidate, INVITE( v, Xv) 

is a message inviting the nodes in set Xv to become the cluster members of candidate 

v, JOIN( v, u) is a message acknowledging that node v received the INVITE message 

sent by candidate u and joins the cluster as a cluster member of candidate u. 

5.4 Intra-Cluster Rate Allocation 

With an optimal cluster hierarchy constructed by DOC, we now consider the optimal 

intra-cluster rate allocation problem described in Section 5.2. 
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Figur 5.1: Distributed optimal-compression clustering protocol. 
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5.4.1 Optimal Intra-Cluster Rate Allocation 

The intra-cluster rate allocation problem can be analogized to the global rate allo

cation problem discussed in [27]. Given a multi-hop sensor network consisting of N 

nodes, where each node i produces reading Xi and uses the shortest path with weight 

e( i, s) to reach a common sink s, the global rate allocation problem is to find an 

optimal rate vector {Ri}~1 for all N nodes so that the total flow cost 2:~1 e(i, s)Ri 

under the constra ints given by Equation (5.1) is minimized. According to [27], the 

optimal rate vector is given by 

R~ H(XI) 

R* t (5.12) 

where the nodes ( i= l , 2, .. . , N) with the observations of (X1 , X2, · · · , XN) are 

organized in the descending order of the weights of the shortest paths, i.e., 

e( l , s) :::; e(2, s) :::; · · ·:::; e(N, s) . (5.13) 

The analogies between these two problems are given as follows: 

1. In the intra-cluster rate allocation problem, each cluster is analogous to the 

whole network in the global rate allocation problem because it performs coding 

independent ly of all other clusters . 

2. In the intra-cluster rate allocation problem, the cluster head of each cluster can 

be considered as a local virtual data sink. T hus, the cluster head is analogous 

to the data sink and each cluster member is analogous to a sensor node in the 

global rate allocation problem. 
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3. In the intra-cluster rate allocation problem, the shortest path between a cluster 

member i and the cluster head v is a single-hop path with a distance d( i,l ), 

which is analogous to the weight e ( i, s) of the shortest path between a sensor 

node i and the data sink s in the global rate allocation problem. 

Due to the above analogies, the intra-clu ter rate allocation probl m can be solved 

by using the same approximation algorithm for solving the global rate allocation 

problem. The optimal intra-cluster rate allocation has the same form as Equation 

(5.12). 

Although we can obtain an optimal rate allocation , we still need to prove that this 

solution is valid, i.e., the optimal rate allocation obtained by Equation (5.12) does 

not contradict the assumption in the clustered Slepian-Wolf coding problem, where 

the rate allocation for each cluster mu t satisfy the condition that the total rate of 

the coded sensor readings in a cluster (e.g., a whole network in the extreme case) 

is equal to their joint entropy. According to chain theory, we can asily prove the 

validity of the solution given by Equation (5.12) if the whole network is considered 

as a single cluster , i.e., 

N N 

L R; = H (X, ) + L H (X iiXi- 1, x i-2, · · · , x ,) = H (Xt , x2, · · · , xN ). (5.14) 
i = l i = 2 

T herefor , let { Ri} !~11 be a rate vector to be allocated to the nodes in a given 

cluster A consisting of lA I sensor node and the observation at node i in the cluster 

is Xi· Let d( i, l) be the distance between node i and the cluster head v. Note that 

d(1 ,1)=0 denotes the distance between the cluster head v and itself. T he optimal 

intra-cluster rate allocation is given by 

(5.15) 
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R7 = H(Xii {Xjld(j, 1) ~ d(i, 1),j E A}), 2::; i::; IAI. (5.16) 

Here the cluster head with zero distance to itself is encoded with a rate equal to 

its unconditional entropy and each of the cluster members in the cluster is encoded 

with a rate equal to its respective entropy conditioned on all t he other nodes in the 

cluster which are closer to the cluster head than itself. According to chain theory, we 

have 

IAI 

LR7 = H (X1,X2,·· · ,XIAI)· (5.17) 
i=l 

Therefore, {Ri}i~11 is a valid rate vector for the optimal clustered Slepian-Wolf 

coding problem. 

5.4.2 Clustered Slepian-Wolf Coding with Optimal Intra-Cluster 

Rate Allocation 

With an optimal intra-cluster rate allocation, we now discuss how to perform Slepian

Wolf coding within a single cluster. Consider a cluster A with lA I sensor nodes shown 

in Figure 5.2, where the node in black represents the cluster head and the nodes in 

white represent cluster members. The cluster head produces reading Xl. From left 

to right , the first cluster member is the closest one to the cluster head and produces 

reading X2, the next closest one produces reading X3, and so on. Thus, the clustered 

Slepian-Wolf coding within this cluster is described as follows: 

1. The cluster head schedules the cluster members in the descending order of their 

distances to the cluster head itself, as shown in Figure 5.2. 
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H(X1) 

Figure 5.2: Slepian-Wolf coding within a cluster. 

2. The cluster head generates a list for each cluster member i, which contains the 

indices (or IDs) of all the other nodes that are closer to the cluster head than 

cluster member i. For example, the list for cluster member 3 contains (2, 1). 

3. The cluster head distributes the generated lists within the cluster. After receiv-

ing the list, a cluster member i encodes its reading with a rate equal to the its 

respective entropy conditioned on all the nodes in the received list, i.e. , cluster 

member 3 encodes its data with a rate equal to H(X3IX2Xl) =H(X3X2X,)-H(X2X,). 

Note that in this case only distances among (X3 , X 2 , X,) is needed to calculate 

the rate and perform encoding with a priori knowledge of the correlation struc-

ture. 

4. After the cluster head receives the compressed data from all its cluster members, 

it relays the data to the data sink, where conditional decoding is performed on 

the collected data. The sink decodes the cluster head's reading X 1 encoded 

with a rate equal to H(XJ) without using any side information, while all other 

readings are decoded with the knowledge of the readings of the nodes that are 
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closer to the cluster head . For example, reading X 2 which is encoded with a 

rate of H(X2IX1) is decoded with the knowledge of X 1, and reading X i which 

is encoded with a rate equal to H (X i1 X i_1 , · · · , X 1) can be decoded with the 

knowledge of (X1,X2, · · · ,Xi_1) . Thus, the loss of the data from one sensor 

node may affect the reconstruction of the sensor values from other nodes within 

the same cluster, but does not affect the decoding of the dat a from other clusters. 

5. 5 Joint Coding Mechanism 

Slepain-Wolf coding can completely remove the data redundancy within each cluster 

with a priori knowledge of the correlation structure. However, the encoded data 

from two physically separated clusters may still have a certain amount of information 

in common or redundancy even though the correlation degree generally decreases 

quickly with the spatial separation between clusters. Explicit entropy coding is a 

low-complexity in-network data aggregation technique, where each sensor node en-

codes/decodes its reading only conditioned on the readings (explicit side information) 

it has already received from other nodes with no need to know the correlation struc-

ture a priori [35, 53]. Since in a cluster-based network, a cluster head uses other 

cluster heads as a relay, data (side information) from one cluster are available at the 

relay cluster heads. In this case, explicit entropy coding can be used to further re

duce the potential correlation in the data. from different clusters without significantly 

increasing coding complexity. 

H(XI) H(X2jX1) H(X3jX2X I) 

-·-----····~--····.---~{] 
2 3 sink 

Figure 5.3: Joint clustered S-W coding and explicit entropy coding. 
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Based on the above observation, we propose a joint coding scheme, in which 

the Slepian-Wolf coding is first applied within each cluster. If a relay cluster head 

receives data from other cluster heads, it performs explicit entropy encoding only 

on its own sensed data, which can not be compressed via clustered Slepian-Wolf 

encoding because the optimal intra-cluster rate allocation requires the cluster head 

to encode its own data with a rate equal to the unconditional entropy. The coding 

scheme is briefly illustrated in Figure 5.3, where node 1, 2, and 3 are three duster 

heads, and cluster head i produces reading X i (i=l, 2, 3 ). Initially, a cluster head i 

encodes its reading Xi with a rate equal to H(X;) due to the requirement of clustered 

Slepian-Wolf coding, and when cluster head i receives data (side information) from 

other cluster heads, it re-encodes X ; with a new rate equal to its respective entropy 

conditioned on all other cluster heads which the side information has been received 

from and forwarded to. In summary, when explicit entropy coding is applied jointly 

with clustered Slepian-Wolf coding, the data sent by a given cluster head depends 

not only on the received data from cluster members in its own cluster but also on the 

data from other clusters whose cluster heads use that cluster head as a relay to the 

data sink. Therefore, the additional compression gain obtained by explici t entropy 

coding actually depends on the routing structure, as shown in Figure 5.3. We can see 

that a cluster head closer to the data sink encode its own data with a smaller rate, 

which can distribute more evenly the traffic load throughout the network, helping to 

avoid the formation of hot spots around the data sink. 
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5.6 Data Aggregation Using Distributed Lossy Cod-

. 1ng 

5.6.1 Distributed Lossy Coding 

Consider a network with N sensor nodes distributed in a region of interest, where 

each node i produces reading Xi and all the readings constitute a set of jointly 

ergodic sources denoted by X =(X 1,X2, ... ,X N) with distribution p(x1,x2, ... ,xN), 

which describes the spatial correlation structure and is known by each node a priori. 

The distributed lossy coding allows a distortion level of D; in the reconstruction 

of source reading X ;. According to the rate-distortion region for coding correlated 

sources with high-resolution quantization [54], the nodes in the network can jointly 

encode their data without inter-node communication , with a total rate (in bits) lower-

bounded by 

h(X1, X 2, . .. ,X N) - 1/2 log(2ne)N IJ D;. 
1$;i $; N 

As long as their respective rates are under the constraints given by 

R(U) 2 h(X(U)IX(Uc)) -1/2 log(2ne) IUI IJ D;, 
iEU 

(5.18) 

(5.19) 

for all U~{ 1,2, . .. ,N}, where {1 ,2, . .. ,N} is a set of the indices of sensor nodes in 

the network, Uc is the complementary set of U, h(X) is t he differential entropy of X, 

and 

R(U) = L R;, (5.20) 
iEU 



CHAPTER 5. DISTRIBUTED DATA AGGREGATION USING SLEPIAN-WOLF CODING 101 

X(U) = {Xj Jj E U}. (5.21) 

For example, consider a simple case of two sensor nodes producing readings Xl 

and X2 with reconstruction distortion Dl and D2. Their individual rates should be 

subject to 

(5.22) 

(5.23) 

(5.24) 

According to chain theory [20], under the above constraints, it is always possible 

to find a rate allocation for the two nodes, which makes the total rate of the two 

nodes equal to their joint entropy subtracted by the distortion factor , e.g., 

R1 + R2 = h(X1 ) + h(X2JX1) - ~ log(2?Te)DJ - ~ log(21re)D2 

= h(X1 , X2)- ~ log(21re)2 D1D2. 
(5.25) 

Correspondingly, for an arbitrary ordering of N nodes (e.g., in the ascending or 

descending order of nodes' ID numbers) and a given distortion vector {Di }~1 there 

always exists an optimal rate allocation vector { ~}~1 such Lhat the total rate of 

encoded data generated by all the nodes is equal to their joint entropy subtracted by 

the distortion factor , i.e., 

N 1 L ~ = h(Xt , X2, .. · , XN) - 2log(2?Te)N IT Di, (5.26) 
i = l 1$i$N 
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where 

and 

where 

Therefore, a cluster of nodes A can be encoded with 

h(Xt , x 2, ... ' X IAI)- ~ log(2u)IAI II Di, 
1$i$IAI 

(5.27) 

(5.28) 

(5.29) 

using distributed lossy coding without inter-node communication, and there always 

exists an optimal rate allocation to achieve this local maximum compression perfor-

mance. 

5.6.2 Clustered Lossy Coding (CLC) P roblem 

Given a network with a finite set of sensor nodes V, every sensor node in the network 

is initially a cluster head candidate. We assume that each candidate has an identical 

cluster diameter within which all other nodes may become its cluster members. T he 

nodes within the cluster d iameter of a candidate v form a fini te point set Nv with 

the cardinality of INvl, which is called the neighbor set of candidate v. The power set 

of Nv, denoted by P(Nv), is a set whose elements are the subsets of Nv and P (Nv ) 

consti tutes all possible combinations of nodes in Nv . Thus, the cardinali ty of P (Nv ) 
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is 21Nvl . Since a candidate v, associated with each combination of nodes (or cluster 

members) within its cluster diameter e.g., a set of nodes Bv, where Bv EP(Nv), can 

form a unique potential cluster (e.g., A:=BvU{ v} ), a candidate v can generate up to 

21Nvl potential clusters. Since initially every node in the network is a candidate, there 

are a total number of I V] candidates. Therefore, there exists a cluster set S consisting 

of :Z:::::vEV 21Nvl potential clusters in the whole network. Meanwhile, each potential 

cluster A can be encoded with h(X1 , X 2 , · · · , X IAI) - ~ log(27Te)IAI f11$i$IAI Di bits 

using lossy coding in that cluster. 

Given the above assumptions, the CLC problem is to select a set of disjoint clusters 

C*, with an allocated distortion vector, { { D i}iEA·} A·EC·, from the cluster set S to 

cover the whole network such that under given total and individual distortion bounds, 

the total rate (in bits) of encoded data generated by all the clusters (or all the nodes) 

in the network is minimized, i.e., 

= arg m m 

c~s 

{ { Di}iEA} AEC 

subject to 

1 L (h(X(A))- 2log(27Te) IAI rr D i) 
AEC {D;};EA 

LDi ~ Dtotal 
iEV 

(5.30) 

(5.31) 

(5.32) 

where U AEC· A = V, n AEC· A = ¢,X(A)={Xj ljEA}, Dtotal is the maximum total 

distortion bound and Dmax is the ma,ximum individual bound. 
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5.6.3 Problem Decoupling 

Proposition: The CLC problem can be decoupled into two independent optimiza-

tion problems: the optimal clustering problem and the optimal distortion allocation 

problem. 

1) Optimal clustering problem 

The optimal clustering problem is to select a set of disjoint potential clusters 

C* from t he cluster set S to cover the whole network such that the global network 

entropy, or the sum of the entropies generated by all the clusters (or all the nodes) 

in the network is maximized, i.e., 

C* = argmin "h(X(A)), ccs L.; 
- AEC 

where UAEC* A= V, nAEC' A= ¢, and X(A) = {Xjlj E A}. 

2) Optimal distortion allocation problem 

(5.33) 

Given the maximum total distortion bound Dtotat and maximum individual dis-

tortion bound Dmax, the optimal distortion allocation problem is to find a distortion 

vector { Di *}iE V such that the product of the distortion allocated for each sensor 

node is maximized, i.e., 

subject to 

1 
{D7hEv = arg max -log(2ne) IVI IJ Di 

{D} · v 2 
• •E l $i:51VI 

L Di :S Dtotat, Di :S Dmax> 1 :S i :S lVI· 
iEV 

(5.34) 

(5.35) 

Proof : The CLC problem described by Equation (5.30) can be equivalently 

written as 
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arg min L h(X(A)) 

c~s AEC 

{ {D;};EA } AEC 

1 
- arg max L 

2
log(2?Te) IAI II 1Ji5.36) 

AEC {D;};eA c~s 

{ {Di};EA } AEC 

In the first part of Equation (5 .36) , the objective function I:AEC h(X(A)) does 

not contain any factor related to the distortion vector { Di } iE A. Hence, the argument 

{ { Di} iE A} AE C related to distortion can be omitted. Then the first part becomes 

arg min L h(X(A)) = arg min L h(X(A)). (5.37) 
C<::;S;{{D;};eA}Aec A EC C<::;S A EC 

According to the logarithmic identity, we have 

log a + log b = log ab. (5.38) 

Hence, the second part of Equation (5.36) can be wri tt en as 

arg max 
1 L 2log(2?Te)IAI II D i 

AEC {D;} iE A c~s 

{ {D;}iEA }AEC 

= arg max (5.39) 

c~s 

{ {Di};EA } A EC 
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Since C is a set consisting of a combination of potential clusters to cover the whole 

network, for any Cc;_S, UAE CA= V, where S is the cluster set defined in Sect ion 2.2. 

Hence, the second part of Equation (5.36) can be further written as 

arg max 

cc;.s 

{{D;}iEA}AEC 

1 
= arg max -log(27re)IVI II D;. 

C~S;{D;} ;EV 2 
{D;}iEV 

(5.40) 

Since the argument Cc;.S in Equation (5.40) is not relevant to the objective func-

tion ~ log(27re)IVI n{D;};EV D; l Equation (5.40) can be finally written as 

1 
arg max 21og(21re) IVI II D; 

C c;_ S {D;};EV 

1 
= arg max - log(27re)IVI II D;. 

{D} · v 2 
' •E 1 ~i~IV I 

(5.41 ) 

Hence, Equation (5.36) can be written as 

1 
{C*, {D: h Ev} = argmin L h(X(A))- arg max -

2
log(27re) IVI II D;, (5.42) 

C~S AEC - {D;};E V {D;};EV 

subject to 

L D ; :S: Dtotal 1 D ; :S: Dmax > 1 :S: i :S: lVI 
iEV 

(5.43) 

Obviously, the first part of Equation (5.42) only depends on argument C while 

the second part is only relevant to argument { Di} iE V. Therefore, Equation (5.36) 

can be decoupled into two independent parts: Equation (5 .33) and Equation (5.34). 
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That is, the overall CLC problem can be decoupled two subproblems: (1) to opti-

mally cluster the network to minimize global network ent ropy without considering 

distortion allocation; Equation (2) to optimally allocate a distort ion to each node 

without considering node clustering. 

5. 7 Performance Evaluation 

In this section, we evaluate the effects of the spatial correlation degree and the net-

work size on the compression performance of DOC through simulations based on NS-2. 

Also, we investigate the performance of optimal int ra-cluster rate allocation with re-

spect to the intra-cluster communication cost under the cluster hierarchy constructed 

by DOC. 

Unless otherwise specified , we consider a network wit h 100 sensor nodes uniformly 

deployed in a lOOm x lOOm sensing region and a sink located at the center of the 

region. The simulation results are based on the average of 30 experiments and each 

experiment uses a different randomly-generated topology. 

For the correla tion structure, we assume that the observations X 1, X2 , • · · , XN a t 

N sensor nodes are modeled as anN-dimensional random vector X= [X 1 , X2, · · · , X N]T, 

which has a multivariate normal distribution wi th mean (0, 0, ... , 0) and covariance 

matrix K, i.e., the density of X is 

(5.44) 

and the differential entropy of (X 1, X 2, · · · ,XN) is 

(5.45) 
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where IKidenotes determinant of the matrix K [20]. In the simulation, we use an 

exponentia l model of the covariance kii = exp( -dJi ·B) to model the observed physical 

event such as electromagnetic waves [9], where dij denotes the distance between the 

nodes measuring X i and Xi , respectively. The parameter e controls the relation 

between the distance dij and the covariance kij, and it can be set to different values 

to indicate different levels of correlation within a given distance. For the sake of 

simplicity and without loss of generality, we use differential entropy instead of discrete 

entropy because we assume that the sensor readings from different nodes arc quantized 

with an identical and sufficient small quantization step, in which case the differential 

entropy differs from discrete entropy by only a constant [20, 55]. 
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Figure 5.4: Impacts of the degree of correlation and the network size on overall 

compression ratio. 

Figure 5.4 shows the effects of the correlation degree and the network size on the 
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compression performance. The compression performance is measured in an overall 

compression ratio, which is the total amount of data produced in the whole network 

after clustered Slepian-Wolf coding is applied over the total number of bits generated 

by all nodes without using this distributed source coding scheme. The network size 

or the total number of sensor nodes n is set to be {80, 90, 100, llO, 120}. The 

parameter e in the covariance model is set to be {0.01 , 0.009, .. . , 0.0003} , where 

e =0. 01 indicates low correlation and e =0. 03 indicates high correlation. From the 

figure, it is seen that in the case of higher correlation a better compression performance 

is achieved because the Slepian-Wolf coding can remove more redundancy caused 

by the higher spatial correlation among the readings of different sensor nodes. In 

addition, the compression performance is improved as the network size or the density 

of sensor nodes increases. This behavior is due to the fact that the denser sensor 

deployment results in more sensor nodes residing within each cluster while clustered 

Slepian-Wolf coding can completely get rid of the highly redundant data generated 

by these sensor nodes in closer proximity to each other. 

Figure 5.5 shows the intra-cluster communication cost with the optimal rate allo

cation and an ID-based rate allocation, respectively. As described in Section 2.1 , the 

ID-based scheme first schedules nodes in a cluster A in the ascending (or descending) 

order of nodes' ID numbers. Thus, the rate assigned to the node i with ID number 

ID(i) is given by R._ = H(Xii {Xii iD(j)::; ID(i),j E A}). The intra-cluster com

munication cost is given by Equation (5.26) and we use parameter fJ =0. 006 to mod 1 

moderate spatial correlation. The result shown is an average of the intra-cluster com

munication costs of all clusters in the network, when varying the network size. As 

expected, the optimal int ra-cluster rate allocation results in less communication cost 

compared with the one only based on node's ID because the former scheme jointly 

considers rate assignments and transmission distances between the cluster members 
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Figure 5.5: Intra-cluster communication cost with optimal rate allocation and ID

based rata allocation. 

and the cluster head. 

Figure 5.6 compares the intra-cluster communication cost of the distributed data 

aggregation technique using the clustered Slepian-Wolf coding with that of a widely

used centralized data aggregation technique [7, 9] under different cluster sizes ( n) 

and a moderate correlation degree (e = 0.006) . With the centralized aggregation 

technique, each cluster member periodically sends its original data to the cluster 

head and the data from all cluster members are aggregated at the cluster head. It is 

observed that the distributed aggregation technique using Slepian-Wolf coding leads 

to lower intra-cluster transmission cost than that with the centralized aggregation 

technique. This is because the distributed aggregation technique allows each cluster 

member to individually remove the redundancy existing in its data prior to sending 
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the data to the clust er head, thus significantly reducing the int ra-clust er transmission 

cost . 

30 

2~~0---8~5~~9~0--~9~5--~1~0~0--~10~5~-1~1~0--~1~1~5--~1 20 
Total number of nodes 

Figure 5.6: Total intra-cluster communication cost with distributed data aggregation 

and centralized data aggregation. 

Figure 5.7 compares the total amount of data generated in the network using 

the clustered Slepian-Wolf coding and the joint coding, respectively. As expected, 

the joint coding results in obviously less amount of data, thus leading to better 

compression performance. This is because the joint coding employs clustered Slepian

Wolf coding combined with inter-cluster explicit entropy coding, which can further 

strip the data redundancy caused by the possible spatial correlation between different 

clusters. In addition, it is observed that in the case of high correlation (i.e., small 

value of the correlation parameter) , the joint coding can achieve better performance 

in terms of the total amount of generated data because higher correlation leads to 
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more data redundancy between spatially separated clusters, which can be further 

removed by the joint coding. Meanwhile, more data redundancy removed from the 

network infers less energy consumed for data transmission. Figure 5.8 shows the 

total inter-cluster communication cost with Slepian-Wolf coding and joint coding, 

respectively. The total inter-cluster communication cost is defined as the sum of the 

communication costs of all cluster heads for relaying data to the remote sink, where 

the communication cost is represented by [data volume x transmission distance]. As 

expected, less communication cost is incurred with the joint coding. In addition, it is 

observed that under moderate correlation (e.g., e =0.006), the joint coding leads to 

9 % less communication cost t han that with only the clustered Slepian-Wolf coding, 

but only 4 % less data. This is because each cluster head employs multi-hop routing 

for relaying data from other cluster heads and removing data redundancy locally at 

each cluster head by joint coding leads to further energy saving for each cluster head 

along the multi-hop routing path. 

Figure 5.9 shows the approximate ratio of the total amount of data t ransmitted 

with the clustered Slepian-Wolf coding to that transmitted with the optimal coding 

in a network of 50 nodes uniformly deployed in the same region. With the optimal 

coding, Slepian-Wolf coding is applied globally in the whole network with the assump

tion that each node has the full knowledge of the correlation structure of the network, 

which can remove all data redundancy in the network and thus achieve the maximal 

compression gain. However , this is costly and usually impossible in a real-world large 

network. We investigated the total amount of data transmitted in the network with 

the cluster diameter ranging from 10 to 20 and the correlation parameter ranging 

from 0.005 to 0.01. In Figure 5.9, it is seen that with the increase of the cluster range 

the total amount of data transmitted with clustered Slepian-Wolf coding becomes 

closer to the optimal result because increasing the cluster range means that more 
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Figure 5. 7: Total amount of data generated with Slepian-Wolf coding and joint coding. 
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coding schemes. 
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nodes are included in each cluster , thus fur ther reducing the data redundancy caused 

by the possible spatial correlation between different clusters. 
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Figure 5.9: Approxima te ratio of the total amount of data transmitted with the 

clustered Slepian-Wolf coding to that transmitted with the optimal coding 

Figure 5.10 shows the relation between the total rate of encoded data and the 

distortion allocated to each sensor node. The parameter () is set to be 0. 01 . The total 

distortion bound Dtotal changes from se-4 to se-2 and the individual bound Dmax 

is set to be 0.1 Dtotal. According to the optimal distort ion allocation, each sensor 

node is allocated an identical distortion equal to Dtotal /80. It is seen that the total 

rate of encoded data decreases monotonically as the distor tion allocated to each node 

increases. This result is expected because a larger distor tion allowed at each sensor 

node leads to a smaller total ra te of encoded data in the network. 



CHAPTER 5 . D ISTRIBUTED DATA AGGREGATION USING SLEPIAN-WOLF CODING 115 

75.-~.------,,------,-------,-------, 

45L_~2L_ ______ 4L_ ____ ~6L-----~8~----~10 

Distortion Allocated at Each Node x 10-5 

F igure 5.10: Relation between the total rate and the allocated distortion. 

5.8 Summary 

In this chapter, we have studied the major problems in applying Slepian-Wolf coding 

for data aggregation in cluster-based WSNs, including the clustered Slepian-Wolf 

coding problem, the optimal intra-cluster rate allocation problem, and the joint intra-

clustered Slepian-Wolf coding and inter-cluster explicit entropy coding problem. A 

distributed optimal-compression clustering protocol (DOC) was proposed, which can 

select a set of disjoint potential clusters that maximize the global compression gain 

of Slepian-Wolf coding. Under the optimal cluster hierarchy constructed by DOC, we 

then presented an approximation algorithm that can find an optimal rate allocation 

within each cluster and described the procedures to perform Slepian-Wolf coding 
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with an opt imal intra-cluster rate allocation . Finally, we present a low-complexity 

joint coding scheme that combines clustered Slepian-Wolf coding with inter-cluster 

explicit entropy coding to further reduce the data redundancy caused by the possible 

spatial correlation between different clusters. The simulation results demonstrate that 

the clust ered Slepian-Wolf coding enabled by DOC can significant ly reduce t he total 

amount of dat a in the whole network while the transmission cost within each cluster 

can be remarkably reduced by performing the optimal intra-cluster rate allocation. 



------ - --- ·--- ---

Chapter 6 

Combined Data Aggregation and 

Encryption 

6.1 Introduction 

In the previous chapter , we have shown that to increase energy efficiency in wireless 

sensor networks, it is desirable to remove data redundancy and for this purpose data 

aggregation has been widely used. On the other hand, data security is an important 

issue for many WSN applications. To provide data security, the conventional way is 

to encrypt the sensed data at each sensor node and then decrypt the data at the data 

sink(s) . However, network-wide encryption would cause considerable computational, 

communication, and storage overhead due to data encryption and key management 

operations. 

Slepian-Wolf coding [19, 20] is a distributed source coding technique that can 

completely remove data redundancy without requiring inter-sensor communication 

and is therefore a promising technique for data aggregation in a WSN. To perform 

Slepain-Wolf coding, each sensor node must know a priori the correlation structure of 

117 
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the whole network, which depends on the distances between the sensor nodes and the 

characteristics of the observed phenomena [20]. For this reason, Slepian-Wolf coding 

is not suitable or practical for being applied globally in a large network. In a cluster

based network, however, each cluster covers a smaller number of sensor nodes within a 

smaller local range of the network. To perform Slepain-Wolf coding, each sensor node 

only needs to know the local correlation structure of the cluster, which is practically 

easy to obtain. In addition to its capacity of removing data redundancy, Slepain

Wolf coding has the inherent characteristic of joint decoding, which we find could be 

used to achieve the effect of encryption within a single cluster. This observation has 

motivated us to apply Slepain-Wolf coding for both data aggregation and encryption 

in cluster-based WSNs in order to achieve efficient and secured data transmission. 

In this chapter, we propose a combined data aggregation and encryption scheme 

using Slepain-Wolf coding for efficient and secured data transmission in WSNs. We 

first study the optimal intra-cluster rate allocation problem in using Slepain-Wolf 

coding for data aggregation, which aims to find a rate allocation subject to Slepian

Wolf theorem such that the total energy consumed by all sensor nodes in a cluster for 

sending encoded data is minimized. Based on the properties of Slepain-Wolf coding 

with optimal intra-cluster rate allocation, we then propose a novel encryption mecha

nism, called spatially selective encryption, for data encryption within a single cluster. 

This encryption mechanism only requires the cluster head to encrypt its data while 

allowing all cluster members to send their data without performing any encryption . 

Using this mechanism, as long as the data of the cluster head (or the virtual key) 

is protected, the data from all cluster members can also be protected, which can 

significantly reduce the energy consumption for data encryption. Furthermore, an 

energy-efficient key establishment protocol is also proposed to securely and efficiently 

establish the key used for encrypting the virtual key. 
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Data aggregation and encryption have been widely studied in the context of WSNs 

[9, 56, 57] . However, no research work has been found on combined data aggregation 

and encryption using Slepain-Wolf coding. To the best of our knowledge, this is 

the first attempt to apply Slepian-Wolf coding in cluster-based WSNs for both data 

aggregation and encryption purposes. 

6.2 Data Aggregation Using Slepian-Wolf Coding 

6.2.1 Opt imal Rate Allocat ion for Slepian-Wolf Coding 

Since we are considering cluster-based WSNs, we first suppose that a cluster hierarchy 

has already been constructed in the network by using a clustering protocol such as 

HEED [9] or any other clustering protocol. Consider a cluster A with IAisensor nodes 

and let {Ri; i=1, 2, . . . , IAI} be a rate vector allocated to the nodes in the cluster. 

Also, let d(i, 1) be the distance between node i and the cluster head v, which is used 

to estimate the energy consumed by node i for sending one bit data to the cluster 

head v because normally transmission energy dissipation is proportional to signal 

propagation distance. Then the objective of the intra-cluster rate allocation problem 

is to find a rate vector for the nodes in the cluster under the constraints given by 

Equation (6.2) such that the total energy consumed by all nodes for sending the data 

encoded with their individual rates to the cluster head is minimized, i.e., 

IAI 

{R;}~~11 = arg mifl
1 

L d(i, 1)Ri, 
{R;}i= l i=l 

(6.1) 

subject to 

L R; 2 H(X(Y) IX(Yc)), \fY ~ {1, 2, ... , IAI}, (6.2) 
iEY 

where { 1, 2, ... , I A I} is a set of the indices of the sensor nodes in the cluster A. 



CHAPTER 6. COMBINED D ATA AGGREGATION AND ENCRYPTION 120 

As discussed in Chaper 5, the intra-cluster rate allocation problem can be solved 

by using the same approximation algorithm [27] for solving the global rate allocation 

problem. Using the approximation algorithm, the optimal intra-cluster rate allocation 

is obtained as follows. 

Let { Ri} !~11 be a rate vector to be allocated to the nodes in a given cluster A 

consisting of IAI sensor nodes and the observation at node i in the cluster is Xi. Let 

d(i, 1) be the distance between node i and the cluster head v. Note that d(1, 1)=0 

denotes the distance between the cluster head v and itself. Therefore, the optimal 

intra-cluster rate allocation is given by 

(6.3) 

R; = H(Xi i{Xjld(j, 1) :S d(i, 1),j E A}), 2 :S i :S IAI. (6.4) 

Here the cluster head with zero distance to itself is encoded with a rate equal to 

its unconditional entropy and each of the cluster members in the cluster is encoded 

with a rate equal to its respective entropy conditioned on all the other nodes in the 

cluster which are closer to the cluster head than itself. According to chain theory 

[20] and Equation (6.4), the sum of the rates allocated to the sensor nodes within the 

cluster is equal to their joint entropy, i.e., 

IAI 
LR7 = H(X1,X2,·· · ,XIAI)· 
i=l 

(6.5) 

Therefore, { Ri}l~11 is a valid rate vector for achieving the entropy limit or the 

maximal compression gain of Slepian-Wolf coding. 

6.2.2 Properties 

With the optimal rate allocation, Slepain-Wolf coding has the following important 

properties. 
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Property 1 : Joint Decoding 

In Slepain-Wolf coding, decoding of the data from a sensor node is jointly or 

conditionally performed with the knowledge of the data from the other sensor nodes. 

According to the optimal rate allocation in Equation (6.4), reading X 1 from the cluster 

head, which is encoded with a rate equal to H (X1), can be decoded without using any 

other information. However , reading X2 from cluster member 2 encoded with a rate 

equal to H(X2 !Xl) can be decoded only with the knowledge of reading X 1. Similarly, 

reading X 3 encoded with a rate equal to H(X3 IX2 , X 1), can be decoded only with the 

knowledge of readings (X1 , X 2). In this manner, reading Xi from cluster member i 

encoded with a rate equal to H(Xi IX- 1, .. . , X 1) cannot be decoded without the 

knowledge of readings (X1 , X 2 , ... , Xi- 1) . 

Property 2 : Data Independency 

The data encoded with the optimal allocated rates at each sensor node is inde

pendent of that of any other sensor node, which implies that the encoded data at 

each sensor node are not spatially correlated and thus have no redundancy. 

Note t hat this property can be verified by using a proof-by-contradiction method: 

if the argument were not true, a better rate allocation is supposed to be found to 

further remove the remaining data redundancy, which is contradictory to the fact 

that the optimal rate allocation already achieves the maximal compression gain of 

Slepian-Wolf coding described in Equation (6.5). 

The two properties make it possible to use Slepain-Wolf coding to achieve the 

effect of data encryption within a cluster. Based on this observation, we propose a 

spatially selective encryption mechanism, which will be described in the next section. 
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6.3 Spatially Selective Encryption 

6.3.1 Spatially Selective Encryption 

The basic concept of the spatially selective encryption is to select a subset of sen

sor nodes from a cluster, and encrypt their data using symmetric-key or public-key 

cryptographic ciphers such as AES or RSA [36]. The sensor nodes not selected will 

send their data without any encryption. Since the data from the selected sensors 

are protected by cryptographic ciphers, it is practically impossible for attackers to 

reconstruct any data from these sensor nodes. If the data from the sensor nodes not 

selected cannot be reconstructed either, we can achieve a security level for the cluster 

which is equivalent to that with the data of all sensor nodes encrypted. 

Given the properties discussed in Section 6.2, this concept can be implemented by 

using Slepian-Wolf coding with the optimal intra-cluster rate allocation in Equation 

(6.4). Specifically, in t he proposed encryption mechanism, we only select the cluster 

head of a cluster as the node that encrypts its data using a cryptographic algorithm 

while allowing all cluster members to send their data without any encryption. Ac

cording to Property 1, the data from each cluster member cannot be reconstructed 

without the knowledge of the data from the cluster head. This implies that Slepain

Wolf coding not only has the data compression function but also can achieve the 

effect of data encryption. Since the data of the cluster head actually acts as a key 

for reconstructing the data of each cluster member , we refer to it as the virtual key 

hereafter to differentiate it from the secret key in the symmetric-key cryptography 

and public-private key pairs in the public-key cryptography [36] . Intuitively, if the 

virtual key is protected, the data of all cluster members are also protected with no 

need to perform encryption. However, this observation is true only if the following 
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conditions are satisfied. 

1. An attacker or intruder cannot reveal the virtual key by analyzing the data of 

the cluster members with no encryption. 

2. An attacker or intruder cannot reveal the virtual key by performing the Brute

Force Attack (or Exhaustive Searching) [36] on the key space. 

According to Property 2, the optimal rate allocation in Equation (6.4) can lead 

to the maximal data compression gain, which ensures that the data from the cluster 

head is not revealable even if the unencrypted data from the cluster members are 

available. On the other hand, the observed phenomenon at each sensor node is 

usually a random process. This means that the sensed data at the cluster head 

is also of randomness and vary constantly, thus leading to an enormous key space 

which prohibits the Brute-Force Exhaustive Searching from practically predicting the 

virtual key. Therefore, both conditions are actually satisfied, which ensures that 

as long as the virtual key is protected, the data of all cluster members are also 

protected without need to perform any encryption. This can considerably reduce the 

energy and resource consumptions for achieving data security in the network. On one 

hand, the amount of energy consumed for computing the cryptographic algorithms 

on the sensor nodes is significantly reduced because only a limited number of cluster 

heads need to perform encryption on their own sensed data. On the other hand, the 

amount of energy consumed for establishing and distributing the cryptographic keys 

is considerably reduced because the cluster members do not perform any encryption 

operations, thus eliminating the need to exchange key management informat ion (e.g., 

secret keys) within each cluster. 
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6.3.2 Combined Data Aggregation and Spatially Selective 

Encryption 

Now we discuss how to perform t he combined data aggregation and encryption scheme 

within a single cluster. 

Consider a cluster A with IAI sensor nodes shown in Figure 6.1, where the node in 

black represents the cluster head and the nodes in white represent cluster members. 

The cluster head produces reading Xl. From left to right, the first cluster member 

is closest to the cluster head and produces reading X2, and so on. T hus, the process 

of t he combined data aggregation and encryption using Slepian-Wolf coding within a 

cluster is described as follows: 

H(XIAIIXIAI- l , . .. ,Xl) 

H(X2!X1) 

~ 
H(X1) 

Figure 6.1: Spatially selective encryption within a cluster. 

1. The cluster head arranges the cluster members in the descending order of their 

distances to the cluster head itself, as shown in Figure 6.1. 

2. The cluster head generates a node list for each cluster member i, which contains 

t he indices (or IDs) of all t he other members that are closer to the cluster head 
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than cluster member z. For example, the list for cluster member 3 contains 

(2,1). 

3. The cluster head distributes the generated node lists within the cluster. Once re

ceiving the list, each cluster member encodes its reading with a rate equal to the 

its respective entropy conditioned on all the nodes in the received list, e.g., clus

ter member 3 encodes its data with a rate equal to H(X3 IX2X 1)= H(X3X 2XI)

H(X2X1). After encoding the sensed data, each cluster member iEA sends its 

encoded data to the cluster head without performing encryption. 

4. After the cluster head receives the encoded data from all its cluster members, it 

only encrypts its own encoded data or the visual key, and sends the encrypted 

data as well as the encoded data from its cluster members to the data sink, 

where decryption is first performed on the data from the cluster head, and then 

conditional decoding is performed on the unencrypted data. In Figure 1, the 

sink will first decrypt the data of the cluster head, and then decodes reading 

X 1 encoded with a rate equal to H(X1) without using any other information. 

However, reading X 2 encoded with a rate equal to H(X2IXI) is reconstructed 

with the knowledge of X 1. In this manner, the data from cluster member i 

encoded with a rate equal to H(X;IX;- 1, . . . , X 1) can be reconstructed with 

the knowledge of (X1 , X2, ... , X; - 1). 

6.3.3 Energy-Efficient Key Establishment P rotocol 

Since the spatially selective encryption only performs encryption on the visual key, 

now the problem is how to properly select an encryption algorithm to encrypt the 

virtual key. As mentioned , the virtual key is actually the sensed data frequently sent 

by a cluster head. Since a cluster head is also a resource-constrained sensor node, it 



CHAPTER 6. COMBINED DATA A GGREGAT I ON A ND ENCRYP T ION 126 

is important to select a low-cost encryption algorithm in order to alleviate the burden 

of each cluster head. Compared with a public-key cryptography alternative [36], a 

symmetric-key cryptography algorithm [36], which uses a smaller key size and less 

complex arithmetic, is much more energy efficient and thus more suitable for WSNs. 

However , the symmeLric-key crypLography uses Lhe same secret key for both encryp

tion at the cluster head and decryption at the data sink. How to securely establish 

the secret key between the cluster head and the data sink in a hostile communication 

environment is a crit ical problem that must be well addressed. 

To address the key establishment problem , conventional key establishment pro

tocols usually use a key pre-distribution scheme or a master-key based scheme [36] . 

For the key pre-distribution scheme, the data sink pre-distributes a unique secret key 

to each sensor node. After clustering is performed, the selected cluster head uses the 

pre-distributed secret key to perform encryption on its visual key. For the master-key 

based scheme, the secret keys will be periodically updated. A secret key is only used 

for a certain fixed period and then will be discarded. The data sink will generate a 

new secret key and distribute it to the corresponding cluster head with encryption 

using a pre-distributed master key shared by the data sink and the cluster head. 

Both the schemes use static keys throughout the whole lifespan of the network, which 

will largely increase the chance for crypto-analytic attackers to reveal the secret or 

master keys. Therefore, both the schemes are unable to securely establish a secret 

key between the data sink and each cluster head. 

To address the key security problem, public-key based key establishment proto

cols [36] are often used, which securely distribute and dynamically update the secret 

keys shared by the data sink and each cluster head. However , public-key crypto

graphic operations are computationally intensive, which is usually not sui table for 

being used in energy-constrained sensor nodes. Unlike sensor nodes, the data sink is 
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equipped with more resources, and thus has more powerful computational capability. 

To take advantage of this capability, it is more desirable to put computationally

intensive operations on the data sink while allowing the cluster heads to perform 

computationally-light operations. Based on this idea, we propose an energy-efficient 

key establishment protocol based on Rabin's public key algorithm. 

Rabin's algorithm is a variant of the well-known RSA algorithm [36]. It has the 

characteristic of computational asymmetry in encryption and decryption. It requires 

the encryption party to perform a single modular squaring operation, which is com

putationally light, and the decryption party to perform a modular exponentiation 

operation, which is computationally intensive. Meanwhile, Rabin's a lgorithm is prov

able secure based on the intractability of the RSA problem (RSAP) [36], which is 

reducible to a hard problem of factoring large integers [36]. 

The energy-efficient key establishment protocol consists of two main phases: 1) 

key generation and pre-distribution and 2) key establishment, which are described as 

follows. 

Phase 1: Key Generation and Pre-Distribution 

Before the sensor nodes are deployed, the data sink generates and pre-distributes 

a unique public key to each sensor node. For this purpose, the data sink chooses two 

large primes Pi and qi, and then calculates the public key ni=Pi x qi , pre-distributes 

the public key ni to sensor node i, and keeps the private key (Pi, qi) itself. Due to the 

special characteristic of public-key cryptography, data encrypted by a sensor node 

with its public key can be decrypted only with the corresponding private key, which 

in our case is kept securely at the data sink. 

Phase 2: Key Establishment 

1. After clustering is performed, each cluster head i generates a random value as 
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the secret key K 5 , and encrypts Ks by performing public key encryption (or a 

single modular squaring operation), i.e.,Epub(ni, K s)=K/ mod ni=Yi, where ni 

is a public key of cluster head i. The encrypted value Yi is then sent to the data 

sink. 

2. After the data sink receives Yi, it performs public key decryption using the 

private key (pi, qi), i.e., Dpub((pi, qi), Yi), to recover the secret key K 5 . Since 

only the data sink can decrypt Yi, only the data sink and cluster head i know 

the secret key Ks . 

3. Each cluster head uses the secret key Ks to perform symmetric key encryption 

on its own encoded data or the visual key Kv, i.e., Esym(Ks, Kv), and then send 

the encrypted virtual key to the data sink. 

Usually, a secret key is used for a certain fixed period. Once the secret key expires, 

the key establishment phase is performed again. 

6.4 Performance Evaluation 

In this section, we evaluate the performance of the combined data aggregation and 

encryption scheme through simulations based on NS-2. We first investigate the energy 

saving with the proposed data aggregation scheme. Then we compare the compu

tational energy consumption of the spatially selective encryption with that of the 

network-wide encryption. Finally, we investigate the energy consumption for key 

establishment using the proposed key establishment protocol. 

For the correlation structure, we assume that the observations X 1 , X2, ... , XN at N 

sensor nodes are modeled as anN-dimensional random vector X =[X1, X 2 , ... , XN] T, 

which has a multivariate normal distribution with mean (0,0, . . . ,0) and covariance 
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t . K . th d . f X . f(X) 1 _J.xr K - lx d h d'tr rna nx , z.e., e ens1ty o 1s = h/2,;:)NIJ<I112 e 2 an t e lueren-

tial entropy of (X1, X 2 , . .. , XN) is h(X1, X 2, · · · , XN) = ~ log(27re)NIKI bits, where 

IKidenotes determinant of the matrix X [19] . We use an exponential model of the 

covariance k;j = 0"
2exp[-(d;j)28] to model the observed physical event such as electro

magnetic waves [18], where d;j denotes the distance between the nodes measuring X ; 

and Xj respectively. The parameter e controls the relation between the distance d;j 

and the covariance k;j, and it can be set to be different values to inciicate different 

correlation degrees within a given distance. For the sake of simplicity and without 

loss of generality, we use differential entropy instead of discrete entropy because we 

assume that the sensor readings from different nodes are quantized with an identical 

and sufficient small quantization step, in which case the differential entropy differs 

from discrete entropy by only a constant [19, 20]. 

Figure 6.2 shows the ratio of the intra-cluster communication cost of the proposed 

data aggregation scheme to that of a widely-used centralized data aggregation scheme, 

under different correlation degrees (B) and different cluster sizes (n). In the centra lized 

aggregation scheme, each cluster member periodically sends its original data to the 

cluster head and the data from all cluster members are aggregated at the cluster 

head. It is seen that the proposed scheme leads to less intra-cluster transmission 

cost than the centralized scheme and much more energy saving is obtained with the 

proposed scheme for a higher correlation degree and a larger cluster size. This is 

because the proposed scheme allows each cluster member to individually remove the 

redundancy existing in its data prior to sending the data to the cluster head, thus 

significantly reducing the intra-cluster transmission cost. On the other hand, a higher 

correlation degree among the readings of different sensor nodes leads to more data 

redundancy, and a larger cluster size means a higher density of sensor nodes deployed 

within each cluster and accordingly more data redundancy, which can be completely 



CHAPTER 6 . COMBINED DATA AGGREGATION AND ENCRYPT ION 130 

striped by the clustered Slepian-Wolf coding, thus resulting in more transmission 

energy consumption reduced. 
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Figure 6.2: Intra-cluster communication cost ratio. 

Figure 6.3 shows the computational energy consumption with the spatially selec-

tive encryption and the network-wide encryption, respectively, under different net-

work sizes. The computa tional energy consumption is measured in the total amount 

of da ta required for encryption within a cluster. For the network-wide encryption, 

we considered two scenarios: (1) It is combined with the centralized data aggrega

tion with infinit e aggregation gain, where a cluster head aggregates the packets from 

all cluster members into a single packet; (2) It is combined with the proposed data 

aggregation. It is sent that the spatially selective encryption significantly reduces 

the computa tional energy consumption compared with the network-wide encryption. 
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This is because the spatially selective encryption only requires a cluster head to en-

crypt its data, while the network-wide encryption requires each node in a cluster to 

perform encryption on its data. Moreover, the network-wide encryption with the 

proposed data aggregation scheme incurs less computational cost than the one with 

the centralized data aggregation scheme. This is because the proposed data aggre-

gation scheme can help to reduce the amount of data that need to be encrypted by 

completely stripping data redundancy within a cluster through Slepian-Wolf coding. 
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Figure 6.3: Computational energy consumption for data encryption (8 = 0.007). 

Figure 6.4 shows the energy consumption of the proposed key establishment pro

tocol. The energy consumption includes the computational energy consumption for 

running Rabin's a lgorithm and the communication energy consumption for key es

tablishment. To model the communication cost, we apply HEED [9], a well-known 

clustering protocol, to construct the clustered hierarchy, and adopt the relevant pa-
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Figure 6.4: Energy consumption for key establishment. 
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rameters, radio transmission model, and routing protocol used in [9], which are typical 

settings for sensor networks. To model the computational cost, we use real exper-

imental data [58] of the energy consumption for MIPS4000, a low-power micropro-

cessor for sensor nodes, in computing a single modular squaring required for Rabin's 

scheme/algorithm. Since only the cluster heads are required to perform the key es

tablishment protocol, we use the average energy consumption of the cluster heads to 

evaluate the energy consumption of the protocol. It is seen from Figure 6.4 that the 

average energy consumption of the cluster heads is less than 20 J.L) under different 

network sizes. Therefore, the proposed key establishment protocol is energy efficient 

in key establishment. 
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6.5 Summary 

In this chapter, we have proposed a combined data aggregation and encryption scheme 

using Slepain-Wolf coding for efficient and secured data transmission in wireless sen

sor networks. We first studied the optimal intra-cluster rate allocation problem for 

Slepain-Wolf coding and then proposed the spatially selective encryption mechanism 

for data encryption within a single cluster based on the properties of Slepain-Wolf 

coding with optimal intra-cluster rate allocation. The proposed encryption mech

anism only requires the cluster head to encrypt its data while allowing all cluster 

members to send their data without performing any encryption. Furthermore, an 

energy efficient key establishment protocol is also proposed to securely and efficiently 

establish the key used for encrypting the data of the cluster head. Through simulation 

results, we showed that the combined data aggregation and encryption scheme can 

significantly improve energy efficiency in data transmission while providing a high 

level of data security. 



Chapter 7 

Multi-Channel Medium Access 

Control Protocol 

7. 1 Introduction 

Wireless Multimedia Sensor Networks (WMSNs) are an emerging networking paradigm 

that allows retrieving video streams, still images, as well as generic sensing data from 

the environment [42] . A WMSN promises a wide range of potential applications in 

both civilian and military areas which require visual and audio information, such as 

multimedia surveillance, advanced health care delivery, and industrial process con

t rol [42]. Different from conventional wireless sensor networks, a WMSN normally 

demands larger bandwidth and entails higher network throughput to t ransport large 

volume of data to remote data sink rapidly and reliably. However, data rates provided 

by existing commercial sensor products, e.g., 250Kbps in MICAz [2], are not sufficient 

to support multimedia traffic. On the other hand, current sensor nodes, such as MI

CAz and WINS, already support multiple channels for communication, for example, 

40 channels in WINS [42] . Thus, by developing a multi-channel MAC protocol, which 

134 
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can effectively utilize the available channel capacity through the cooperative work 

from other sensor nodes, we can achieve a better support for multimedia applications 

which demand for high data rates. 

Multi-channel MAC design has been studied for mobile ad hoc networks (MANETs) 

research [44, 59, 60, 61] . However, the proposed protocols in the literature are not 

immediately suitable for the energy-constrained wireless sensor networks. These pro

tocols normally require that each node perform dynamic channel sharing using hand

shaking, e.g., RTS and CTS in IEEE 802.11, to complete a negotiation and to avoid 

multi-channel hidden terminals. Such a mechanism usually will incur a considerable 

control overhead. However, in sensor networks, the relatively static nature makes 

it possible to dispense with the contention overhead by better coordinated channel 

scheduling. Besides the low energy efficiency, those protocols also assume a flat , ho

mogeneous architecture in which nodes have identical capacities. This underlying flat 

architecture, however, is not suitable for multimedia applications, where each node 

transmits not only its own data but also the traffic generated by other nodes. The 

large volume of data resulting from multi-media applications will then quickly drain 

the battery of the sensor nodes, thus, significantly reducing the network lifetime. 

In this Chapter, we propose a clustered on-demand multi-channel MAC protocol 

(COM-MAC) in order to maximize the network throughput with enhanced energy 

efficiency. The network under investigation follows three-tier architecture: a data 

sink at the top, a set of sensor nodes at the bottom, and a relatively small number 

of aggregators in the middle. The data sink communicates with the aggregators us

ing an out-of-band channel. Each aggregator has multiple transceivers and is able 

to operate on a set of available channels simultaneously. Abundant power supply is 

assumed for those nodes in our investigation. A sensor node has one transceiver but 

is able to switch among the channels managed by its associated aggregator. In COM-
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MAC, a clustering protocol is first applied so that each sensor is associated with one 

aggregator. In this case, an aggregator is called a cluster head and the sensor nodes 

associated with it are called its cluster members. A cluster head, together with its 

associated members are called a cluster collectively. Within each cluster , a scheduled 

multi-channel medium access protocol is considered , where the cluster head coordi

nates the communication among its members in a contention-free manner within both 

the t ime and frequency domains, so as to avoid collision, idle listening and overhear

ing. Secondly, to maximize t he network t hroughput, a traffic-adaptive and QoS-aware 

(Quality of Service) scheduling algori thm is performed where the cluster head dynam

ically allocates time slots and channels for its members according to the current QoS 

requirements and network traffic status. Finally, to enhance transmission reliability, 

a spectrum-aware ARQ is used to opportunistically exploit the unused spectrum for 

a balance between the reliability and retransmission. Through simulation results, we 

show t hat the proposed COM-MAC can improve network t hroughput significantly, 

while by introducing very small control overhead . 

7.2 Design of the COM-MAC Protocol 

7.2.1 Network Architecture and A ssumptions 

As shown in Figure 7.1, a WMSN consists of several more powerful nodes (cluster 

heads) located at the cent er of different monitoring area, a number of regular mul

timedia sensor nodes surrounding each cluster head, and a remote data sink which 

will store t he mult imedia content locally for later retrieval. In addition, we make the 

following assumptions regarding the configuration of the network: 

1. There are N different channels available for use and all channels have the same 
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bandwidth. 

2. All mult imedia sensor nodes are identical and quasi-stationary. Each sensor 

node is equipped with a single half-duplex transceiver , which means a sensor 

node will not be able to transmit and receive simultaneously. 

3. A multimedia sensor node can only transmit or receive on one channel at a time. 

But it is able to switch among channels dynamically. The channel switching 

time is less than 224J.LS according to [62]. 

4. Each cluster head is equipped with N half-duplex transceivers, which means 

that a cluster head can transmit or receive on N channels simultaneously. In 

addition, each cluster head will have sufficient power supply and better process

ing capacity. 

5. The working of a cluster of sensor nodes is synchronized to the cluster head and 

each sensor node can communicate directly with its cluster head. 

6. A cluster head can usually communicate directly with the data sink using an 

out-of-band channel. However, if direct communication is unavailable, multi

hop routing is also employed. 

7.2.2 Overview of the COM-MAC Protocol 

We assume that the clustering process has been completed by performing some dis

tributed clustering protocol and each sensor node bas been associated with a nearest 

cluster head . Within a cluster, the operation is organized in t ime intervals. Each 

interval consists of three consecutive sessions: request session, scheduling session and 

data transmission session, as shown in Figure 7.2. 



CHAPTER 7. MULTI-CHANNEL MEDIUM ACCESS CONTROL PROTOCOL 138 

During the request session, each sensor node sends a REQ message to the cluster 

head. QoS requirements, such as the amount of multimedia data to be transmitted, 

delivery deadline, and priority information, are included in the REQ message. Based 

on the information, during the scheduling session , the cluster head schedules the 

transmission for each sensor nodes using certain optimal scheduling algorithm, and 

then distributes the resulting schedule to all sensor nodes in the cluster. The schedule 

gives the information of time slots and channels assigned to each sensor node during 

the following data transmission session. Sensor nodes will then switch to the assigned 

channel and start to send their data in the scheduled slot without further contention. 

Next, we examine the details of the three sessions in the COM-MAC protocol. 

0 Cluster member 

• Cluster Head 

6, Sink 

o . 
0 

0 0 

Oo 
• 0 

Figure 7.1: WMSN network architecture. 
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Figure 7.2: Frame structure. 

7.2.3 Request Session 

During the request session, two protocols are designed for each sensor node to send 

its request to the cluster head . One is a contention-based protocol and the other is a 

contention-free TDMA/ FDMA based protocoL 

The operation of the contention-based protocol consists of two steps: the control 

channel assignment phase and the request transmission phase. During the control 

channel assignment phase, a channel is allocated for each node to transmit the request 

message (RE Q). To improve channel utilization, all available channels can be used as 

control channels during the request session. Because the number of available channels 

is usually limited, it is likely that a channel be assigned to multiple nodes. To avoid 

possible congestion , sensor nodes will be evenly distributed to the available channels. 

Furthermore, different channels will be assignee! to geographically adjacent sensor 

nodes because nodes in close proximity tend to discover the same event and then 

request for transmission simultaneously, which tend to introduce potent ial contention 

without proper channel spatial reuse schemes. After control channel is assigned , the 

request t ransmission phase starts. If a node has data to send, it will notify the 

cluster head by sending a RE Q message using the assigned control channel. Upon 

receiving the REQ, the cluster head replies wit h an ACK. To fur ther avoid possible 
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collisions, a random backoff scheme is employed in each sensor node before sending 

the REQ message. The backoff interval is randomly chosen in the range of [0, Treq 

- Treq_trans], where Treq is the duration of the request session and Treq_trans is the 

duration to deliver the REQ message. 

The contention-free TDMA/ FDMA protocol consists of two phases: control slot 

assignment and request transmission. Control slot assignment, which is only per

formed when the network is initially deployed , is used to statically allocate a time 

slot of a channel to each sensor node to send request message. Similar to the mech

anism incorporated in the contention-based protocol, all available channels can be 

used as cont rol channels. Each channel is further divided a number of time slots. 

The duration of each slot is equal to the time to transmit a R E Q message. T he total 

number of slots for each channel is calculated by X/ Y, where X denotes the total 

number of sensor nodes in a cluster and Y denotes the total number of channels 

available. Then , each slot on each channel is assigned to a unique node so that any 

request can be sent without interfering with the transmission of other nodes. 

The two proposed protocols can be used for different application scenarios. When 

network traffic load is not very intensive ami the channel condition is relatively un

reliable, the contention-based protocol is favored because the probability of potential 

collision and congestion to send the request message is low. Although the request 

message may be lost due to collision, a simple retransmission scheme can be used 

to avoid the transmission delay of multimedia data. In contrast , the contention-free 

TDMA/ FDMA protocol is more appropriate for applications with reliable channel 

condit ions and heavier traffic load. 
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7.2.4 Scheduling Session 

Based on the information obtained in the request session, during the scheduling ses

sion, cluster heads then generate a schedule to coordinate the data transmissions of 

each sensor node and broadcast the message through control channels, where all sen

sor nodes are tuned to and listen on. The schedule to be broadcast on each control 

channel will only include the information for sensor nodes which are assigned to that 

channel. In order to enhance the transmission reliability, the schedule broadcast will 

be repeated. However, for better energy efficiency, a sensor node will turn off its 

transceiver once a full schedule has been received, until its time slot for transmission 

approaches. 

For each sensor node, the generated schedule includes both time slot and radio 

channel for data t ransmission. For example, considering a cluster with 16 sensor 

nodes, let p; denote the request sent by node i, where i = 1,2, ... ,16, which also de

scribes the amount of data to be sent by a sensor node. Assuming that there are 5 

non-overlapping channels available, there can be a large number of different potential 

schedules. One possible schedule is shown in Figure 7.3. Obviously, this schedule is 

not optimal with respect to network throughput because a big portion of unused spec

trum, which is indicated by Hl, H2, H3 and H4, is not utilized for the transmission 

for node 6. To enhance network throughput, we first show that the maximal through

put problem can be converted to an optimal multi-channel scheduling problem. Then 

we present a heuristic algorithm to solve the problem. 

The throughput is a function of the channel capacity used for data transmission. 

Given that the packet size is P bits, time used to deliver a packet is T, and capacity 

of the channel is C bps, then the throughput is given by 



CHAPTER 7. MULTI-CHANNEL MEDIUM ACCESS CONTROL PROTOCOL 142 

Channel I 
L I 

P1 I P2 I P3 l H1 

P4 I P5 I P6 

P7 I P8 H2 

pg 
I P10 H3 

P11 I P121 P131 P141 P15 P16 H4 

Time 

Figure 7.3: An example of request schedule. 

77 = P/TC. (7.1) 

In WMSNs, P is equal to the sum of requests from all sensor nodes, i.e., P = 

2:::~1 Pi , where M is number of the requests. The channel capacity is given by N x 

C. Because T is the total amount of time to transmit all requests, in other words, 

the maximal finish time among all channels (for example, T = L in Figure 7.3 ), the 

network throughput in the multi-channel scenario is given by 

M 

7] = LPdTNC. (7.2) 
i=l 

Because P = 2:::~ 1 Pi is fixed a.fter the request session, for example, P = I:i!1 Pi 

in Figure 7.3, and so does N and C after network is deployed, maximizing throughput 

7J is equivalent to minimizing T. 

If each request is associated with a priority to indicate the QoS requirement, such 

as the maximum allowed delay, the optimal multi-channel scheduling problem can 
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be described as: Given a set of requests {p 1,p2 , . .. ,pm}, which is associated with 

a corresponding set of priori ties { r 1 , r 2 , . .. , rm} and N available channels, fi nd an 

assignment schedule that puts all requests to the N channels based on the order of 

their priorities so that the total amount of t ime to transmit all requests, in other 

words, the maximum transmission time, on any channel is minimized. 

To solve this problem, a request scheduling heuristic is provided. F irst, all requests 

of the same priority are grouped together. Then , all groups are sor ted based on 

the descending order of the priorit ies. We then schedule the requests for each group 

according to their priority level, beginning with the group wi th of the highest priority. 

Within each group, all the requests are also sor ted based on the descending order of 

the transmission t ime and a request with the minimum amount of time to transmit 

will be assigned t o a channel first until all channel capacity has been fully ut ilized . 

This process is repeated until a complete schedule is generated . 

7.2.5 Data Transmission Session 

After receiving the schedule, each sensor node will t ransmit its data d uring the as

signed time slots and channel. Each time slot is fur ther divided into two sections: 

da ta transmission section and A CK section. The A CK section is used to suppor t 

link-layer error control, which is critical for WMSN. Normally, for high-quality video 

perception, a frame loss rate of lower than 10- 2 is required [42]. However , the inherent 

unreliable nature of wireless medium poses a significant challenge for the applications 

of WMSN. To address this problem, an implicit selective repeat A RQ technique is 

employed, which is briefly described below. 

After receiving the packets from a sensor node, the cluster head acknowledges 

every properly received packet by sending an A CK message. Packets which are not 
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acknowledged are simply assumed to be lost in the network, which will be marked 

by the sensor nodes and retransmitted during the next interval. Although such a 

retransmission mechanism improves the transmission reliability, extra delay will be 

introduced, which is not favored for critical applications such as real-time video or 

audio transmission. To mitigate this problem, a hybrid MAC protocol is used to better 

exploit the unused spectrum during the data transmission session , for example, H1 , 

H2, H3, and H4 as shown in Figure 7.3. 

The working of the Hybrid MAC is briefly described here: First, in the schedul

ing section, the cluster head piggybacks the completion time of each channel to its 

broadcast schedule, for example, the completion time of p3 for channell in Figure 7.3. 

When receiving the schedule, each node obtains the explicit knowledge of the poten

tial available spectrum. Then, after the scheduled contention-free data transmission, 

the sensor nodes can employ an energy-efficient MAC, such as S-MAC, to retransmit 

the lost packets. In this way, better balance between the required reliability and the 

sustainable delay can be achieved at the application layer. 

7.3 Performance Evaluation 

In this section, we evaluate the performance of the proposed COM-MAC through sim

ulation experiments using ns-2. We investigate the performance in terms of network 

throughput and transmission delay. The performance of COM-MAC is compared with 

that for a baseline protocol, the multi-channel TDMA (M-TDMA) protocol. For M

TDMA, the cluster head first evenly distribute the cluster members on the available 

channels. T hen, the cluster head generates a TDMA schedule on each channel and 

allocates a fixed slot to each cluster members. 

In our experiments, the capacity for each channel is 250kbps. The transmission 
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range of each node is approximately 10m. Each source node generates and t ransmits 

a constant-bit rate (CBR) data stream. Each node is randomly selected to have a 

packet arrival rate between 0 and 10 to reflect t he network traffic dynamics. Each 

simulation run is performed for the duration of 30 seconds. Each data point in the 

performance figures is the average of 20 runs. Unless otherwise specified, we assume 

3 channels and the packet size is 525 bytes, 
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Figure 7.4: Throughput performance for various cluster sizes. 

Figure 7.4 compares the network throughput performance of COM-MAC and M-

TDMA for different clust er sizes, which is the total number of sensor nodes in a cluster. 

It is clear that the throughput of both protocols increase as the cluster size increases. 

This is because more sensor nodes need to access channels to transmit data to the 

cluster head . It is also noticed from t he figure that the increase of the t hroughput 

of COM-MAC becomes slower when the cluster size exceeds 45. This is because the 

channel tends to be saturated when more nodes are trying to utilize the channel. As 
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expected , COM-MAC outperforms M-MAC for different conditions. This is because 

COM-MAC is designed to maximize the network throughput by applying t raffic

adaptive scheduling algorithm where the time slots and channels are dynamically 

allocated for its members according to data traffic. However , M-TDMA assigns each 

node a fixed time slot without considering the traffic load condition on other nodes. 
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Figure 7.5: Throughput standard deviation for various cluster sizes. 

Figure 7.5 shows the standard deviation of the throughout performance for the 

three available channels over different. cluster size. It is clear that the curve for 

COM-MAC is much smoother than that from the M-TDMA protocol. This indicates 

that COM-MAC can achieve better and more balanced ut ilization of each available 

channel so that the network throughput can be maximized. In contrast, the standard 

deviation of M-TDMA is much larger and possesses significant fluctuation, which 

indicates that by using M-TDMA, some channels have already been over-utilized 

while some channels still remain under-utilized, even if some nodes have data to be 
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transmitted. 
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Figure 7.6: Packet delay performance for various cluster sizes. 

Figure 7.6 shows the delay performance compassion of COM-MAC and M-TDMA 

protocols as cluster size increases. It is obvious that COM-MAC incurs lower delay 

when compared to that from M-TDMA. This is due to the fact that with M-TDMA, a 

sensor node has to wait until its time slot comes to send out its data, even if there are 

time slots on its assigned channel or on other channels available for use. COM-MAC 

can achieve a better ut ilization of the channel resources, thus leading to a better 

delay performance. We also notice that the delay performance increases as cluster 

size increases for both protocols. This is because that larger cluster size will lead to 

heavier network load so that a packet has to wait longer to be transmitted. 
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7.4 Summary 

In this chapter, we have studied a cluster based on-demand multi-channel MAC pro

tocol, which is proposed to provide better energy-efficiency, high-throughput, and 

data reliability support in wireless multimedia sensor networks. We have proposed a 

scheduled multi-channel medium access within each cluster for contention-free intra

cluster communication. We also proposed a scheduling algorithm to achieve better 

channel ut ilization under different traffic conditions and QoS requirements. We incor

porated a spectrum-aware A R Q scheme to enhance the transmission reliability. Our 

simulation results demonstrate that COM-MAC can achieve better network through

put and lower delay when compared with the baseline M -TDM A protocol at the cost 

of a small cont rol overhead. 



Chapter 8 

Conclusions and Future Work 

8.1 Summary of Contributions 

In this thesis, we have investigated several key issues in sensor networks with the 

purpose to improve energy efficiency, fault tolerance, and security. The topics in

clude clustering, fault recovery and detection, data aggregation, encryption and key 

distribution, and multi-channel medium access control. We have analyzed the char

acteristics of three types of sensor networks, including underwater sensor networks, 

wireless terrestrial sensor networks, and wireless mult imedia sensor networks. Differ

ent characteristics of each type of sensor network will enable a wide range of applica

tions which present many challenges for the design of such network including energy 

efficiency, fault tolerance, and security. To address the challenges, we have proposed 

several novel and effective mechanisms: (1) distributed minimum-cost clustering pro

tocol, (2) robust architecture for underwater sensor network, (3) cooperative fault 

detection mechanism, ( 4) distributed data aggregation using Slepian-Wolf coding, (5) 

spatially selective encryption, and (6) clustered on-demand multi-channel MAC pro

tocol. 
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• Distributed Minimum-cost Clustering Protocol 

We have studied the node clustering problem in a UWSN and formulated the 

problem into a cluster-centric cost-based optimization problem with an objective 

to improve the energy efficiency and prolong the lifetime of the network. To 

solve the formulated problem, a distributed minimum cost clustering protocol 

(MCCP ) has been proposed, which can not only adapt geographical cluster head 

distribution to the traffic pattern in t he network, and thus avoid the formation 

of hot spots around a uw-sink, but also balance the traffic load between cluster 

heads and cluster members through periodical re-clustering the sensor nodes in 

the network. The simulation results show that MCCP significantly improves 

network lifetime as compared with the well-known HEED protocol. 

• Robust Architecture for Underwater Sensor Network 

We have proposed a dependable clustering protocol to provide a robust cluster 

hierarchy against cluster-head failures in UWSNs. We have proposed a de

pendable clustering protocol to provide a robust clustered architecture against 

cluster-head failures in UWSNs. The proposed clustering protocol takes into 

account both the reliability and residual energy status of each sensor node, and 

introduces failure prediction, cost evaluation, and clustering optimization during 

clustering to construct an efficient and robust cluster hierarchy. The proposed 

clustering protocol attempts to select those healthy nodes as cluster heads to 

prevent cluster head failures. Meanwhile, it attempts to select a primary cluster 

head and a backup cluster head during clustering so that the cluster members 

associated with the failed cluster head can quickly switch over to the backup 

cluster head in the event of a cluster-head failure. The simulation results have 
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shown that the protocol can effectively enhance network robustness . 

• Cooperative Fault Detection Mechanism 

We have proposed a cooperative fault detection mechanism for accurately and 

quickly detecting cluster-head failures in TDMA-based clustered UWSNs. The 

proposed fault detection mechanism allows each cluster member to indepen

dently detect the fault status of its cluster head and then employs a distributed 

agreement protocol to reach an agreement on the fault status of the cluster 

head among multiple cluster members. A couple of forward and backward 

TDM frames are specially structured for enabling multiple cluster members to 

reach an agreement within two frames in a fault detection process. A schedule 

generation algorithm is also proposed for a cluster head to generate the trans

mission schedule in the forward and backward frames. Our simulation results 

have shown that the proposed detection mechanism can achieve high detection 

accuracy under high packet loss rates which is typical in the harsh underwater 

environment, and can detect a cluster-head failure faster than the traditional 

fault detection mechanism with a delay bound of two TDM frames. Moreover, 

it makes use of the data packets periodically sent by a cluster head as the heart

beats for fault detection and uses a couple of specially-structured forward and 

backward frames in the agreement process, which are energy efficient and do 

not affect normal network operation. 

• Distributed Data Aggregation using Slepian-Wolf Coding 

We have studied the major problems in applying Slepian-Wolf coding for data 

aggregation in cluster-based WSNs, including the clustered Slepian-Wolf coding 

problem, the optimal intra-cluster rate allocation problem, and the joint intra

clustered Slepian-Wolf coding and inter-cluster explicit entropy coding prob-



CHAPTER 8 . CONCLUSIONS AND F UTURE WORK 152 

lem. A distributed opt imal-compression clustering protocol (DOC) has been 

proposed , which can select a set of disjoint potential clusters that maximize 

t he global compression gain of Slepian-Wolf coding. Under the optimal cluster 

hierarchy constructed by DOC, we then presented an approximation algori thm 

t hat can find an opt imal rate allocation wit hin each clust er and described the 

procedures to perform Slepian-Wolf coding with an optimal intra-cluster rate 

allocation. Finally, we present a low-complexity joint coding scheme that com

bines clustered Slepian-Wolf coding with inter-cluster explicit entropy coding to 

fur ther reduce the data redundancy caused by the possible spatial correlation 

between different clust ers. The simulation results have demonstrated that the 

clustered Slepian-Wolf coding enabled by DOC can significant ly reduce the total 

amount of data exchange in the whole network, and the t ransmission cost within 

each cluster can be remarkably reduced by performing the opt imal intra-cluster 

rate allocation. 

• Spatially Selective Encryption 

Based on our study on distributed data aggregation using Slepian-Wolf coding, 

we fur ther proposed a combined data aggregation and encryption scheme us

ing Slepain-Wolf coding for efficient and secured data t ransmission in wireless 

sensor networks. We have first studied the optimal intra-cluster rate alloca

tion problem for Slepain-Wolf coding and then proposed the spatially sel ctive 

encryption mechanism for data encryption within a single cluster based on the 

properties of Slepain-Wolf coding with optimal intra-cluster rate allocation. T he 

proposed encryption mechanism only requires the cluster head to encrypt its 

data while allowing all cluster members to send their data without performing 

any encrypt ion. Furthermore, an energy efficient key establishment protocol 
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is also proposed to securely and efficiently establish the key used for encrypt

ing the data of the cluster head. Through simulation results, we have showed 

that the combined data aggregation and encryption scheme can significantly 

improve energy efficiency in data transmission while providing a high level of 

data security. 

• Clustered On-demand Multi-channel MAC Protocol 

We have studied a cluster based on-demand multi-channel MAC protocol, which 

is proposed to provide better support for energy-efficiency, high-throughput, and 

data reliability in wireless multimedia sensor networks. We have proposed a 

scheduled multi-channel medium access within each cluster for contention-free 

intra-cluster communication. We have also proposed a scheduling algorithm 

to achieve better channel ut ilization under different traffic conditions and QoS 

requirements. We have incorporated a spectrum-aware ARQ scheme to enhance 

the transmission reliability. Our simulation results demonstrate that COM

MAC can achieve better network throughput and lower delay performance when 

compared with the baseline M-TDMA protocol at the cost of a small control 

overhead. 

8.2 Future Work 

• Parameter choices in MCCP 

For MCCP, we have appropriately set the values of the parameters a, (J, and Et 

in the cost metric. These parameters may have an impact on the performance of 

MCCP. Moreover, there-clustering period of MCCP may also have an impact 

on the network performance. It is worthwhile to investigate on how different 
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parameter choices will affect the network performance. 

• Enhanced Robust Architecture for Underwater Sensor Networks 

For t he proposed robust architecture for underwater sensor networks, we adopted 

the Weibull distribution to model the life distribution of sensor nodes. Be

cause a more precise prediction model will lead to a better knowledge of the 

robustness of the network architecture, it is important to construct and ap

ply a statistical model based on experimental data derived from the dedicated 

sensing area so t hat the established architecture could fit well in the real un

derwater applications. Meanwhile, introducing redundant sensor nodes is also 

an effective scheme to increase the network robustness. This scheme, however, 

will increase the system cost. Therefore, combining our proposed scheme with 

the redundancy approach may yield interesting robust architectures for future 

applications. 

• Combined Clustered Slepian-Wolf coding and Network Coding 

We have proposed a novel data aggregation mechanism based on Slepian-Wolf 

coding. In this research we have demonstrated that this scheme can signifi

cantly reduce the data redundancy, thus prolonging network lifetime. On the 

other hand, network coding is another promising approach to reduce data redun

dancy, which allows the transmission of mixed data over intermediate network 

nodes. The original messages can be properly recovered at the receiver end. 

Jointly considering t hese two coding schemes may lead to more advantages for 

enhancing energy efficiency for future sensor netwmk applications. 

• Cluster Head Protection in Spatial Selective Encryption 

We have addressed the security problem by proposing a novel encryption ap

proach, called the spatial selective encryption. Using the proposed scheme, the 
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security of the whole network mainly depends on that of the cluster heads. 

To secure the data from cluster heads, Rabin's algorithm is adopted, which 

is a variant of the well-known RSA algorithm. Since Rabin's algorithm only 

aims at protecting data of the cluster heads from being revealed, how to avoid 

cluster heads being compromised by enemies should be investigated in the fu

ture so that the capture of a cluster head will not jeopardize the security of 

the whole cluster. There are two interesting schemes which can be considered: 

dynamically rc-clustcring and anonymous routing. In the first scheme, dynam

ically re-clustering could make the compromised cluster heads replaced by new 

ones, whereas in the latter one, anonymous routing could make the routing IDs 

concealed from enemies. 

• Multi-channel MAC with Time-varying Channels 

A multi-channel MAC protocol has been proposed to support energy-efficient, 

high-throughput, and reliable data transmission. To maximize the network 

throughput, a traffic-adaptive scheduling algorithm has been proposed to dy

namically allocate time slots and channels for sensor nodes based on the current 

traffic condition. The channels considered are homogeneous, time-invariant and 

have equivalent bandwidth. It is highly desired that a new optimal scheduling 

algorithm will be developed under more realistic channel conditions, such as 

time-varying heterogeneous channels. 
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