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Abstract 

This work presents an integrated risk assessment methodology for structural 
failure of a marine riser and the consequent release of oil causing ecological risks to 
marine life. 

A simple, but efficient methodology for fatigue reliability assessment of a vertical 
top-tensioned rigid riser is proposed. The fatigue damage response is considered as a 
narrow-band Gaussian stationary random process with a zero mean for the short-term 
behavior. However, non-linearity in a response associated with Morison-type wave 
loading is accounted for by using a factor, which is the ratio of expected damage 
according to a non-linear probability distribution to the expected damage according to a 
linear method of analysis. Long-term non-stationary response is obtained by summing up 
a large number of short-term stationary responses. Uncertainties associated with both 
strength and stress functions of the limit state are quantified by a lognormal distribution. 
A closed form reliability analysis is carried out, which is based on the limit state function 
formulated in terms of Miner's cumulative damage rule. The results thus obtained are 
compared with the well-documented lognormal format of reliability analysis based on 
time to fatigue failure. The validity of selecting a lognormal hazard rate function for 
fatigue life is discussed. A Monte Carlo simulation technique is also used as a reliability 
assessment method. A simple algorithm is used to reduce the large uncertainty associated 
with direct sampling. Uncertainty arises in the direct sampling technique because of using 
a small number of simulations in calculating small failure probabilities. A worked 
example is included to show the practical riser design problem based on reliability 
analysis. 

As a part of the ecological risk assessment, a fugacity-based methodology is 
presented to predict the multimedia fate of spilled oil in a marine environment. A level IV 
(dynamic) fugacity-based methodology coupled with weathering processes is presented. 
A two-compartment system, comprised of water and sediment, is used to explore the fate 
of oil. During a spill, oil is entrained into the water column due to natural dispersion, 
which is considered as the primary input source to the water compartment. Direct input to 
the sediment compartment is assumed negligible. However, the water column acts as a 
source to the sediment compartment. Unlike the conventional multimedia modelling 
approach, the impact area is not predefined; rather the oil slick spreading process 
determines the contaminated area growth. Naphthalene is used as an indicator for oil. To 
demonstrate the application of the proposed methodology, simulations for a batch spill 
scenario of Statfjord oil are also presented. The current study suggests that the water 
compartment response to the chemical input is faster than the sediment compartment. The 
major fate processes identified are advection and volume growth in water and sediment, 
respectively. 

The current study has used the U.S. EPA ecological risk assessment (ERA) 
framework to estimate the effects on marine life due to underwater release of oil and gas 
from a broken riser. This approach combines the hydrodynamics of underwater blowout, 
weathering algorithms, and multimedia fate and transport to measure the exposure 
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concentration. Uncertainties related to multimedia input parameters are incorporated in 
the analysis. The 951

h percentile of the exposure concentration ( EC95%) is taken as the 

representative exposure concentration (as a conservative value). A bootstrapping method 
is utilized to characterize EC95% and associated uncertainty. Toxicity data available in the 

literature are used to calculate the 5111 percentile of the 'predicted no observed effect 
concentration' ( PNEC5%) using bootstrapping. The risk is characterized based on the 

cumulative distribution of risk quotient (RQ), which is defined as the ratio of EC95% to 

PNEC5% . 

This thesis describes a probabilistic basis for the ERA, which is essential from 
risk management and decision making viewpoints. Two case studies of underwater oil 
and gas mixture release, and oil release with no gaseous mixture, are used to show the 
systematic implementation of the methodology, elements of ERA, and the probabilistic 
method in assessing and characterizing the risk. 
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Chapter 1 

Introduction 

A marine nser is the critical component of offshore oil and gas production 

systems that links the floating unit (e.g. a vessel or a semi-submersible) to the seabed 

manifold. Due to large economical and environmental risks associated with riser's failure, 

its safe design/operation is of great importance for the offshore oil and gas (OOG) 

industry. The results of environmental risk analysis become vital to evaluate scenarios of 

oil and gas release in a case of breach of structural reliability of the riser. 

This research has been conducted to integrate the structural reliability of a rigid 

marine riser with the associated environmental risk. The structural failure risk associated 

with the riser design life is assessed using the reliability-based method. The 

environmental risk is evaluated by simulating the behavior of an underwater oil and gas 

release from the riser using an ecological risk assessment framework. 

1.1 Background 

The increasing demand of energy recourses due to industrial development and 

rapid population growth has accelerated the search for new sources of oil and gas. With 

the advancement in technology, oil and gas explorations have gone into a deepwater: 

depth > 300 m (MMS, 1997). There are many active deepwater sites for oil and gas 

production, which include: the Gulf of Mexico, the North Sea, offshore West Africa, and 

offshore Brazil. In Newfoundland and Labrador, Orphan Basin site can be characterized 
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as the deepwater site, which is likely to be gas prone at the depth range of approximately 

1000 to 3000 m. 

Due to a rapid mcrease in the offshore oil and gas production activities, the 

potential for oil and gas release from marine risers has also increased significantly. In 

case of the North Sea risers, pipeline and riser loss of contaminant (P ARLOC) study 

documented seven incidents of contaminant loss during a period 1975-1993 (Robertson et 

al., 1995). The failure data are presented in Table 1.1. There is much practical 

significance to use the risk-based design methods that improve the safety and reliability 

of offshore structures. Further, the development of coastal oil spill contingency plans 

requires prediction of the fate/transport of oil in the marine environment in case of 

structural failure. 

Subsequent sections present brief discussions on riser's configuration and its 

design, and fate and impact of released oil in a marine environment. 

1.1.1 Riser Configuration and Design 

There are three main categories of risers: 

(i) drilling risers 

(ii) workover/completion risers 

(iii) export/production/injection risers 

Drilling risers are rigid with vertical configuration. They contain a rigid internal drill 

pipe. Workover/completion risers are also rigid and commonly have vertical 

configurations. The external casing contains an internal pipe for transportation of system 

components and tools required for the various operations. 
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• Table 1.1 Riser failure statistics (1975-1993)' 
Location of Pipeline Diameter Range 

Incident 
2-8 inch 10-16 inch >16 inch 

Splash Zone 1 (0-20mm) 1 (Rupture) 1 (Rupture) 
1 (Rupture) 

Subsea 1 (0-20mm) 
I (20-80mm) 

Unknown I (Rupture) 

*Robertson et al. (1995) 

Production/export/injection risers transport fluid (oil and gas) from the seabed to the 

surface and vice versa. The most severe consequences of failure are typically associated 

with these risers. A wide variety of different configurations exist under this riser category. 

Vertical top-tensioned rigid risers are historically the most commonly employed for 

production. Tension force is applied to prevent the buckling of a long and slender riser to 

reduce deflections. These risers may also be non-rigid without any requirement of top 

tensioning. Leira (1998) provided details of configurations, operations and functional 

requirements for these riser categories. 

There are two basic codes in practice to design a riser (Bai, 2001): 

1) working stress design (WSD) 

2) limit state design (LSD) 

The LSD is the most popular design method and accounts for the following: 

i) serviceability limit state (SLS) 

ii) ultimate limit state (ULS) 

iii) fatigue limit state (FLS) 
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iv) progress collapse limit state (PLS) 

The SLS design criterion ensures the serviceability requirements of the riser system. The 

ULS accounts for the structure safety under a static response. The static behavior 

modelling always employed deterministic calculations in the design (Hughes, 1983). 

Safety factors are applied to service loads and the structure is safely designed for yielding, 

bursting, buckling, etc. For example, API RPllll (1998) provides the guidelines for the 

safe burst pressure design. The provision of the static behavior in the ULS is employed 

on structural synthesis process in establishing the basic dimension (wall thickness) of the 

riser. The FLS meets the safety criterion for a dynamic response under a dynamic loading, 

such as: wave loading, floater motion and vortex induced vibrations (VIV) due to 

currents. 

Accidental events (corrosion, dropped objects, loss of pre-tension etc.) are taken 

into account using PLS design criteria. In general, the limit state includes safety of the 

structure against collapse, limitations on damage or other safety criteria. A structural 

failure not only causes production and economic loses but also causes environmental 

damage. The fate of released fluid, in the case of riser failure, and its impact is discussed 

in a later section. 

1.1.2 Fate of Released Oil/Gas and Associated Impacts 

Evaluation of the risk associated with accidental oil/gas release is vital for an 

offshore facility. It helps in identifying the potential hazard to aquatic entities. Various 

studies have been reported on simulating spill of a mixture of oil and gas from 

underwater accidents such as, McDougall (1978), Fannelop and Sjoen (1980), Fannelop 
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et al. (1991 ), Yapa and Zheng (1997), Johansen (2000), and Zheng et al. (2002). These 

researchers addressed the complexity of the spill problem to the different extent. 

One of the governing parameters in modelling the spill behavior is the depth of oil and 

gas release. In shallow to moderate depths an oil and gas plume reaches the sea surface 

within a few minutes (Yapa and Zehng, 1997). On reaching the surface the released oil 

makes a thin slick and a sizeable quantity of the gas enters the atmosphere from a 

turbulent bubble area that forms above the plume. A wide variety of physicochemical and 

biological processes transform an oil slick. The transformation process is called 

weathering, which influences the composition, routes of exposure and toxicity of 

discharged oil. Due to the weathering, the oil components start mixing with the water 

column and the sediment pore water (MMS, 1997). FOCS (2002) reported the effects of 

the weathered oil on aquatic life. According to this report, the spilled oil may have lethal 

or sub-lethal effects on aquatic life and their supporting ecosystems. Once the fate of 

contaminants in the water column and the sediment pore water is determined, the results 

can be used in the ecological risk assessment. 

1.2 Risk Terminology 

Covello and Merkhofer (1992) define risk as follows: 

"Risk is, at minimum, a two-dimensional concept involving (1) the possibility of an 

adverse outcome, and (2) uncertainty over the occurrence, timing, or magnitude of that 

adverse outcome. If either attribute is absent, then there is no risk." 

Another definition of risk as documented in CMPT (1999) is: 

"Risk is the combination of the likelihood and consequence of accidents." 
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Accidents are the actual realization of a hazard. Hazard is commonly defined as: the 

potential to cause harm. 

A systematic process in which the risk posed by hazardous substances, processes, 

and events are estimated either quantitatively or qualitatively is known as "Risk 

Assessment". Generally, risk assessment involves the definition of the system and its 

boundaries, identification of an adverse event, assessment of likelihoods, and 

consequences. Qualitative/subjective risk assessment uses judgment and expert opinion to 

evaluate the probability and consequence values. However, quantitative/objective risk 

method relies on probabilistic and statistical methods and risk is quantified in terms of the 

numerical probability values. Quantitative risk assessment (QRA) accounts for 

uncertainties in the parameters defining a complex engineering system. QRA has long 

been a part of risk-based offshore structural design and assesses time-dependent failure 

probabilities for corrosion, fatigue, buckling, and permanent deformations. CMPT (1999) 

provides a comprehensive guideline for QRA of offshore installations. U.S. EPA (1998) 

has also established a framework for the quantification of ecological risk assessment. 

The benefits of QRA include safe and more cost-effective engineering designs, 

operations, and maintenance planning. The outcomes of risk assessment provide help for 

informed decision making, and it is an integral part of Risk Management. This is a 

process of weighting alternatives (options), selecting the most appropriate action, and 

integrating the results of risk assessment with engineering data, social, economic, and 

political concerns to make an acceptable decision. Generally the risk assessment process 

involves objectivity, whereas risk management involves preferences and attitudes, which 
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have objective and subjective elements (Asante-Duah, 1993). Economic models can be 

employed to perform tradeoffs among risk mitigation options to keep the risk at an 

acceptable level. In this connection, QRA helps in keeping the balance between 

economics and safety of oil and gas production (CMPT, 1999). The four primary risk 

mitigation methods are (Ayyub, 2003): 1) risk reduction, 2) risk transfer (e.g., to a 

contractor or an insurance company), 3) risk avoidance, 4) risk pooling (e.g., joint 

ventures and partnerships). Risk acceptance constitutes a definition of "safety"; therefore 

the level of risk acceptance is often subject to much debate. 

1.3 Fatigue Reliability 

Fatigue is commonly used in engineering to describe repeated load phenomena and 

their effects on the strength of a structure (Assakkaf and Ayyub, 2000). It is estimated 

that 50-90% of structural failure is due to fatigue (Hancq et al., 2000); therefore 

structural engineers should consider this vital phenomenon in their designs, especially for 

those structures and their structural components that are exposed to cyclic loading. 

For offshore structures, potential cyclic loading that can cause fatigue damage 

includes: wave induced hydrodynamic forces, platform motion, vortex-induced­

vibrations (VIV), and thermal expansion loads. There are two major approaches for 

fatigue life prediction: 1) the S-N curve approach, and (2) the fracture mechanics 

approach. The fatigue life of an offshore structure is subjected to large uncertainties, due 

to highly uncertain environmental forces and structural response of the marine structure 

in terms of fatigue strength and damage accumulation. In the past, it was common to 

determine an average performance by cycling a component under supposed service 
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conditions. The average life was then divided by a safety factor to obtain the service life. 

The typical values of the safety factor used to be 2 to 20. However, the committee on 

fatigue and fracture reliability (ASCE, 1982) and Nilsen and Hanson (1995) pointed out 

that a structure design using safety factors a priori does not ensure a uniform level of 

safety for all design situations. For example, if the level of uncertainty varies among 

designs, the application of the same safety factor to all of them will by no means provide 

consistent reliability levels. Contrary, for the different target reliability levels for portions 

of the structure (depending on the consequence of failure or ease of repair, or both) the 

allowable stress approach cannot be used to accomplish these goals consistently without 

considering uncertainties. Consistent safety levels in structures can be achieved using 

reliability-based design criteria. 

Reliability-based methods are the tools for optimal structural designs at the 

acceptable level of risks. These methods also provide the basis for the code calibration of 

partial safety factors. Assakkaf and Ayyub (2000) used reliability theory in developing a 

load and resistance factor design (LRFD) methodology for fatigue design of surface ships. 

1.4 Objectives 

This research is aimed at providing an integrated approach for structural failure of a 

marine riser and the associated ecological risk. A layout of the current research is 

presented in Figure 1.1 . The research has following main objectives: 

1. to develop a reliability-based technique for estimating the design life of a rigid 

riser using fatigue criterion in a simple and time efficient but effective 

framework; 
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2. to model the fate/transport of contaminants in the case of riser damage; 

3. to quantify ecological risk. 

Integrated Quantitative Risk 
Assessment of a Marine Riser 

r----------------------------------------- ------------------------------------------ --- ---

Fatigue damage assessment 
of the marine riser 

Accounting for inherent 
uncertainties in the fatigue 

model via reliability methods 

Quantification of the riser 
failure risk 

1 
Fate/ transport modelling of oil in case 
of accidental release of contaminants 

from the riser, which includes: 
i) Hydrodynamics of underwater oil 

and gas 
ii) Weathering processes 
iii) Multimedia fate modelling 

Ecological risk 
assessment 

·----------------------------------- -------- --------------- ---- ------------------ ----------

Input to Risk Management 

Figure 1.1 Layout of the proposed research 
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The mam objective of the research is the quantification of structural and 

environmental risks of a marine riser, which will help in improved design and operation 

of the riser. 

1.5 Organization of the Thesis 

The thesis is organized into six chapters. Chapter 1 introduces the riser problem 

and the scope of the research. Chapter 2 reviews methods for risk-based structural design. 

A brief discussion about the fatigue assessment methods is also presented. Chapter 3 

develops a methodology for reliability-based riser fatigue design. This chapter also 

demonstrates an application with reference to the calculation of riser fatigue life. 

In Chapter 4, an integrated modelling approach is presented to predict the 

multimedia fate of oil spills in a marine environment. In this context, a case study of 

surface oil release is conducted to show the practical application of fate modelling 

methodology. The chapter also deals with the identification of significant transport 

processes in a marine environment. In Chapter 5, ecological risk assessment (ERA), due 

to accidental oil release from the riser is carried out based on U.S. EPA (1998) ecological 

risk assessment framework. Two case studies are used to demonstrate the ERA 

framework for assessing and characterizing ecological risks. 

Chapter 6 provides the conclusions of the present research. Recommendations are 

also made for the future research work related to the risk-based riser design. Finally, it 

summarizes the novelty and contribution of the present work. Figure 1.2 illustrates 

sequence of the thesis to achieve the objectives outlined above. 
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Chapter 1 
(Introduction) 

I 
~ ~ 

Chapter 2 Chapter 4 
(Structural Risk Asessment) (Contaminant Fate/ Transport Modelling) 

I I 
Chapter 3 Chapter 5 

(Reliability-based Design of Riser (Ecological Risk Asse sment) 
Fatigue) 

I I 
~ 

Chapter 6 
(Conclusions and Recommendations) 

Figure 1.2 Organization of the thesis 
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Chapter 2 

Structural Risk Assessment 

Reliability-based design methods provide the basis for structural risk assessment 

of a marine riser. This chapter provides a review of the reliability methods used for 

structural risk assessment. Because fatigue is the most common degradation mechanism 

in material strength and stiffness, the structural risk is quantified in fatigue units. 

2.1 Structural Risk Quantification 

Risk is defined here as a probability of failure P1 of the riser structure during its 

intended design life. A structural element is considered failed if its resistance, R, is less 

than the resultant stress, S, acting on it during its design life. The P1 can be presented 

mathematically as: 

(2.1) 

or 

P1 = p(R - S ::; 0) (2.2) 

Risk (probability of failure) of an element can be determined on a perfonnance 

function that can be expressed in terms of independent and/or dependent variables (X; ) 

for relevant stresses and structural strength. Mathematically it is described as: 

(2.3) 

where G is the performance/limit state function. 
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The failure surface (the limit state) can be defined as G = 0 . At G < 0 the 

element would be in the failure domain. If the joint probability density function for the 

basic random variables (X;) is fx
1 
,x2 ... ,x, (x1, x2 , ... , x,), then the P1 of the element can 

be given by the integral (Ayyub, 2003): 

PI = f ... f fxl•X 2 ... ,x, (x,,x2, ... ,x,)dx,dx2 .... dx, (2.4) 

where the integration is performed over the region of G < 0 . In general, the joint 

probability density function is unknown and the integral in Equation (2.4) becomes a 

formidable task. 

Reliability of a structure, Re , is defined as the probability that it performs its 

intended functions over its intended design life. It may be considered as the probability of 

success. Reliability is the complement of risk (probability of limit state violation). Limit 

state includes safety of the structure against collapse, limitations on damage or other 

safety criteria. Reliability can be expressed as: 

Re = 1-?1 (2.5) 

2.2 Reliability-Based Methods 

Numerous methods are available in the literature for reliability assessment. These 

methods are based on resistance-and-stress performance function. This section provides a 

brief review of two reliability assessment methods: (1) the first-order second- moment 

method, and (2) the Monte Carlo simulation method using ' direct ' and 'conditional 

expectation'. 
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2.2.1 First-Order Second-Moment Reliability Method 

To avoid the computational difficulties of Equation (2.4), the first order second 

moment (FOSM) reliability method is commonly used in structural reliability analysis. 

Consider a general case in which G is a function of several random variables as given in 

Equation (2.3). The approximate first order mean and variance of G may be calculated 

by expanding the function g(X, ,X2 , ... X") through Taylor series about the mean values 

of X ; s and truncating the series at the linear terms, that is: 

(2.6) 

and 

(2.7) 

where g is the mean value of G , cr'b and cr G are variance and standard deviation of G 

respectively, X;s are the mean values of random variables X;s , and COV(x;.x) 

represents the covariance. 

The partial derivatives of g(X" X 2 , ... X J are evaluated at the mean values of all 

random variables. The approximate mean may be improved considering the square term 

in the Taylor series and known as second order approximation of mean of G : 

(2.8) 
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However, the estimation of the second order variance is much more involved and 

the use of the second order mean and the first order variance are adequate for most 

engineering applications (Ayyub and Haldar, 1984). 

If G is assumed to follow a normal distribution then the probability of failure can 

be given by the following expression: 

P1 = 1 - <l>(j3) (2.9) 

where 

<I>( •) is the standard nonnal distribution function, N - (0, 1 ); 

J3 is known as reliability index and conventionally prescribed as: 

J3=L (2.1 0) 
(JG 

If CJ G remains constant then increasing j3 will cause the mean of the performance 

function to increase and will reduce the probability of failure. The concept of reliability 

index is shown graphically in Figure 2.1. 

This approximate method has a few shortcomings. It linearizes the function at the 

mean values of the variables and the selection of the appropriate linearizing point is 

critical (Hasofer and Lind, 1974; ASCE, 1982; Ayyub and Haldar, 1984; PERD, 1993; 

Ayyub, 2003). A significant error may be introduced by neglecting the higher order terms 

in the Taylor series expansion of the function. It is an approximate method and ignores 

the information on distribution type of the random variables. It is valid only when the 

X;s variables are assumed normally distributed and the function g(X) is linear. 
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f a 

Fail 

jJCJG g G 

Figure 2.1 Concept of reliability index ( 13) 

To overcome the aforementioned shortcomings, the Taylor series expansion of G 

is linearized at some point on the failure surface g(X) = 0: referred to as the design point, 

say (x;, x; , .... , x,: ). Conventionally all random variables X;s are first transformed to 

their standardized fonn N ~ (0, 1) using the well known transformation: 

(2.11) 

This transformation results in a reduced/normalized coordinate system. In the Y 

space, the joint density function is the standardized multivariate normal and many well-

known properties of multivariate normal distribution can be easily applied (Hasfor and 

Lind, 1974). The reliability index, f3, is the shortest distance to the failure surface from 

the origin in the reduced/normalized Y coordinate system (Figure 2.2). 
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Failure Region 
S > R 

Design Point 

Ys it State: y = ~ y + R- S 
S R 

a s O"s 

Intercept= R - S 
O"s 

Figure 2.2 Performance function for a linear, two-random variable case in reduced 
coordinates (modified from Ayyub, 2003) 

The limit state ( G = 0 ) from Equation (2.3) implies S = R , which m the 

reduced/normalized coordinate becomes: 

(2.12) 

The concept of the shortest distance from the origin to the line of Equation (2.12) is 

shown in Figure 2.2. 

The reliability index f3 can be calculated in both the reduced coordinate system 

(i.e., Y coordinate) or the original coordinate system (i .e., X coordinate). Using the 

original X coordinate system, the design point (x;, x; , .... , x,: ) and the reliability 

index f3 can be determined by solving the following system of non-linear equations 

iteratively for f3 (Ayyub and Haldar, 1984): 
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(2.13) 

X~ = .X. - a .fJa-x 
I I l I 

(2.14) 

g(x; ,x; , ... ,x,; )= o (2.15) 

The partial derivatives in the above set of equations are evaluated at the design 

point and the values a; are the directional cosines of random variables. In the reduced Y 

coordinate system the following expressions are used (Melchers, 1987): 

(:~) 
a ;= ' (2.16) 

[ 
2]-" (ao) 2 

fr 8}~ 

y • = - a .fJ 
I I 

(2.17) 

(2.18) 

When all the basic random variables are normally distributed, the relationship 

between the probability of failure and fJ can be given by Equation (2.9). However, in 

many applied structural engineering problems, the design variables are non-normal 

(Ayyub and Halder, 1984). The non-normal probability distributions can be incorporated 

in the above stated reliability analysis by transforming the non-normal variables into 

equivalent normal variables. Considering the cumulative distribution functions and the 

probability density functions of the actual variables and the approximate normal variables 
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equal at the design point on the failure surface, would give the parameters ( xiN, cr; ) of 

the equivalent normal distribution. Mathematically (Rackwitz and Fiessler, 1978): 

erN - ¢(<1> -l [F;cxn D 
x, - J;(X; ) 

(2.19) 

-N= X~ -<D -I[F(X~ )] N 
X I I I I Cf Xi (2.20) 

where Fi and J; are the non-normal cumulative distribution and density functions of Xi, 

and <D (.) and ¢ (.) are the cumulative distribution and density functions for the standard 

normal variate, respectively. After calculating xt and cr~ for each random variable, the 

system of equations (2.13-2.15) can be solved to obtain the value of f3 . The algorithm of 

this method is summarized in Figure 2.3 . 

The aforementioned method is applicable only to uncorrelated variables. If Xis 

are correlated, then they must be transformed to uncorrelated random variables. The 

procedures are quite involved and details are given in textbooks including Melchers 

(1987), and Ayyub (2003). Moreover, in reliability analysis of fatigue for offshore 

structures, the random variables are generally considered uncorrelated (ASCE, 1982; 

Wirsching 1984; Wirsching and Chen, 1988; PERD, 1993; Souza and Goncalves, 1997; 

Ayyub et al. 2002; and Ayyub, 2003). The discussion on correlated variables is, therefore, 

beyond the scope of this thesis. 

In the first order reliability method the failure surface ts approximated by a 

tangent hyperplane at the design point. 
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2a) Parameters of equivalent 
normally distributed 

variables from Eqs. (2.19) 
and (2.20) 

I) Allocate mean value for each 
variable as a starting design point 

3) Solve for (aG I 8X; )o-x, 

4) Calculate a ; from Eq. (2.13) 

5) Compute fJ by substituting Equation (2.14) into (2.15) 

6) New estimate of the design point X;" by substituting f3 into Eq. (2.14) 

7) Repeat steps 2 to 6 and calculate fluew 

Calculate P1 from Eq. (2.9) 

No 

Figure 2.3 Algorithm for FOSM method for uncorrelated variables in original coordinate 
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The method is capable of dealing with non-linear normal functions and non-normal 

probability distribution. However, the accuracy of the solution and convergence of the 

procedure depend on the non-linearity of the performance function in the vicinity of the 

design point and the origin. Second-order reliability methods (SORM) utilize quadratic 

approximations instead. The accuracy of a non-linear limit state solution can be improved 

by employing the SORM method. Breitung (1984) gave a simple closed-form solution for 

the probability computation using a second-order approximation. Breitung's SORM 

method uses a parabolic approximation and it ignores the mixed terms and their 

derivatives in the Taylor series approximation. The Breitung method is based on the 

theory of asymptotic approximation and is suitable only for large values of f3 , which is 

the case for practical high-reliability problems. 

Tvedt's SORM method uses a parabolic and a general second-order 

approximation to the limit state, and it is not based on asymptotic approximations. The 

main disadvantage of the general curvature-based scheme is that it requires high 

computation efforts in solving the matrix of second-order derivatives, known as the 

Hessian (PERD, 1993). For further details, reference is made to Tvedt (1990). 

If a limit state function is expressed as the product of k independent lognormal 

variables for relevant stress and structural strength, then a closed form solution for the 

failure probability can be obtained (discussed in Chapter 3). 

2.2.2 Simulation-Based Methods 

The Monte Carlo simulation approach is often used to estimate the probabilistic 

characteristics of the limit state function given by Equation (2.3). In the 'Direct' Monte 
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Carlo technique, the independent variables are sampled at random. After feeding them in 

a performance function, sample points of G are obtained. Each point is checked to see 

whether it is inside or outside the failure domain. This is accomplished in the simulation 

by using the indicator function !(X): 

!(X)= {1, G(X) ~ 0 
O,G(X) > 0 

where G(X) is the performance function. 

(2.21) 

The indicator function is evaluated at each sampled point. The failure probability 

is estimated as the average number of hits in the failure domain during the N trials, 

which can be presented as: 

(2.22) 

Obviously the number of trials ( N) required is directly related to the desired 

accuracy for P1 . Broding et al. (1964) suggested that a first estimate of the 

N simulations for a given confidence level C in the failure probability P1 can be 

obtained from: 

N > _- _ln_:_(l_-_C_:_) 

PI 
(2.23) 

At a 95% confidence level with P1 = 1 o-3 
, the required number of simulations is 

more than 3000. Error analysis using Shooman's (1968) recommendation of calculating 

N shows that for N = 10,000 samples with expected P1 = 1 o-3
, the error in P1 will be 

less than 20% at 95% confidence. Others have recommended the number of simulations 
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in the range of 10,000-20,000 (Melchers, 1987). The estimated failure probability should 

approach the true value when N approaches infinity (Ayyub, 2003). The variance of the 

estimated probability failure can be approximately measured using the variance 

expression for a binomial distribution as: 

(1-P )P 
Var(P1 );::::: 1 1 

N 

The coefficient of variation ( CV) would be: 

1 fi¥-P P CV(Pf ) ;::::: - f f 
PI N 

(2.24) 

(2.25) 

At the desired P1 value of 0.01 and N = 1000, the magnitude of CV from 

Equation (2.25) would be 0.315. To avoid higher level of uncertainty at PI = 0.001 , 

theN should be increased from 1 ,000 to 10,000. 

The direct simulation can be computationally prohibitive for small failure 

probabilities. To control the high uncertainty associated with direct sampling approach, 

variance reduction techniques (VRT) may be used. This method uses the given 

information about the problem during simulations. In fact, if no statistical information 

about the problem is known, then it cannot be applied (Rubinstein, 1977). Sometimes, 

results from direct simulations can also be used to define variance reduction techniques 

that improve the efficiency of second simulation. There are various VRT techniques. 

Here, the conditional expectation technique is discussed, which will be used in the 

analysis in the next chapter. 
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The conditional expectation method requires conditioning of one or more basic 

variables of least variability in the performance function. The random variable with the 

highest variability is not generated and is used as a control variable. The control variable 

can also be selected on the basis of being able to reduce the performance function to an 

analytically acceptable form. 

The probability of failure during each cycle P1; is calculated usmg the 

probabilistic characteristics of the control variable. Therefore the sample mean of the 

probability of failure is given by (Ayyub, 2003): 

(2.26) 

The uncertainty in terms of coefficient of variation (CV) associated with this 

estimation can be expressed as: 

~Var(P1 ) 
CV- = _:_.__-=-_ 

PI p 
J 

where 

N 

L(Pji -P/ )2 
Var(P ) = ..:.:i =:;:....l ----

1 N(N -1) 

(2.27) 

(2.28) 

The discussion associated with fatigue damage, which IS used m the performance 

function to quantify risk, is given in the following section. 
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2.3 Fatigue Damage Assessment 

Fatigue is the most common degradation mechanism in material strength and 

stiffness due to cyclic stress-strain operation. Fatigue failures are attributed to dynamic 

response (either a deflection, a strain, or a stress), which is a random process X(t) , of a 

stable structure. These do not include failures under fixed or random static loads, failures 

due to static or dynamic instability, or failures caused by corrosion and abrasion (Lin, 

1967). Fatigue failure occurs when the damage to the structure accumulates to a critical 

level (allowable fatigue strength); this is due to X(t) fluctuations at small and moderate 

excursions which are not large enough to cause first-excursion failures. 

Fatigue Reliability involves the measure of fatigue damage and resistance over 

fatigue lifetime. Expressions used for the fatigue damage assessment are described in 

Maddox and Wildenstein (1975), Maddox (1975), Nolte and Hansford (1976), ASCE 

(1982), Wirsching (1984); Wirsching and Chen (1988); PERD (1993); and Ayyub et al. 

(2002). There are two major approaches for evaluating fatigue life prediction (ASCE, 

1982; and Assakkaf and Ayyub, 2000): (1) the fracture mechanics approach, and (2) the 

characteristic S-N approach. 

2.3.1 The Fracture Mechanics Approach 

The approach is based on crack growth data. It involves determining the number 

of load cycles that cause initial defects to grow into the cracks of critical sizes. The rate at 

which a crack grows can be expressed as the Paris-Erdogan (1963) power law: 

da = CMm 
dN 
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where 

C and m = empirical material parameters; 

a = crack size; 

N = number of fatigue cycles; 

M = range of stress intensity factor. 

The stress intensity factor K accounts for the magnitude of the stress, current 

crack size, and weld and joint details. 

M = SY(a).;;; (2.30) 

where Y(a) is a function of crack geometry. Equation (2.29) always applied to variable 

stress range models that ignore sequence effects (Byers et al. 1997). 

Rearrangement and integration of Equation (2.29) gives the relation of the number 

of cycles of failure, N 1 , to the size of the initial flaw length, ao, and the critical crack 

length, ac. Mathematically: 

(2.31) 

Since the stress process is a random process, each stress range is a random 

variable and the interest lies in the calculation of expected/mean value of S"' . Assuming 

narrow band stress, the Rayleigh distribution can be used to calculate the expected value 

of S"', which can be given as (PERD, 1993): 

E[S"' ]= (2J2CY5 )"'r(l + ~) (2.32) 

where 
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r( •) = Gamma function; 

as = root mean square stress. 

The material properties, such as C and m, and the value of critical crack size have 

inherent uncertainties (PERD, 1993). These uncertainties can be accounted for via 

reliability-based methods in fatigue design. 

2.3.2 The Characteristic S-N Approach 

The classical approach to describe fatigue life is based on the S-N curve approach. 

The S-N curve is based on experimental data obtained from deterministic loading 

conditions and is represented mathematically as (PERD, 1993): 

(2.33) 

where Sa is stress amplitude, N is number of cycles to failure and b and c are positive 

empirical material constants. Equation (2.33) holds for all values of Sa > 0 for models in 

which an endurance limit does not exist. 

The problem in calculating fatigue life using the S-N curve is to establish a 

rational means of combining test data based on cyclic stresses of fixed amplitude and 

frequency to predict the real structural failure under the range of amplitudes and 

frequencies of concern. Miner (1945) gave the solution of this problem in the form of a 

linear cumulative damage or Miner's rule. It is based on the S-N curve, which gives the 

number of cycles to failure, N q , at a constant stress amplitude ~. The basic assumption 

behind Miner's rule is that if a certain stress level is applied for only nq < N q cycles, 

then the fraction of total fatigue life consumed is n~ IN~ = l'l ~, at stress an1plitude of ~. 
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The quantity !:J.{ is known as the damage fraction. Failure is assumed to occur when the 

sum of all the applicable damage fractions reaches unity. The total damage !:J. is expressed 

mathematically as (Lin, 1967): 

(2.34) 

Total damage !:J. at failure may be expressed by combining Equations (2.33) and (2.34) as: 

1"' b !:J. =- L..Jn~~ 
c 

(2.35) 

Due to the random nature of the stress X(t), the accumulated damage in the 

structure is considered as a random variable in time (stochastic process), denoted by D(t ) . 

The objective is to find the mathematical expression for the expectation of this damage, 

E[D(t)]. Equation (2.35) provides the basis for deriving the expression for E[D(t )]. The 

expression for the expected damage under stationary condition using the spectral 

approach is extensively documented in the literature as: 

(2.36) 

where 

E[M r ] = expected total number of peaks per unit time; 

r( •) = Gamma function; 

a x = root mean square stress. 

Wave loadings may be considered stationary for a 3-hour period, during which 

they cause stationary stresses in an offshore structure. Therefore, the assumption ofbeing 
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stationary is not applicable for calculating the long-term expected total damage of the 

structure as described in Equation (2.36). 

However, the long-term non-stationary response process can be measured as the sum of a 

large number of short-term stationary processes (Chakrabarti, 1990). Accounting for the 

non-stationary process, Equation (2.36) can be presented as: 

or 

m E[Dr]=-
c 

where 

(2.37) 

(2.38) 

P; is the probability of occurrence of an environmental loading m tenns of wave 

statistics during the structure life (site specific), and 

(2.39) 

The rainflow correction parameter A can be introduced in Equation (2.39) to calculate 

the damage under a wide band stationary process: 

(2.40) 

Wirsching and Light (1980) prescribed the following empirical solution for A: 

/L(& ,b) = a + (1 - a)(l - &)d (2.41) 

where 

& is the spectral width parameter; 
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a = 0.926- 0.033b; 

d = 1.587b- 2.323. 

Wirsching and Light (1980) documented & > 0.5 for typical ocean structure problems 

and showed that A~ 0.79 for b = 4.38 and A~ 0.86 for b = 3. Lutes et al. (1984) also 

attempted to reduce the conservatism associated with narrow-banded assumption by 

giving an empirical fit for A . 

The above stated empirical equations are based on the rainflow counting method. 

This method determines the number and magnitudes of stress ranges from a stress history. 

However, the rainflow counting method is valid only for the specific stress history and 

may not be generally representative. So the use of empirical equations which are 

independent of the stress history is common (ASCE, 1982). Besides the spectral method, 

there are several methods available which calculate the stress parameter n for the long­

term response of the offshore structure. These methods include: deterministic method 

(based on wave exceedance diagram), Weibull model for stress ranges, and Nolte­

Ransford model (extension of the Weibull model). 

A distribution of peaks for a narrow-band Gaussian stationary process IS a 

Rayleigh distribution. For design purposes the random stress is commonly assumed as a 

narrow-band Gaussian stationary process, hence the application of spectral method for 

fatigue analysis is widely favorable by analysts (Wirching, 1984; and PERD, 1993). 

Another damage model assumes an evolutionary probabilistic structure utilizing 

the Markovian process from the start (Bogdanoff, 1978). Unlike Miner's rule, the order 

and severity of the loading must be known. Furthermore, damage states are not uniquely 
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related to measurable physical quantities. Due to these reasons the method is not 

attractive to the offshore industry and Miner's rule is preferred because of its ease in 

dealing with a probabilistic structure. 
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Chapter 3* 

Reliability-Based Design of Riser Fatigue 

A methodology is proposed that constitutes the basis for fatigue reliability design 

due to Morison-type wave loading. The fatigue damage response is modeled using the 

spectral method as discussed in Chapter 2. For the riser dynamic response modelling, the 

analytical formulae given by Verbeek and Brouwers (1986) are utilized in the 

methodology. A discussion on the dynamic response is presented in section (3.1 .2). 

Uncertainties associated with strength and stress in the limit state function, are 

quantified by the lognormal distributions. A closed form reliability analysis is carried out, 

which is based on the limit state function formulated in terms of Miner's cumulative 

damage rule. The Monte Carlo method is also used for reliability assessment. A worked 

example is provided to demonstrate riser design problem based on the proposed 

methodology. 

3.1 Proposed Fatigue Reliability Methodology 

The proposed methodology for riser fatigue modelling is illustrated in Figure 3.1 ; 

detailed discussion of each step is presented in subsequent sections. 

3.1.1 Definition 

Expressing the limit state in terms of fatigue strength and damage caused by Morison-

type wave loading defines the fatigue reliability problem. The riser strength is related to 

• A part of this chapter is published and cited as: 
Nazir, M., Khan, F., and Amyotte, P. 2007. Fatigue Reliability Analysis of Deep Water Rigid Marine 

Risers with Morison-Type Wave Loading. Stochastic Environmental Research and Risk Assessment, 
DOl: 10.1007 /s00477-007-0 125-2. 
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fatigue damage model. Uncertainty associated with each component, 1.e., load and 

strength, is also accounted for in the present analysis. 

:'''''''''' ' ''''''''''''''''''''''''''' ' ''''' ' ' ''''' ' '''''''''''''''''''''''''''''''''''''''''''' ''' ' '-''''' ''''''''''''''''''''' '''''' ' ' ''''''''''''''' '''''''' ' '''' ''''''''''''''''''''' ''''' ' ' ''''''''''''''' ''''''''''''''''''''' ''''' ' ''''''''''''' ''''''''''"' '' ' '''*''''''''''''''''''''''"''''''''''' 

' ' ! Fatigue Problem Defining Random Wave Loading and Stress Response I 
i Definition i 

I I 
i 1 i 
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:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::~l:::::::::::::::::::::::::::::::::::::::::::~::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::··· 
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Figure 3.1 Riser fatigue reliability modelling methodology 
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Fatigue Reliabilitv=Limit State 

The fatigue process can be categorized into two regimes: 1) crack initiation, and 2) 

crack propagation or sub-critical crack growth. The importance of these regimes depends 

upon the nature of the structure and service loads applied to it. For example, under high 

cyclic fatigue with low stress fluctuations, the crack initiation period consumes a 

substantial percentage of the usable fatigue life. When stress fluctuations are high or 

cracks and notches are present, fatigue cracks initiate quite early and a significant portion 

of the service life may be spent in propagating the crack to critical size. In low cycle 

fatigue (total life less than 100,000 cycles), the two regimes are of equal importance. For 

those structures where defects are practically unavoidable due to fabrication, crack 

propagation may virtually begin with the first load application (ASCE, 1982). 

For reliability assessment, the riser is considered free of initial cracks and other 

defects and is expected to have high cycles during its service life. Therefore the S-N 

diagram and Miner's rule are used to relate stress to total fatigue life. The variable /1 as 

given by Equation (2.34) defines the resistance of the structure element for fatigue 

reliability. Failure is assumed to occur when the sum of all the applicable damage 

fractions reaches unity. However, Miner (1945) reported the failure in the range of 

0. 61 :s; /1 :s; 1.45 . The large uncertainty in /1 arises from the empirical nature of Equation 

(2.34) and can be defined as a random variable denoted as i1. The lognormal distribution 

with unit median and a coefficient of variation of 0.3 is assumed for i1 and is used for 

modelling error associated with Miner's rule, after Wirsching (1984). Replacing the 
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parameter !:l with the variable ~ , the nature of the cumulative damage rule becomes 

probabilistic. 

Considering the expected damage E[D] in the structure associated with the 

stresses, the limit state function in fatigue reliability can be prescribed as: 

G(X) = !:l - E[D(t )] (3.1) 

The mathematical expression for probability of fatigue failure can be given as: 

(3.2) 

Subtracting this probability of failure from unity gtves the fatigue reliability of the 

element. The discussion on expected damage is presented in the following section. 

Expected Fatigue Damage 

Equation (2.37) is used to model the expected fatigue damage due to the long­

term non-stationary wave loading. For linear systems subject to Gaussain excitation, the 

response is also a Gaussian (Bendat, 1958). However, non-linearity in the riser system 

arises because of the drag force term of the wave loading. The discussion on accounting 

for the system non-linearity in Equation (2.37) is given in section (3.1.2). 

Incorporating Uncertainty 

For a narrow band process, the variance of the total damage is small near the time 

of failure (Lin, 1967). So the uncertainty in the expected damage at failure seems 

negligible. However, in the analysis there are other sources of uncertainty. These sources 

are inherent to scatter in laboratory test data, the effects of fabrication and workmanship, 

stress analysis and fatigue strength of the structure during service life. 
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In the past, significant efforts have been made to quantify uncertainty in the 

factors of fatigue damage expression, e.g., ASCE (1982), Wirsching(1984), and 

Wirsching and Chen (1988). Therefore the true nature of E[Dr] may be predicted as: 

(3.3) 

where 13 is a ratio of actual stress to estimated stress and is used to quantify modelling 

errors in the estimation of fatigue stress. Wirsching (1984) considered uncertainty in 

13 stemming from five sources: 1) fabrication and assembly operations, 2) sea state 

description, 3) wave load predictions, 4) nominal member loads, and 5) estimation of hot 

spot stress concentration factors. Contrary to the previously used parameter c, here c is 

considered as a random variable. It accounts for the uncertainty associated with the 

scatter in S-N data, considering the constant slope b. The related probabilistic 

characteristics of random variables used in this work are drawn upon from Wirsching 

(1984) and the data are reported in Table 3.1. 

In the fatigue assessment, the expected damage also becomes a random variable, 

E[Dr ], due to the random nature of variables 13 and c. Furthermore, the uncertainty in 

each random variable will influence the uncertainty in E[Dr ] to a different extent. 

Table 3.1 Statistical properties of random variables 
Random Variable Median Coefficient of Probability 

B 
c(MPa) with 

b = 4.38 

I 
0.8 

2.16E16 

Variation Distribution 
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0.3 Lognormal 

0.17 

0.73 

Lognormal 

Lognormal 



3.1.2 Riser Dynamic Response Modelling: 

The basic equation of riser response is generally derived by assuming a straight 

vertical and tensioned beam, which is subjected to an axially distributed force F (z,t). 

The governing partial differential equation for a marine riser is (Brouwers, 1982): 

(3.4) 

where 

X(z, t) = horizontal deflection of the riser; 

z = vertical distance from riser base; 

t = time; 

E = Young' s modulus of elasticity; 

I = moment of inertia about neutral axis; 

EI = bending stiffness of riser; 

Tr(z ) = riser tension (usually greater than the submerged weight of the riser system); 

m = mass per unit length; 

F(z, t) = external fluid force per unit length. 

The bottom end is considered fixed to the base and the top end is assumed 

connected by a hinge to a floating structure. The boundary conditions at bottom end are: 

X= 0 at z = 0 (3.5) 

(3.6) 

37 



where Cb is the rotational stiffness of the riser base. The boundary conditions at the top 

can be prescribed as: 

X= Vat z =L 

o2 X 
El--=Oatz = L oz 2 

(3.7) 

(3.8) 

where V(t) is the horizontal displacement of the floating structure and L is the length of 

the riser. The configuration of the riser system is shown in Figure 3.2. 

The first term on the left-hand side of Equation (3.4) represents bending forces, 

the second term represents tension forces, and the third tenn accounts for inertial forces. 

These forces are balanced by Morison-type fluid force F(z , t) on the right side of 

Equation (3.4). The fluid force can be presented as a modified form of Morison equation 

to account for the riser motion. This hydrodynamic force can be presented as: 

(3.9) 

The term F1 in the above expression is the inertia force per unit length and can be shown 

as: 

(3.1 0) 

and the drag force per unit length FD can be given by: 

F =}_pdC (ow +U _ ax)law +U _ axl 
D 2 D at c at at c ot (3 .11) 

where 

p = density of seawater; 
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v 
Sea Level 

Mean Sea Level 

X 
z 

Figure 3.2 Riser configuration 

C M = hydrodynamic inertia coefficient ~ 2 (Brouwers, 1982); 

C A = added mass coefficient that accounts for the entrained water during riser motion 

~ 1 (Brouwers, 1982); 

C 0 = drag coefficient ~ 1 (Brouwers, 1982); 
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r- -----
, 

I 
I d = diameter of riser; 

w(z, t) = horizontal displacement of water particles due to surface waves; 

Uc = horizontal current velocity. 

The use of the absolute value sign on one of the velocity terms assures that F0 

will oppose the direction of the net fluid velocity. For further details on the Morison 

Equation and hydrodynamic coefficient, reference is made to Sarpkaya (1981 ), Faltinsen 

(1990), and Baltrop and Adams (1991). 

Equation (3.4) defines the motion of a riser and can be solved to obtain the 

dynamic riser response. The dynamic response is a random process and is commonly 

analyzed either in the frequency domain (Tucker and Murtha, 1973; Kirk et al., 1979) or 

the time domain (Harper, 1979). The analysis of dynamic response in the frequency 

domain is valid for linear systems with Gaussian excitation that leads to a Gaussian 

response. Non-linearity in a riser system arises due to Morison-type hydrodynamic 

forces. Commonly used spectral analysis techniques are unable to predict deviations from 

a Gaussian form due to non-linearity (Brouwers and Verbeek, 1983). 

Morooka et al. (2006) featured the dynamic response in both time and frequency 

domains for a top tensioned vertical riser. The frequency domain solution can be obtained 

by linearizing the quadratic velocity tenn of the wave loading. The time domain 

simulation method is able to account for system non-linearity. However, the solution 

routine is time consuming (Morooka et al. , 2006). The method is not suitable for fatigue 

reliability analysis, which depends on a large number of sea states over a long duration of 

time. It also does not help in identifying general trends in riser response. Due to these 
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shortcomings, the time-domain method becomes less attractive m determining 

uncertainty propagation of riser response. 

Brouwers (1982), and Verbeek and Brouwers (1986) have investigated the riser 

response analytically and validated the solution results with the time-domain simulation 

results. The accuracy of the approximate formulae is comparable with the time-domain 

numerical simulations and they are easy to implement. The proposed methodology 

utilizes the analytical formulae in modelling the dynamic rise response. 

For a slender riser in deep water, Brouwers (1982) proposed three different 

regions along the length of a slender riser (risers about 0.5 m or less in diameter in water 

depths of approximately 150 m or more): a wave active zone at the top, a boundary layer 

at the bottom, and a riser main section in between (Figure 3.3). The wave-active zone lies 

near the mean sea level and is exposed to direct wave loading due to wave-induced 

motions. The wave-induced motions decay exponentially in magnitude from mean sea 

level over a length A,w (magnitude of 10-40 m in practice). This length can be calculated 

by the following expression (Verbeek and Brouwers, 1986): 

(3 .12) 

where g is gravitational acceleration and w, is the characteristic (mean zero-up crossing) 

frequency of the sea surface elevation. Generally, the height of the riser above mean sea 

level is of the same order of magnitude as that of A,w. The wave-active zone is the region 

that extends from the riser top to a distance of the order A,w below mean sea level. Below 

this region, wave induced particle displacements and associated forces can be 
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disregarded. Boundary layers appear at discontinuities in the riser due to top and bottom 

connections. The boundary layer length, A.b, can be given as (Verbeek and Brouwers, 

1986): 

where 

EI is bending stiffness of riser; 

T, is effective riser tension. 

Boundary Layer 

Mean Sea Level 

z Boundary Layer 

Figure 3.3 Regions of riser response 
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The characteristic length over which the response in the riser main section varies 

is presented here as A
111 

• This length may be defined as the minimum of the dynamic 

lengths A; , and Ad, and riser length L (Verbeek and Brouwers, 1986): 

(3.14) 

where 

A - 1ffl t2( + )- lt2 -1 
i - r m rnA O)z (3 .15) 

(3.16) 

(3.1 7) 

where 

A; = half the wavelength of a lightly damped (8 << 1) tensioned string; 

Ad = halfthe wavelength of a highly damped (8 = 0(1)) tensioned string; 

8 = damping parameter; 

a v = standard deviation ofFPSO vessel displacement; 

p = density of seawater; 

C 0 = drag coefficient ::::: 1 ; 

m = riser mass per unit length; 

m A = added mass of sea water. 

As long as A; or Ad are approximately equal to or less than the riser length L, the 

response in the main section will be dynamic. Otherwise, the riser response would be 

quasi-static. The lengths of the boundary layer and wave-active zone are much shorter 

43 



than the half wavelength of the riser so the response will be quasi-static in these regions 

(inertia and damping forces may be disregarded and the response is governed by a 

balance between tension and bending forces). 

The response of the riser in the wave-active zone is linearly related to force and is 

quasi-static in nature. Probability distributions of response, normalized with respect to 

standard deviation, are the same as those of the force (Brouwers, 1982). The non-linearity 

in the system arises because of the water-particle velocity term in the drag force of 

Morison-type wave loading. Brouwers and Verbeek (1983) have derived the probability 

distribution of peak forces based on Borgman's narrow-band model. The probability 

distribution of force reduces to a narrow band · Gaussian process with Rayleigh 

distribution only in the inertia-dominated regime, as does the response. In the inertia 

regime, the loading remains linear. However, in the drag-dominated regime where non-

linearity arises in the system, the response deviates from Rayleigh distribution and the 

use of Equation (2.37) will give a small magnitude of expected total damage. To 

overcome this problem, Brouwers and Verbeek (1983) have defined expected fatigue 

damage based on non-linear distribution and the expected fatigue damage from Rayleigh 

distribution using the following relation: 

f (b K) = E[D ],on-lin = (3K 2 + 1r (bt 2) _l_[r(!:.. _ 1_) + 2t+(b t 2) K b exp(- 1- )r(b _ 1_)] 
' E[D] . (b) 2 ' 8K2 8K 2 ' 4K 2 

lm r -
2 

(3 .18) 
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where f'(a) is the Gamma function and y(a,z) and f'(a,z) are incomplete Gamma 

functions as defined by Abramowitz and Stegun (1970). Factor J(b,K) is the ratio of 

non-linear to linear expected fatigue damages and is a function of the slope of the S-N 

curve (b) and drag inertia parameter (K). 

The problem due to deviation of the peak response magnitude from the Rayleigh 

distribution in calculating E[Dr ] is addressed by introducing the factor J(b, K) in 

Equation (2.37) and the proposed E[Dr ] expression takes the form: 

(3 .19) 

The variation of J(b, K)with K and for three different slopes is shown in Figure 

3.4. It is evident that J(b,K) is approximately equal to unity in the limit of K---+ 0 

(inertial force dominant regime) and reaches a maximum value when K---+ oo (drag force 

dominant regime). The variation of this factor is significant in the region 0.3 < K < I 0 for 

the three different slopes. 

The comparison of narrow-band, non-linear distributions in the drag and inertia 

dominated limits with those obtained from a wide band model (spectral width = 0.7) was 

made by Brouwers and Verbeek (1983). The narrow-band model yielded results similar 

to the results obtained from the wide-band model. This justifies the use of a narrow-band 

assumption in the current study. 

Since the riser response is quasi-static in nature (response frequencies are lower 

than the resonance frequency) and the response is linearly related to wave force, the 

number of response peaks can be considered equal to the number of force peaks. For deep 

45 



waters, the probability density function of sea elevation is commonly considered 

Gaussian with zero mean (Hughes, 1983). For a stationary narrow-band Gaussian 

process, the number of force peaks per unit time may be approximated from the expected 

frequency of the surface elevation process (Moe and Crandall, 1978). The expected total 

number of peaks per unit time is given by the following expression (Melchers, 1987): 

where 

77 = water surface elevation following norrnal distribution N - (0, cr") ; 

7j = derivative of water surface elevation with N- (0, cr,;). 

8 

7 
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5 

3 

0 
0.01 0.1 
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Drag-Inertia Parameter (K) 

b·4 

1 b·3 

10 

(3.20) 

100 

Figure 3.4 Variation of factor f(b,K) with parameter K for three different slopes of the 
S-N curve (after Brouwers and Verbeek, 1983) 
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In terms of spectral moments: 

(3.21) 

The kth spectral moment can be defined as (Barltrop and Adams, 1991): 

(3.22) 

where cv is an angular frequency and s, is a single sided power spectrum of surface 

elevation. 

The right-hand side of Equation (3.21) is equal to the number of expected 

equivalent cycles per unit time between two consecutive zero crossings with positive 

slope. Spectral moments can be based on either angular frequency, cv , or cyclic 

frequency, J, and the relationship between these two is given as (Barltrop and Adams, 

1991): 

(3.23) 

The analytical expression for the standard deviation of bending moment ( <J M) for 

this zone is (Verbeek and brouwers, 1986): 

where 

Hs = significant wave height; 

{j) = z 
m2 (a;) is mean wave zero-crossing frequency; 
m0 (cv) 
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C M = hydrodynamic inertia coefficient ~ 2; 

d = diameter of a riser. 

The drag-inertia parameter, K(x) , can be defined as: 

(3 .25) 

The x-dependent constants a(x) and fJ(x) are defined as following (for the orientation of 

x see Figure 3.3): 

• for x ~ 0 (below mean sea level) 

a(x) = _!_(1 + Ab I Aw t' {exp(x I Aw)- exp((x- 2L1 )I Ab )} 
2 

+ _!_(1 - Ab I A.J-1 
{exp(x I A-J- exp(x I Ab )} 

2 

P(x) = _!_(1 + 2A-b I Aw t' {exp(2x I A-J- exp((x- 2L1 )I Ab )} 
2 

+ _!_(1 - 2Ab I A-J-I {exp(2xl A.w) - exp(x l A-b)} ; where Ab, Aw -:1:- 0 
2 

• for x > 0 (above mean sea level) 

a(x) = _!_(1 + Ab I Aw t' {exp(- xI Ab )- exp((x - 2L1 )I A-b)} 
2 

(3.26) 

(3 .27) 

(3 .28) 

(3 .29) 

In the above expressions L1 is the extension of the riser above mean sea level. The 

parameters a(x) and p(x) are at most equal to unity and both reach a maximum value at 

some distance below mean sea level. 

The parameter of O" x in Equation (3.19) may be given as : 

(3.30) 
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In the solution for bending moment Verbeek and Brouwers (1986) assumed that 

the standard deviation of sea surface elevation was much smaller than the boundary layer 

length. The effects of free-surface fluctuations would then be small. Furthermore, they 

neglected the dynamic effects from the response of the main riser section. 

The analytical formulation for the dynamic response in the riser main section can 

be represented as the vector sum of a 'quasi-static' component and a 'resonant' 

component (Verbeek and Brouwers, 1986). The quasi-static component describes the 

static deflection of the riser owing to FPSO displacement at the top and the resonant 

component represents the dynamic response in one of the natural modes of the riser. The 

natural frequency can be calculated as (Verbeek and Brouwers, 1986): 

T lt 2 + T1 12 
nJr ' b {J) =-~--~-

// 2L (m+mA ) 112 
(3 .31) 

For a lightly damped riser of length L ~ A; the response will be predominantly in 

the first natural mode, in the second mode when L ~ 2A-; and in the nth mode when 

L ~ nA.; . Maximum response occurs when one of the natural frequencies coincides with 

the frequency of excitation, i.e. when L = A.i>2A.; , ..... nA.; . 

The response in the lightly damped riser main section and the boundary layer at 

the bottom may be considered conservatively Rayleigh distributed. So for these two 

regions in the limit of K ~ 0 , the ratio factor J(b, K) in Equation (3 .19) approaches 

unity. For the dynamic analysis purposes of the main section, the period of response can 

be given by the natural period of the riser, and the expression for E[M r ] takes the form : 
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(3.32) 

In the main section, currents cause additional damping and reduce the amplitude 

of the resonant response. However, a current may excite a dynamic response through 

vortex shedding, i.e. vortex-induced vibrations (VNs). The discussion on expected 

damage due to VN s is beyond the scope of this work. 

A reliability assessment of a multi-bore riser m the wave-active region 1s 

undertaken as a representative example. The two main reasons for selecting this region 

are i) the response in the wave-active zone is the most sensitive to wave height parameter, 

and ii) the response deviates from a Rayleigh distribution. 

3.1.3 Reliability Assessment 

The stress response will be incorporated in the reliability analysis. The following 

solution approaches are employed in carrying out reliability analyses: 

1. closed form format, and 

2. simulation methods 

The result of simulation methods provides a base to validate the result of the simple 

closed form format. The probability of failure can be calculated on a yearly basis of riser 

service life. Finally, fatigue design life can be estimated by setting the target reliability, 

which depends on the type of structure and ease of repair. 

Closed Form Solution 

Quantifying the uncertainties of variables ,& and E[Dr] , an expression for 

reliability can be derived using the lognormal distribution. Using the reproductive 
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property (details are given in Appendix I), the parameters of the lognormal distribution 

for E[Dr] would be: 

(3.33) 

or alternatively, 

(3.34) 

and 

(3.35) 

where E[Dr] is the median value of the random variable E[Dr ], and tildes(-) represent 

median values of random variables. Tis time period in seconds. The variance in terms of 

the coefficient of variation (CV) can be given as: 

(3.36) 

Similarly, the parameters of the distribution for the strength variable ~ are: 

JL . = In~ 
In t. 

(3.37) 

and 

(3.38) 

Furthermore, the performance function G =~I E[D(t )] will also have a lognormal 

distribution with the following parameters: 

(3.39) 

(3.40) 
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In terms of the coefficient of variation (CV) of random variables, Equation (3.40) takes 

the form: 

(3.41) 

At any value of the lognormal distributed G < 1 , the performance function would 

be in the failure state. So the failure probability is: 

pl = <l>[lnl- ~ln G J = <l>[- Jl111 ~ J 
(J"In G O"ln G 

(3.42) 

or 

(3.43) 

where <l>(.) is the standard normal distribution function, N(O,l). 

Expression (3.43) can be presented in the reliability index format, jJ , as: 

(3.44) 

Equation (3.43) IS different from the expressiOn recommended by varwus 

structural codes: 

(3.45) 

In the above expression, the admissible damage factor D is not considered as a random 

variable and the uncertainty in the analysis is considered by the resistance ( ~) only 

(Souza and Goncalves, 1997). To characterize the probabilistic nature of fatigue analysis 
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and to utilize extensive data on the quantification of uncertainty of the stress part, 

Equation (3.43) should preferably be used instead of Equation (3.45). 

Simulation Methods 

To control the high uncertainty associated with a direct sampling approach (as 

discussed in section 2.2.2), the following procedure is adopted. Considering the fact that 

.& is lognormal, the probability of failure can be given as: 

[
lnb- ,u J PJ = <I> a . In ;. 

In t. 

(3.46) 

The simulation algorithm becomes: (1) generate .E[ DT], (2) calculate PI as given 

by Equation (3.46) for the ith simulation( P1; ) and return. Therefore the sample mean and 

the associated uncertainty in terms of coefficient of variation of failure probability can be 

given by Equations (2.26) and (2.27). 

Closed Form Solution (Based on Time to Fatigue Failure) 

The limit state function for crack initiation can also be formulated in terms of time to 

fatigue failure f as (Wirsching, 1984): 

(3.47) 

where the parameter T, is the intended service life of the structure. The fatigue life f 

may be approximated by setting the expected damage equal to its critical failure value .& 

in Equation (3.3) (Lutes et al., 1984 and Souza and Goncalves, 1997). 
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i = c~ * 1 
iJbn 365 * 24 * 3600 

(3.48) 

where the conversion factor ----- converts the unit of f from seconds to 
365 * 24 * 3600 

years. By virtue of the lognormal behavior of variables in Equation (3.48), f will also 

follow a lognormal distribution with the following parameters: 

(3.49) 

where -17.267 = In( 
1 

) 
365 * 24 * 3600 

alternatively, 

f-J - =lnT lnT 
(3 .50) 

where T = -;::::;--- * ~ z~ ( 1 ) 
Bbn 365 * 24 * 3600 

Variance is given as: 

(3.51) 

Using the mathematical properties of lognormal distribution for f the expression of P1 

will be: 

(3.52) 

Equation (3.44) can be used to give the probability of failure in terms of a reliability 

index p; however, now p will be given as (Wirsching, 1984): 

54 



,B = ln(f ;rJ (3.53) 
CTinf 

Quantifying all the uncertainties in the fatigue expression as lognormal will give a 

closed form solution for P1 . However, it can be argued that the lognormal behavior 

should not be advocated as a fatigue life model because the shape of the hazard function 

(details are given in Appendix I) is difficult to rationalize (Bury, 1999). The reason is that 

the lognormal hazard rate function rises from the origin to a peak and then it slowly 

decreases (i.e. it is an initially increasing failure rate and later a decreasing failure rate). A 

fatigue phenomenon corresponds to a wear-out region of the bathtub curve and should be 

characterized by increasing failure rate. A discussion on the justification of using the 

lognormal format in fatigue reliability assessment is presented in the subsequent 

paragraphs of this section. 

Sweet (1990) provides approximations for the location of the peak of the hazard 

rate function T.nax of the lognormal distribution. For large values of cr1nf (approximately 

of the magnitude of 3), the expression for T.nax is: 

(3 .54) 

For small values of cr
1
nf (approximately of the magnitude of 0.3), the expression for 

T max becomes: 

(3.55) 
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The parameter a-
1
nf from Equation (3.51) and Table 3.1 can be calculated as 1.0295. 

Using this value and considering the large a-
10 

f approximation, Equation (3. 54) 

prescribes T max in terms of median time to failure ( T) as: 

T.nax ;;:: 0.347T (3.56) 

and for the small a-
1
n f approximation, Equation (3.55) takes the form: 

T max ;;:: 0.942T (3 .57) 

The intended lifetime I: is based on the reliability index, f3. For a riser, the 

typical value of f3 is 2 (Wirsching and Chen, 1988). So the service life in terms of T 

from Equation (3.53) can be given as: 

I: ;;:: 0.128T (3.58) 

I: is less than T.nax given by Equations (3.56) and (3.57). This shows that during the 

intended design life the hazard rate remains an increasing function conforming to the 

shape of the bathtub curve in the wear out region (under the quantification of 

uncertainties as presented in Table 3.1 and the selective reliability index of2). 

3.2 Application 

The methodology is applied to evaluate the fatigue reliability of a multi-bore riser (14 

peripheral lines and a central riser). The properties of a multi-bore riser, such as EI , 

m etc. are calculated by the sum of values of these parameters for every individual flow 

line (Verbeek and Brouwers, 1986). The structural and loading parameters of a riser 

system, used in the analysis, are reported in Table 3.2. 
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a e 1ser parame ers use T bl 3 2 R. t 1 . m anaLysis 
Parameter Notation Value Unit 

Extension above MSL L, 15.2 m 

Riser length L 115.2 m 

Peripheral line - Outer diameter (Do)p 88.9 mm 

Peripheral line - Inner diameter (DJP 77.9 mm 

Riser - Outer diameter (Do)R 600 mm 

Riser - Inner diameter (DJR 575 mm 

Bending stiffness II 214.2 MNmL 

LEJ; 
i=l 

Young's modulus E 2.1 X 105 MPa 

Mass m 628 Kg/m 

Added mass ma 165 Kg/m 

Effective weight w. 4.1 KN/m 

Top tension r; 1.78 MN 

Bottom tension Tb 1.31 MN 

Drag force parameter n 1.85 m 
z:cDdi 
i=l 

Inertial force parameter II 0.94 m2 
z:cMdi2 
i=l 

The long-term sea state data in terms of the significant wave height are given in Table 

3.3. The Pierson-Moskowitz (P-M) wave spectrum is used to calculate mean zero 

crossing period ( T. ) and mean period ( T;
11

) associated with the significant wave height. 

Figure 3.5 shows two spectra associated with significant heights of 1.75 and 4.75 m. 
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Serial 

Number 

2 

3 

4 

5 
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7 
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y 
~ 
c. 

V':J 

0.5 

0 

0 

Table 3.3 Sea states used in analysis 
Significant Wave Height Probability of Occurrence 

(m) 

1.75 0.005 

2.75 0.03 

3.25 0.09 

3.75 0.13 

4.25 0.185 

4.75 0.25 

5.25 0.18 

5.75 0.09 

6 0.04 

0.5 1.5 2 2.5 3 3.5 

Frequency (rad/s) 

Figure 3.5 Pierson-Moskowitz wave height spectrum 
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The wave spectrum can be expressed as (Wilson, 2002): 

g2 ( 4) S
17 

= 0.0081-
5 

exp - B I w 
()) 

(3 .59) 

where 

Hs = Significant wave height (m); 

w = angular frequency (rad/s). 

The expressions for Tz and T," can be given as (Barltrop and Adams, 1991): 

(3 .60) 

(3.61) 

The expressions for the kth moment ( mk ) calculations are given in equations (3.22) and 

(3.23). The calculated values for Tz and T," associated with two significant wave heights 

are listed in Table 3.4. The parameter Tz can be used to calculate wz in equation (3 .24). 

Table 3.4 Parameters zero crossing period ( Tz) and mean period ( T,") calculated from 

Pierson-Moskowitz spectrum 
Serial 

Number 

2 

Significant Wave Height Zero Crossing 
(m) Period 

1.75 

4.75 
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s 
4.7 

7.8 

Mean Wave Period 
(s) 

5.1 

8.4 



3.3 Results and Discussion 

The simulations for fatigue reliability assessment were carried out usmg 

MATLAB 6.5. The implementation of special functions, such as Gamma function, is 

presented in Appendix II. The results are presented in Figure 3.6. Both closed form 

solutions give the same reliability index. The P1 values for two successive years are 

closely spaced. In the illustrative example 50,000 simulation cycles are used to estimate 

the probability of failure within an acceptable level of statistical error. Results obtained 

from the simulation method are comparable to the closed form solutions (see Figure 3.6). 

At the P1 value of 0.0011 and 50,000 simulation cycles, the magnitude of CV is 

calculated as 0.0932. At these desired P1 and CV values the number of simulation cycles 

should be increased from 50,000 to 104,544 in the direct sampling method (see Equation 

(2.25)). The illustrative example shows that the conditional expectation simulation 

method is more efficient in addressing the uncertainty than the direct sampling method. 

The target reliability index (Po) for the riser is defined as 2 by Wirsching and 

Chen (1988). This corresponds to a probability of failure of~ 0.023. Thus, a service life 

of approximately 39 years is recommended in the illustrative example. However, the 

choice of Po is critical in the prediction of the riser service life. The selection of /3
0 

is 

part of the decision making process and its selection is influenced by factors such as 

safety, and ease in the inspection and maintenance of the structure. The analysis is based 

only on Morison-type wave forces, for which the riser response is critical in the wave­

active zone. Vortex induced vibrations (VIVs) due to current loading are critical in the 
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riser main section. The fatigue damage associated with VIVs can be combined with the 

wave force fatigue damage, in calculating the riser life (Serta et a!. , 2000). However, the 

treatment of VIV s in calculating the service life is beyond the scope of the current work. 
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Chapter 4 ** 

Contaminant Fate and Transport Modelling 

The consequence of a production riser failure is the release of contaminants in a 

marine environment causing irreversible environmental damage. Therefore, prediction of 

the fate and transport of oil plays a vital role in the development and implementation of 

coastal oil spill contingency plans. A marine system is a complex multimedia 

environment that can be divided into two main (henceforth referred to as bulk) 

compartments, namely water, and sediments. These bulk compartments contain sub-

compartments such as suspended solids and biota in the water column, and solids and 

pore water in the sediment compartment. 

The transformation of oil, which is also known as weathering, is associated with a wide 

variety of physiochemical and microbiological processes. Mackay et al. (1980) developed 

semi-empirical equations to describe the weathering processes. These equations were 

subsequently incorporated into the sub-module of a natural resource damage assessment 

modelling system for marine and coastal areas (Reed, 1989). The sub-module was 

designed to estimate the distribution of a contaminant on the sea surface, and to predict 

concentration in the water column and sediment. Sebastiao and Soares (1995) 

transformed the time dependent weathering algorithms of Mackay et al. (1980) and Reed 

(1989) into a system of differential equations. They solved a system of model equations 

•• A part of this chapter is published and cited as: 

Nazir, M. , Khan, F. I. , Amyotte, P. R., and Sadiq, R. 2007. Multimedia Fate of Oil Spills in a Marine 
Environment - An Integrated Modelling Approach. Process Safety and Environmental Progress, 
DOl: 10.1016/j .psep.2007.10.002. 
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numerically to describe spreading (area growth), evaporation, volume balance (accounts 

for the volume lost by evaporation and by natural dispersion into the water column), 

water incorporation, and viscosity increase with time. However, their work was limited to 

modelling the fate of surface oil, and did not include the dispersion of oil in the water 

column or sedimentation at the sea floor. Hudda et al. (1999) combined models for oil 

slick dynamics at the water surface, 3-D transport of the oil phase in the water column 

using the conventional advection-diffusion equation, and oil sedimentation at the seabed. 

Chen et al. (2007) synthetically considered oil weathering models (e.g. spreading, 

evaporation, emulsification, dissolution), and adopted the Monte Carlo method to 

establish the ocean dynamic and mathematical model of oil spill on the sea 

During the last two decades, a fugacity-based approach in modelling the 

distribution of contaminants in a multimedia environment for complex ecological systems 

has been studied by various researchers (e.g. Mackay et al., 1983; Mackay 1991 ; Mackay 

et al., 1992; Sadiq, 2001; Sweetman et al., 2002). Sadiq (200 1) used fugacity- and 

aquivalence-based approaches for detennining the fate of drilling waste discharges in the 

water column and pore water of sediments in the marine environment. Sweetman et al. 

(2002) determined the fate of PCBs in the multimedia, also using a fugacity-based 

approach. 

Fugacity can be regarded as the tendency of a solute to escape from a phase. It is 

identical to partial pressure in ideal gases and is logarithmically related to chemical 

potential. When a solute achieves equilibrium between phases it seeks to establish an 

equal fugacity in all phases. A fugacity-based approach is an effective means to study the 
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behavior of organic chemicals in a multimedia environment because of its capability to 

handle an enormous amount of details on environmental transport processes and 

dispersed phases (sub-compartments) within a bulk compartment. However, the fugacity 

approach is applicable for low chemical concentrations in the media (Mackay, 1991 ). The 

fugacity-based approach is used to model the low-concentration oil fractions, which enter 

into the water column from surface oil slick due to one of the weathering processes­

natural dispersion. 

A methodology is proposed in this chapter, which can be employed in predicting 

the contaminant fate and transport for a batch spill scenario on the water surface. In the 

proposed methodology, oil weathering processes are coupled with a level IV (dynamic) 

fugacity-based model. In Chapter 5 the methodology is extended to account for the 

subsea oil release from a broken riser. The important transport processes are also 

identified. The practical application of the methodology is illustrated with the help of a 

case study. 

4.1 Contaminant Fate and Transport Modelling: An Overview 

The present study has drawn upon the work of Sebastiao and Soares (1995) in 

modelling the oil slick physiochemical weathering processes, namely spreading, 

evaporation, natural dispersion and emulsification. The multimedia oil fate modelling in a 

marine environment is performed using a level IV fugacity-based model. 

A marine system consists of two bulk compartments - water and sediment. It is 

assumed that the water compartment contains homogenous dispersed phases (sub­

compartments) of suspended solids and biota, and the sediment contains solids and pore 
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water. In a conventional fate modelling approach, the dimensions of the ' evaluative' 

environment are predefined (Mackay et al., 1983; Sadiq, 2001; Sweetman et al., 2002). 

The proposed methodology allows the growth of the water compartment to account for an 

oil spreading mechanism. The methodology integrates the weathering algorithms with the 

level IV model to predict the fate and transport of oil in a multimedia marine 

environment. The oil weathering processes and the level IV model are discussed in the 

subsequent sections. 

4.1.1 Modelling for Oil Slick Weathering 

API (1999) lists ten weathering processes for the fate and transport of a surface oil 

slick. These include: (1) spreading, (2) advection, (3) evaporation, ( 4) dissolution, (5) 

natural dispersion, (6) emulsification, (7) photo-oxidation, (8) sedimentation, (9) 

shoreline stranding, and (1 0) biodegradation. API (1999) also presents the concept of a 

generic timeline for the weathering processes. On the basis of the order of a few days and 

under calm sea conditions, four weathering processes, namely, spreading, evaporation, 

natural dispersion, and emulsification are of particular importance (Sebastiao and Soares, 

1995). The algorithms adopted for these four weathering processes are presented in this 

section. 

Surface spreading and advection 

Fay (1969) distinguished three phases for the spreading of an oil slick. In each 

phase the spreading force is balanced by the retarding force. In the first phase, the 

spreading force of gravity is balanced by the retarding force of inertia. In the second 

phase the accelerating force of gravity is balanced by the viscous force. In the third and 
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final phase, the surface tension is balanced by the viscous force. Fay (1969), Hoult (1972), 

and Waldman et al. (1972) prescribed the spreading expressions for both one-

dimensional and radial spreading for these three phases. 

The first phase of gravity-inertial spreading lasts only for the order of a few 

minutes. The final phase of tension-viscous spreading is important for the dispersed or 

broken slicks, such as surface slicks formed due to an underwater oil release. For surface 

spills, therefore, it is common to employ the second phase of gravity-viscous spreading in 

simulations (Sebastiao and Soares, 1995). 

Mackay et al. (1980) modified the Hoult (1972) oil spreading expression into a 

convenient form, since area change was calculated as a function of actual area, rather 

than time. Reed (1989), and Sebastiao and Soares (1995) used the modified expression of 

Mackay et al. (1980) in calculating the rate of spreading based on gravity-viscous 

formulation: 

[ ]

4 / 3 

dA5 = K A 113 V," 
dt I s A s 

(4.1) 

where 

A5 = area of slick (m2
); 

V," = volume of spilled oil (m\ 

K 1 = constant with default value of 150 s-1 (Mackay et al. 1980). 

Allowance is usually made for loss of volume in the spreading rate expression as 

a result of evaporation, dissolution, and dispersion. A prerequisite for spreading of a 

crude oil is that its pour point should be lower than the ambient water temperature. The 
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spreading process is generally ceased at the terminal thickness of 0.01 em for heavy 

crude oils, and 0.001 em for less viscous substances such as gasoline, kerosene and light 

diesel fuel (Reed, 1989). The model assumes circular slicks of uniform thickness h, 

which can be calculated as: 

(4.2) 

Advection is the movement of the oil due to the influence of overlying winds 

and/or underlying currents (NRC, 1985). The advection or drift velocity V can be 

calculated from the following expression (Hoult, 1972): 

(4.3) 

where 

aw = wind drift factor(- 0.03); 

V w = wind velocity at 10 m above the mean water surface level; 

a c = current drift factor (- 1.1 ); 

V c = depth-averaged current velocity. 

In open seas the wind elongates the slick in the direction of prevailing winds and 

oil thickness varies within the slick. However, commonly the total slick area is 

approximated as a circular slick. 

Evaporation 

The preferential transfer of light-and medium-weight components of the oil from 

the liquid phase to the vapor phase is known as evaporation (Exxon, 1985). Evaporation 
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is considered to be the primary process resulting in a loss of mass during the first few 

hours of an oil spill (Buchanan and Hurford, 1988; Sebastiao and Soares, 1995). Two 

methods are typically used to compute evaporation rate: i) the pseudo-component 

approach (Yang and Wang, 1977; Sebastiao and Soares, 1998), and ii) the analytical 

approach (Mackay et al., 1980; Stiver and Mackay, 1984). 

In the pseudo-component approach, oil is characterized by a set of fractions 

grouped by molecular weight and boiling point; this results in different evaporation rates 

for different fractions. In the analytical approach, vapor pressure is expressed as a 

function of fraction evaporated. The oil's evaporation curve is predicted from its 

distillation curve. Sebastiao and Soares (1998) showed that the pseudo-component 

approach provides better results for a light crude oil. Another study carried out by ASCE 

(1996) recommended the use of the analytical approach for heavy and mixed oils. This 

suggests that the improvements obtained with either of the methods cannot be applicable 

to all situations. The current work utilizes the analytical method proposed by Stiver and 

Mackay (1984) in modelling the surface evaporation rates. The analytical method uses a 

simple algorithm and the required parameters are readily available from distillation data 

(Sebastiao and Soares, 1995). The expression for the volume fraction evaporated is 

(Stiver and Mackay, 1984): 

(4.4) 

where 
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(Buchanan and Hurford, 1988); 

FE= volume fraction evaporated; 

K 2 =oil mass transfer coefficient for evaporation (m/s); 

W = wind speed (m/s); 

V0 =initial volume of spilled oil (m\ 

T0 = initial boiling point at FE of zero (K); 

Ta = gradient of the boiling point, T8 , and FE line (K); 

T = environmental temperature (K); 

A, B = constants derived from distillation data. 

Stiver and Mackay (1984) calculated the magnitude of the constants A and B as 

6.3 and 1 0.3, respectively, using linear regression of distillation data for five different 

types of crude oils. 

Natural Dispersion 

The natural dispersion process occurs due to mixing of oil into the water column, 

which is mainly attributed to breaking waves. Experimental studies (Mackay et al. , 1980) 

indicate that some of the energy of the breaking wave is imparted to the oil slick causing 

the formation of oil droplets (globulation). Another portion of the breaking energy is 

converted to turbulent eddies which transport the oil droplets into the water column. In 

general, oil-in-water emulsions are not stable and larger oil droplets (diameter > 0.1 mm) 

may coalesce and return to the surface under calm sea conditions. 
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The oil/water interfacial tension parameter affects globulation and coalescence. 

The viscosity of oil also affects the natural dispersion process. The more viscous the oil is, 

the lower its ability to form oil droplets. 

Reed (1989) computed the dispersion rate per hour by employing the entrainment 

formulation of Mackay eta!. (1980), which is given by the semi-empirical relation: 

where 

D a = the fraction of sea surface dispersed per hour; 

Db = the faction of the dispersed oil not returning to the slick; 

W = wind speed (m/s); 

J..L =viscosity ( cp ); 

h = slick thickness (m); 

s1 = oil-water interfacial tension (dyne/m). 

(4.5) 

Natural dispersion is not a well-understood process (Mackay and McAuliffe, 

1989). The viscosity of oil is allowed to increase due to the dispersion of water droplets 

into oil (emulsification), which is discussed in the following section. 

Emulsification 

The emulsification process involves the mixing of water droplets into the oil 

medium. According to CONCA WE (1983), a crude oil with relatively low asphaltene 

content is expected to be less likely to form a stable emulsion. The result of 
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emulsification is not only a large increase in volume but also a large increase in viscosity 

(Sebastiao and Soares, 1995). 

Mackay et al. (1980) proposed the following expression for the rate of incorporation of 

water into an oil slick: 

(4.6) 

where 

Y = fraction of water in oil; 

C3 = final fraction water content (0.7 for crude oils and heavy fuel oil, and 0.25 for home 

heating oil). 

An increase in viscosity due to mousse formation is computed by the following equation 

(Mooney, 1951): 

JL = f-Lo exp [ 
2.5Y ] 

1-C3Y 
(4.7) 

where f-Lo = parent oil viscosity, which can be calculated with the percentage asphaltene 

content Ac as: f-Lo = 224A~2 

Evaporation also causes a viscosity increase, which can be modelled as: 

(4.8) 

where C 4 = a constant E [ 1, 1 0] ; where 1 is for light substances such as gasoline, and 1 0 

is for crude oils. 
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4.1.2 Fugacity-Based Multimedia Fate and Transport Models 

This section presents an overview of fugacity-based multimedia models. Mackay 

(1991) has provided a comprehensive description of the fugacity-based modelling 

approach. Based on the level of complexity of the problem, Mackay (1 991) 

recommended four systems: level I, level II, level III, and level IV. 

In level I, all of the bulk compartments/phases are assumed to be at equilibrium. 

A chemical compound is considered as conserved; it is neither destroyed by reactions nor 

conveyed out of the evaluative environment by flows. The model is described in a 

fugacity format in which fugacity acts as a surrogate for concentration. Fugacities are 

related to concentrations by the following expression (Mackay, 1991 ): 

C=Zf (4.9) 

where 

Z = fugacity capacity (mol/m3·Pa); 

C = Concentration (mollm\ 

f = fugacity (Pa). 

The Z values (also known as fugacity capacities) establish equilibrium 

partitioning for a chemical in each phase. Using the basic fugacity equation for a 

chemical in the vapor state and the ideal gas law, Z for air can be determined as (Mackay, 

1991): 

Z =-1-
RT 

where 

( 4.1 0) 
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R = gas constant (8.314 Pa·m3/mol-K); 

T = absolute temperature (K). 

Z for water is then determined using the Z value for air and Henry's law. As the partition 

coefficients are ratios of solubility in one phase to that in water, Z for water is used to 

establish Z for other phases (such as biota, sediments etc.). Z for various media are 

defined in Table 4.1. 

The level II scenano reqmres equilibrium among all phases (i.e. common 

fugacity). However, transformation and transport processes such as reaction and 

advection, respectively, are included in the model. D values are used to express the rate 

of a process as (Mackay, 1991): 

N = Df 

N = rate of a process (mol/h) 

D = transport parameter (mol/h·Pa) 

f = fugacity (Pa) 

The D values for various processes in a medium are defined in Table 4.2. 

(4.11) 

At level III, equilibrium is assumed between dispersed phases/sub-compartments 

but not between bulk phases. The inter-media transport process between two bulk phases 

is accounted for by inter-media D values. The model presumes steady state conditions 

that can be obtained after prolonged exposure of the system to constant input conditions. 

Similar to the level II calculations, level III modelling allows reaction and advective 

transport of chemicals out ofthe bulk phase. 
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Table 4.1 Definition of fugacity capacities (modified from Mackay et al., 1983) 
Compartments Definition of Z (mol!m3·Pa) 

Air 

Water 

Solid Sorbent 
(sediment, soil, or particles) 

Biota 

1 
Z air = -, R = gas constant (8.3 14 Pa·m3/mol·K), 

RT 
T = temperature (K) 

z water = -1 
or c s ) c s = aqueous solubility (mollm\ 

H p s 

p s =vapor pressure, H = Henry's law constant 
(Pa·m3/mol) 

Zsorbent = kswPs I H, ksw = partition coefficient (Likg), 

Ps = density (kg/L) 

Z biota = k bwPb I H , kbw = b ioconcentration factor, 

pb = density (kg/L) 

Table 4.2 Definition of transport parameter 
Processes Definition of D (mol/h·Pa) 

Transformation 

Diffusion 

Advection 

Dtransf = VZk , V = volume (m\ k = rate constant (h-1
) 

D dif = AKZ, A = area (m2
) , 

K = mass transfer coefficient (mlh) 

D adv = GZ , G = flow rate (m3/h) 

Mackay et al. (1983) developed the QW ASI model using level III formulations. 

They applied the model to predict the fate of PCBs and heavy metals in a lake 

environment. Sadiq (200 1) used the QW ASI model in a probabilistic mode to simulate 

the fate of drilling waste discharges in a marine environment. The model presumes steady 

state conditions that can be obtained after prolonged exposure of the system to constant 

input conditions. Similar to the level II calculations, level III modelling allows reaction 

and advective transport of chemicals out of the bulk phase. Mackay et al. (1 983) 
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developed the QWASI model using level III formulations. They applied the model to 

predict the fate of PCBs and heavy metals in a lake environment. Sadiq (200 1) used the 

QW ASI model in a probabilistic mode to simulate the fate of drilling waste discharges in 

a marine environment. 

The level IV approach is an extension of level III, considering unsteady state 

conditions. Sweetman et al. (2002) implemented the level IV modelling to predict the 

fate of PCBs in multimedia over a 60-year period. The current study applies the level IV 

model in describing the fate of an oil spill in a marine environment. 

4.2 The Proposed Methodology 

In this section, the proposed methodology couples the weathering algorithms of 

spreading, evaporation, natural dispersion, and emulsification with a level IV fugacity­

based model to predict the oil fate in case of a batch spill scenario on the water surface. 

4.2.1 Governing equations of the weathering processes 

The current work uses a set of differential equations that was proposed by 

Sebastiao and Soares (1995) to model the weathering processes. As the weathering 

processes occur simultaneously, the Sebastiao and Soares formulation of a system of 

differential equations allows the simultaneous variation of interdependent weathering 

variables. However, their formulation is limited to model the fate of surface oil. To 

account for the fate of oil also in the water and sediment compartments, the formulations 

of the weathering processes are coupled with an oil multimedia fate and transport model. 

The governing equations used to model the weathering processes are as follows 

(Sebastiao and Soares, 1995): 
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dFE = KzAs exp(A- B(T +T F)) 
dt v T 0 

G £ 
0 

dV = -V dF£ -DV 
dt 

0 
dt 

dAs = K A - lv4 t 3 
dt I S 

The volume rate of oil entrained into the water column is calculated as: 

dVent = DV 
dt 

(4.12a) 

(4.12b) 

(4.12c) 

(4.12d) 

(4.12e) 

(4.12f) 

where V is the volume of oil at a given time and other parameters are defined elsewhere 

in this section. 

4.2.2 Two-Compartment Level IV Modelling Approach 

Two bulk compartments (i.e., water and sediment) are used for level IV modelling, 

where each bulk compartment consists of sub-compartments such as suspended solids 

and biota (fish) in the water column, and solids and pore water in the sediments. A 

system of differential mass balance equations for the two-compartment model is given as 

follows (Mackay, 1991): 

For water 

(4.13) 
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For sediment 

( 4.14) 

The subscripts 2 and 4 represent water and sediment, respectively (adopted from 

Mackay, 1991 ), and B represents the bulk phase. The input rate of a chemical compound 

is denoted by I; (molls). A description and the related equations for the parameters Z and 

Dare presented in Table 4.3. The compartment volumes are a function of time so as to 

account for the growth of the oil slick due to spreading. However, the Z values are 

considered constant. This results in the following system of differential equations: 

For water, 

For sediment, 

where 

dVB2 
DG2 =ZB2-­

dt 

dVB4 
DG4 =ZB4 - ­

dt 

( 4.15) 

( 4.16) 

( 4.1 7) 

(4.18) 

Equations ( 4.15) and ( 4.16) are combined with a system of differential equations for the 

weathering processes and the solution can be obtained by employing the numerical 

integration methods. 
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Table 4.3 Description of parameters used in level IV model (Mackay, 1991) 
Parameters and equations 

Z (moVm3·Pa), fugacity capacity 
calculations: 

• Water 

2 82 = v222 + v525 + v626 

2 2 = 11 H 

2 5 = 22PsfAKoc 

2 6 = 22p6rAKoc 

• Sediment 

284 = vs2 2 +v724 

Z4 = Z2PdJ4Koc 

D-value (moVh·Pa) calculations 

• Water 

Serial Configuration 

1 1 1 = ---- + -----
B wx A 2 
~ 2 2 

s 

• Sediment 

Description 

2 82 is bulk fugacity capacity for water phase 

2 2' 25' and 26 are fugacity capacities for water, suspended 

solids, and biota, respectively 

v2 , v5 , and v6 are volume fractions of water, suspended solid, 

and biota in the water compartment, respectively. The 

magnitude of v2 is usually negligibly different from unity 

p 5 , and p 6 (kg/L) are densities of suspended solid, and biota 

in the water compartment, respectively 

¢5 , and ¢6 are organic fractions of suspended solid and biota 

2 84 i bulk fugacity capacity for sediment 

v7 , and v8 are volume fractions of solid , and pore water in the 

sediment compartment, respectively 

p 4 is density of solids in the sediment compartment 

K oc (Ukg) is organic carbon-water coefficient: 

Koc = 0.41Kow 

K ow is octanol-water partition coefficient 

D R2 and D A2 represent transport process due to reaction and 

advection within the water compartment 

v2 = v82 
k2 (h-1

) is a first order reaction (biodegradation) rate constant 

in water 

G2 (m3/s) is volumetric flow rate, which can be calculated by 

current velocity (U) with the cross-sectional area perpendicular 
to the flow direction, i.e. 2Rhw 

R is radius and hw is depth of the water compartment 

Da2 is a pseudo-D value, which accounts for the 'growth ' 

within the water compartment. 

dA 
--

2 is given by Equation (4.1) 
dt 

D 24 is an inter-mediaD value and represents the transport 

process from water to sediment. This is equal to an algebraic 
sum of two other transport processes occurring parallel, 

i.e. D0if, and D0s. 

D Dif denotes the diffusive process and its reciprocal is an 
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DR4 = zB4v4k4 

DBur = A2U BurZ4 

dVB4 dA2 
DG4 = ZB4 --= ZB4hS --

dt dt 

D42 = DDif +DRS 

DRS = A2U RS Z4 

4.3 Case Study 

algebraic sum of the reciprocal D values on water side 
diffusion, and effective diffusivity within sediment. Usually, 
the error introduced by neglecting water side mass transfer 

coefficient ( k 24 ) term is considered negligible 

D os is deposition process a ociated with the uspended 

solid 

U os (mlh) i su pended solid deposition rate 

k 24 (m/h) is water side mass tran fer coefficient 

Bwx (m2/h) is effective diffusivity 

6. s (m) is diffusion path length in sediment 

hs (m) is sediment depth 

D R4 and D Bur represent transport process due to reaction and 

ediment burial 

k4 (h-1
) is a ftrst order reaction (biodegradation) rate constant 

in sediment 

U Bur (mlyr) is ediment solids' burial rate 

DG4 is a pseudo-D value, which accounts for the 'growth 

dilution' within the sediment compartment 

DRS is ediment re-suspension process 

U RS (mlh) sediment re-suspension rate 

To demonstrate the application of the proposed methodology a case study is 

presented in which a surface spill of Statfjord crude oil of 100 tonne (~120 m3
) in a 

marine environment is simulated. Sebastiao and Soares (1995) also simulated the 

weathering processes for this spill and validated their results with previously published 

experimental data. The physical characteristics of the Statfjord crude oil used in the 

current simulation are presented in Table 4.4_ 

79 



Table 4.4 Statfjord crude oil characteristics used in the modelling of weathering 
processes 

Oil characteristics Values 

Density (kg/m3
) 832 

Wind speed (m/s) 4.17 

Viscosity @ 40 °C (cp) 3.03 

T 0 - initial boiling point at zero evaporation 301 
(K) 

T0 - gradient ofthe boiling point and fraction 500 
evaporation line (K) 

Oil-water interfacial tension (dyne/m) 2000 

Water temperature (K) 288 

The initial oil slick thickness of 0.02 m is fixed as recommended by Mackay eta/. 

(1980). The subsequent area calculations are not sensitive to this initial thickness 

assumption. Use of Equation (4.2) leads to the initial area spread of 6000 m2
. The 

affected area of the water and the sediment phases is assumed equal to the area of the 

surface oil slick, and the area growth is a function of time. The volume of both 

compartments is determined by multiplying the average well-mixed depth with the 

surface area at a particular time. 

The initial values for both the fraction evaporated and the fraction of water 

content in the slick are considered to be zero. Allowance is made for the loss of oil 

volume as a result of evaporation and natural dispersion. The oil volume entrained into 
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the water column due to the natural dispersion process 1s used to calculate the oil 

volumetric flow rate ( Qe,, ). Thus: 

Q = dVenl 

en/ dt ( 4.19) 

The emission rate/2 (t), is obtained by multiplying the oil volumetric flow rate 

with the molar concentration C; (mol/m3
) of a compound constituting the oil, i.e., 

(4.20) 

Oil is a complex mixture of thousands of various compounds (API, 1999); 

naphthalene is used as a representative compound in the present study, with the 

physicochemical properties given in Table 4.5 . The particulate matter serves as a vehicle 

for the transport of naphthalene from the bulk of the water to the bottom sediments. 

The environmental multimedia parameters used for the level IV fugacity-based 

model are provided in Table 4.6. These parameter values are taken as crisp estimates, and 

uncertainties that may be associated with the parameters are not considered in the 

analysis. To demonstrate the application of the proposed methodology, a deterministic 

analysis using point estimates is justified. However, the uncertainty in the fate and 

transport model is considered later in section 5.3. 
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Table 4.5 Ph~siochemical J2r0}2erties of na12hthalene used in the simulation 

Parameter Notation Value Units 

Molecular weight MW 128.2 g/mol 

Solubility @ 25°C cs 31.7 g/mJ 

Vapor pressure @ 25°C p S 10.4 Pa 

Logarithmic value - octanol-water partitioning coefficient log Kow 3.35 

Reaction (biodegradation) rate constant water k2 2.89 X 10"3 h"' 

Reaction (biodegradation) rate constant sediment k4 1.93 X 10"4 h"' 

Sediment-water phase effective diffusivity Bwx 1.91 X 10"6 m2/h 

Naphthalene concentration C; 8 (~1000) moVm3 (ppm) 

4.4 Results and Discussion 

A system of differential equations as proposed in section 4.2 was solved using the 

Matlab ODE solver ode 45. The solver ode 45 is a built-in Matlab function which uses a 

combination of fourth- and fifth-order Runge-Kutta methods in solving the differential 

equations numerically (Palm, 2001). The multimedia model output includes fugacity 

profiles for both bulk compartments (water and sediment), and concentration profiles for 

the water column and fish. Such profiles are conventionally used in calculating the 

exposure in ecological and human health risk analyses. 

The surface oil slick area growth is shown in Figure 4.1 (a). This area prescribes 

the dimensions of both evaluative compartments at a given time. The slick growth ceases 

as its thickness decreases to 0.01 em, resulting in a final area of 1.52 x 105 m2 at 225 h. 
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Table 4.6 Environmental multimedia parameters used in level IV fugacity-based model 

Parameters Notation Value Unit 

Depth water hw 100 m 

Volume fraction suspended solids in water vs 5x10-63 

Volume fraction biota in water v6 1 X 10-6 a 

Organic fraction suspended solid ¢s 0.2 b 

Organic fraction biota ¢6 0 .05 c 

Density suspended solids Ps 1500 b kg/m3 

Density fish P6 1000 3 kg/m3 

Advection rate water UA 0.018 d rn/s 

Deposition rate suspended solids UDS 5x10-7 b rnJh 

Depth sediment hs 0.05e m 

Diffusion path length in sediment !::. s = 0.5hs a 0.025 m 

Density sediment p4 2500 d kg/m3 

Volume fraction sediment solids v 7 
0.37 c 

Volume fraction pore water Vg 0.63 c 

Organic fraction sediment ¢4 0.04 b 

Re-suspension rate sediment URS 
2xl o-7 b, d rn/h 

Burial rate sediment UBur 
3.4xlo-sc.d rnJh 

a: Sweetman et al. (2002) c: Mackay (1991) 

b: Mackay et al. ( 1992) d: Sadiq (200 I) 

e: U.S. EPA (1999) 

The oil volume curve is also shown in Figure 4.l(a), with volume decreasing by the 

processes of evaporation and dispersion. At an elapsed time of 24 h since the oil has 

released, approximately 62.5% of the total oil volume is lost from the surface slick. 
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Simulation results show that approximately 98% of the total oil volume is lost due 

to evaporation alone, with the remainder lost to the water column due to dispersion. The 

dispersion-emulsification formulation (as discussed in section 4.2) eventually drives the 

residual oil (oil not evaporated) into the water column, thus giving the surface slick a 

finite lifetime. In the current example, the calculated surface slick lifetime is 435 h ( ~ 18 

d). Figures 4.1 (b), (c), and (d) present the dynamics of oil fraction evaporated, water 

content, and oil viscosity increase due to emulsification and evaporation, respectively. 

As expected, the results of the weathering simulations are similar to those obtained by 

Sebastiao and Soares (1995). 

The emission rate of naphthalene into the water column is presented as a function 

of time along with the water fugacity curve in Figure 4.1(e). The chemical input to the 

water column becomes zero at 435 h, which corresponds to the surface slick lifetime. The 

shape of the emission rate curve depends on the natural dispersion rate and oil slick 

volume (see Equation 4.12f). Oil slick volume decreases with time due to the evaporation 

and natural dispersion weathering processes. Assuming constant wind speed and oil-

water interfacial tension, the variation of the product term (,u 112ht in Equation (4.5) 

governs an increase or decrease of dispersion rate with time in the current simulations. 

After reaching its peak at approximately 1 h (see Figure 1b), the emission curve begins to 

decrease. At an elapsed time of 16 h, a small increase in the emission rate curve is 

observed due to the higher dispersion rates. 

The water and sediment fugacity curves are shown in Figure 4.1 (f). A peak in the 

water fugacity curve occurs at 3 h (which is very close to the input curve peak), whereas 
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the sediment fugacity curve peaks at an elapsed time of 44 7 h. The water compartment 

shows a rapid decrease of its burden after the chemical input is stopped, but the sediment 

is slower to respond. Figure 4.1(f) thus indicates that the water compartment response is 

faster than that of the sediment compartment. This behavior stems from the fact that the 

water compartment has relatively fast transport and transformation processes. 

The group VZ provides valuable insight into the residence time associated with a 
D 

transport process; the shorter the residence time, the more significant the process. The 

water-to-sediment transfer time for depletion of water through the D24 process can be 

calculated as: 

53.3 yr ( 4.21) 

The advection process residence time can be calculated as: 

VB2 z 8 2 ..[; .,JA;(i) 
fresA2 = D = 

2 A2 

(4.22) 

The above expression shows that the advection residence time increases with the square 

root of area. The advection residence time, averaged over the analysis period of 500 h, is 

calculated as 5 h. The reaction process residence time ( t ,M., ~ : , ) is 346 h or - 14.4 

days. 

The last process associated with the water compartment is the growth process. 

The residence time for this pseudo transport process can be calculated as: 
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t = vn2z 82 =A [dA2 J-1 
resG2 D 2 dt 

G2 

(4.23) 

or alternatively, in terms of definition of the derivative term as given by Equation (4.1), 

the more convenient form is: 

tresG2 = K v4 / 3 
I 

(4.24) 

With respect to the time at which the slick growth ceases, 1.e., -, [ dd'At2] ____... 0, 

Equation (4.23) shows that tresc2 __.., oo. This suggests that the growth transport process is 

only important during the area growth regime, and should not be included in model 

Equations ( 4.15) and ( 4.16) outside the growth regime. In the current example, at an 

elapsed time of 2 h, the growth residence time has the same value as that of the averaged 

advection residence time. Further, the growth process residence time increases and at an 

elapsed time of 106 h its magnitude becomes equal to the value of the reaction process 

residence time. Once the slick growth is ceased (at~ 225 h), however, the growth process 

is no longer included in the fate modelling calculations. 

Advection is seen to be the most important transport process, as the analysis 

suggests that the lowest residence time was for the advection process. 

In the case of sediment-to-water inter-media processes, the residence time is: 

(4.26) 
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The reaction residence time ('~" = ~.) is approximately 5200 h or- 7 months. The 

residence time for the sediment growth process is the same as that for the water 

compartment growth residence time. The last transport process is the sediment burial 

with an associated residence time of: 

h 
t res Bur = _S_ = 168 yr 

UBur 

(4.27) 

The analysis shows that during the growth regime (up to 225 h), the growth process is the 

most important transport process in the sediment compartment. 

Another important parameter is Z, which distributes the concentration between 

phases. A phase of high Z value (such as fish) absorbs a greater quantity of solute 

(organic chemical), resulting in higher concentrations while retaining a low fugacity. The 

converse is true for a phase having a low Z value. The Z value for fish ( Z6 ) is 

approximately 1.091 mol/m3·Pa; for water, the value ( Z2 ) is 0.024 mollm3·Pa. This leads 

to fish concentrations which are ~ times higher than the water column concentrations. 
z2 

Figure 4.1 (g) provides a comparison of fish and water column concentration profiles for 

the case study. 
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Chapter 5 

Ecological Risk Assessment 

This chapter extends the previously developed surface release contaminant fate 

and transport methodology to account for an underwater release of contaminants (oil/gas 

mixtures) from a broken riser. 

The underwater loss of oil and gas may result in a flash fire/explosion followed by 

a pool fire from an ignited oil release, and an oil slick due to an unignited oil release 

(Liera, 1998; CMPT, 1999). The thermal hazard posed by the fire/explosion 

consequences may have a severe impact on the offshore oil and gas platform. The 

thermal hazard is negligible for an unignited oil release; however, the toxic chemicals in 

the oil slick can have adverse effects on marine organisms. The scope of the current 

chapter is limited to the second potential consequence - ascribed as ecological risk -

associated with an unignited oil release from a broken riser. 

Ecological risk assessment (ERA) deals with a multitude of organisms, all with 

varying sensitivity to pollutants under various exposure scenarios (EEA, 1999). The 

diversity of marine life makes ERA more challenging than human health risk, where only 

one endpoint is involved- human. The U.S. EPA (1998) has established a systematic 

framework for ecological risk assessment. The ERA framework comprises three main 

steps: (1) problem formulation, (2) analyses of exposure and effects, and (3) risk 

characterization. 

Various researchers, e.g. Karman et al. (1996), Karman and Reerink (1998), 

Sadiq et a/. (2003), and Mukhtasor et a/. (2004) carried out ERA studies from the 

92 



perspective of drilling waste discharges in a marine environment. In the case of 

underwater oil and gas releases, exposure analysis becomes very complex and 

demanding. Exposure analysis accounts for the hydrodynamics of the submerged oil/gas 

buoyant jet, and the oil fate and transport in a multimedia marine environment. 

The proposed fate/transport methodology (Chapter 4) is used as a part of the ERA 

framework to conduct a probabilistic analysis. The current chapter presents a brief 

description of the ERA framework and provides an application of the proposed 

methodology using two case studies. 

5.1 U.S. EPA Framework 

The purpose of ecological risk assessment is to assess the nature and likelihood of 

adverse effects on an organism or on a collection of organisms due to enviromnental or 

anthropological changes. The U.S. EPA (1998) has developed a comprehensive 

framework for ERA (see Figure 5.1). Subsequent sections describe the basic components 

of the ERA framework in relation to an underwater oil and gas release from a broken 

nser. 

5.2 Problem Formulation 

Problem formulation is a process for generating and evaluating hypotheses about 

the ecological effects that have already occurred (retrospective risk approach) or may 

occur (prospective risk approach) from human activities. 

An accidental discharge of an oil and gas mixture from a riser causes a release of 

toxic chemicals into the water column and sediment pore water. 
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The potential primary effects associated with the toxic chemicals in oil include increased 

morbidity and mortality of marine life. The problem identified here is to quantify long­

term (chronic) adverse effects on various species in a marine ecosystem due to an 

accidental underwater release of oil and gas. 

The problem formulation process is further divided into three sub-steps: i) 

assessment endpoints, ii) conceptual models, and iii) analysis plan. 

5.2.1 Assessment Endpoints 

The U.S. EPA (1998) has listed three basic criteria to select ecological values that 

may be appropriate for assessment endpoints: 

i) ecological relevance, 

ii) susceptibility to known and potential stressors, and 

iii) relevance to management goals. 

An entity, which is currently or was historically a part of the ecosystem, is 

ecologically relevant. Marine organisms are susceptible to hydrocarbons and other 

pollutants in oil when subjected to excess concentrations above their threshold levels. 

The selection of the food web as an endpoint is more realistic than defining a single 

species or group as an endpoint (Husain et al., 2001). This also seems the right choice 

from a management and scientific viewpoint. However, due to difficulty associated with 

obtaining toxicity data for all organisms in the ecosystem, traditionally selected 

representatives of major taxonomic groups are tested and used as the surrogate for the 

whole system (EEA, 1999). In the current study the endpoints are selected based on the 

availability of toxicity data for marine organisms in the literature. 
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5.2.2 Conceptual Model 

A conceptual model involves a written description and a visual representation of 

predicted relationships between the ecological entities and the stressors. A flow diagram 

for such a conceptual model is presented in Figure 5.2. 

Oil is a mixture of thousands of compounds; therefore, naphthalene is used as an 

indicator to carry out the risk assessment study. Reviews on the potential adverse effects 

of naphthalene on a marine ecosystem have been extensively published. The U.S. EPA 

AQUIRE database has compiled comprehensive data on the toxicity of naphthalene 

utilizing published work. Naphthalene is a polycyclic aromatic hydrocarbon (P AH) 

which has two benzene rings. In crude oils the naphthalene concentration is relatively 

high as compared to other higher molecular weight P AHs (three- through six-ring). Its 

acute toxicity is high to moderate to marine organisms (Bates et al. , 1997). Other toxicity 

effects include bioaccumulation, reproduction defects, and limited growth. These toxicity 

effects make naphthalene of considerable environmental interest. Furthermore, the 

bioavailability of naphthalene is 100% in the water column and its air-water partition 

coefficient is relatively low (13 times less than that of its parent compound - benzene). In 

general, the presented methodology is also applicable to other hydrocarbons. 

The 'no observed effect concentration' (NOEC) is used to measure chronic effects. 

Due to limited availability of NOEC data, the predicted no effect concentration (PNEC) 

values are derived from the lethal concentrations at a mortality of 50% (LC5o) as 

suggested by Sadiq et al. (2003). 
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Figure 5.2 Proposed conceptual model for risk assessment 

5.2.3 Analysis Plan 

This is the final stage in the problem formulation. The stressor exposure to a marine 

organism could be through contaminated water and/or food. Physicochemical properties 

of the contaminant and physical parameters of the multimedia marine environment are 
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required to carry out exposure analysis. The acute and chronic toxicity effects of a 

stressor are used in the consequence analysis. 

5.3 Analysis Phase 

The analysis phase examines two components of risk - exposure and associated 

effects. Uncertainty analysis is an essential part of the analysis phase which enhances the 

credibility of the risk analysis (Mukhtasor et al., 2001). A conceptual diagram of the 

analysis phase used in the present study is shown in Figure 5.3. The methods employed 

for the characterization of exposure and effects are described in the following 

subsections. 

5.3.1 Characterization of Exposure 

This section describes the methodology that is developed to characterize the 

exposure. An underwater release of an oil and gas mixture from shallow to moderate 

depths can reach the water surface within the order of a few minutes (Yapa and Zheng, 

1997). Once production operations are stopped, oil releases from a broken riser are due to 

depressurization of the leftover gas. This suggests that the original source is effective 

only for a few minutes. Upon surfacing, the oil forms a slick and unignited gas escapes to 

the atmosphere. Weathering processes and environmental fate and transport models 

predict the oil concentrations in the multimedia marine environment. A flow diagram for 

the proposed exposure analysis is presented in Figure 5.4. Discussion on the development 

of the fate and transport modelling (part of the exposure analysis) and characterization of 

associated uncertainties is presented in the following sections. 
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Figure 5.4 Proposed methodology for exposure analysis 

a) Hydrodynamics of Underwater Oil and Gas Release 

In underwater oil spills such as from a broken riser, oil usually behaves as a 

submerged buoyant jet. The fluid in a riser is considered either an oil and gas mixture or 

oil with no gaseous mixture. Submerged buoyant jets have been studied widely to 

observe the behavior of underwater sewage and thermal discharges and serve as a basis to 

simulate submerged buoyant jets of oil and gas mixtures (Y apa and Zheng, 1997). To 

simulate the behavior of submerged buoyant jets, two integral modelling approaches are 

in practice: (i) Eulerian, and (ii) Lagrangian integral approaches. The Eulerian integral 
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approach simulates buoyant jets based on a set of control volumes fixed in space. The 

Lagrangian integral approach considers buoyant jets as a series of non-interfering moving 

elements. These two types of approaches are essentially equivalent (Frick et al., 1994). 

Me Dougall (1978), Fannelop and Sjoen (1980), Milgram (1983), and Fannelop et 

al. (1991) developed models to simulate underwater blowout, using an Eulerian integral 

approach. Y apa and Zheng ( 1997) were the first to extend Lee and Cheung's ( 1990) 

Lagrangian sewage discharge modelling to oil and gas submerged buoyant jets. The 

model was designed for releases from shallow to moderate depths (::S 300 m). Johansen 

(2000) developed a comprehensive gas plume model for subsea oil and gas mixture 

releases. The model is capable of simulating gas hydrate formation/decomposition, gas 

dissolution, and gas separation from the plume. However, the hydrate fonnation and 

decomposition modelling was based on thermodynamics only and no kinetics were taken 

into account. 

Zheng et al. (2002) extended Yapa and Zheng's model to deep/ultra-deep water 

releases. They included gas hydrate formation/decomposition, gas dissolution, and gas 

separation modelling from the plume. The hydrate formation/decomposition module was 

based on the kinetics and the thermodynamics of hydrates. The Zheng et al. (2002) 

deepwater release modelling work was subsequently incorporated in the Clarkson 

Deepwater Oil and Gas Blowout (CDOG) model. To carry out an environmental impact 

assessment study, Ji et al. (2004) used the CDOG model to simulate the behavior of oil 

and gas accidentally released in deepwater areas. 
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The following assumptions are made in the current work in simulating oil and gas 

mixture releases: 

i) The release of the mixture is limited to shallow to moderate depths (- 300 m) and 

no gas converts into a solid hydrate. 

ii) Gas dissolution into water is negligible because of the short residence time of the 

gas bubbles. 

iii) Gas occupies the inner core of the jet/plume and no gas escapes from the plume 

during its journey to the surface. 

iv) The oil/gas mixture reaches the surface and the plume does not become trapped 

at intermediate depths between the sea surface and the sea bed. 

v) The gas obeys the ideal gas law. 

These assumptions allow the use of the Y apa and Zehng (1997) model for the 

submerged jet/plume modelling. For simplicity, a one-dimensional ambient flow field is 

considered; the x-axis is oriented in the flow direction. A Lagrangian element is a control 

volume, which moves along the centerline of the buoyant jet/plume. As the element 

moves with the local centerline velocity, the element thickness, h , is given by (Yapa and 

Zheng, 1997): 

h=iviM 

where 

V = local centerline jet/plume velocity; 

M = small discrete time step. 

(5.1) 
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The governing equations applied to the control volume (i.e. Equations T5.1 to 

T5.9) and their sources are presented in Table 5.1. 

The momentum equations are modified from Yapa and Zheng (1997) for 

unidirectional ambient flow in the present study. The first term on the right-hand side of 

Equation (T5.6c) represents the vertical force acting on the liquid part. Scorer (1978) has 

shown that beyond several jet diameters, the pressure drag imposed by the current is 

negligible as compared to the contribution due to turbulent entrainment of the cross flow. 

The drag force is neglected in Equation (T5.6) and the last term on the right-hand side of 

Equation (T5.6c) represents the vertical force acting on the gas. The gas mass is very 

small compared to the liquid mass so its contribution to the momentum of the jet/plume is 

insignificant. This suggests that the second term in the square brackets of the left-hand 

side of Equation (T5.6c) can be neglected without affecting the simulation results. 

The heat, salinity, and concentration diffusivities in Equation (5.7) are not 

considered in the simulations. This assumption does not affect the fate of oil calculations, 

as discussed by Yapa eta/. (1999). A buoyant jet of oil and gas mixture is modeled as a 

two-phase flow (gas/liquid). 

An oil/water mixture in the jet can be treated as a mixture of non-miscible fluids. For 

density calculations of the liquid part, water and hydrocarbon liquid are treated as a 

combined liquid with average properties. The UNESCO formula (Milero and Poisson, 

1981) is used to calculate the seawater density in the mixture. Bobra and Chung (1986) 

gave the functional form of density variation for many oils. The state equation for the gas 

bubbles is the ideal gas law. The gas is assumed to follow isothermal expansion. 
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During the migration of a buoyant jet through the water column, the ambient fluid 

enters the jet through the exterior surface. Lee and Cheung (1990) separated entrainment 

into distinct processes identified as shear-induced entrainment ( Qs ), and forced 

entrainment ( Q1 ).Shear-induced entrainment is present even when no ambient current 

exists. 

Table 5.1 Governing equations for the jet/plume control volume-definition of the 
parameters and sources 

Governing equations Source Parameters 

Conservation of mass for liquid portion 

dm1 
dt=paQe 

m, = p,mi (1- f3 2 &)h 

&= p,-p 
p,-pb 

Conservation of mass for bubble portion 

dmb =0 
dt 

Conservation of Momentum 

(T5.1) 

(T5.2) 

(T5.3) 

(T5.4) 

(T5 .5) 

Yapa and 
Zheng 
(1997) 

Modified 
from Yapa 
and Zheng 

(T5.6a) (1997) 

(T5.6b) 

(T5.6c) 
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m1 = liquid mass of the control 

volume 

p a = density of ambient fluid 

Qe = volume flux entrained due to 

shear-induced entertainment ( Qs ) 

and forced entrainment ( Q 1 ) 

mb = bubble mass of the control 

volume 

Pb , p 1 , and p = local densities of 

bubble, liquid, and the mixture of 
bubble and liquid, respectively 

f3 = ratio between the bubble core 

width and the buoyant jet diameter 
(- 0.7) 
b = local radius of the buoyant 
jet/plume 
& = bubble fraction 

u = horizontal velocity component 
of the plume element 
v = lateral velocity component of 
the plume element 
w = vertical velocity component of 
the plume element 

wb = slip velocity (vertical velocity 

difference between the bubbles and 
the liquid part of the buoyant jet, -
0.3 m/s) 
g = acceleration due to gravity 



Table 5.1 Governing equations for the jet/plume control volume- definition of the 
parameters and sources 

Conservation of heat, salinity, and oil mass Yapa and 
Zheng 

d(mJ) _ 

dt 

Entrainment 

I dm1 

a dt 

I - I - p K21lhh · __ a 
a b 

Qs = 21lhhajV -ua cos¢cosBJ 

nbt3.bJcos ¢cos eJ 
,-----,--------,---

QI =lua l +2bl\s~l-cos 2 Bcos 2 ¢ 
nb2 

+ -J6( cos¢ cos B)J 
2 

(T5.7) 

(T5.8) 

(T5.9) 

(1997) 

Lee and 
Cheung 
(1990), and 
Yapa and 
Zheng 
(1997) 

Subscript "a" refers to the ambient 
fluid 
I = symbol for scalar parameter of 

the buoyant jet (for heat I= CPT, 

for salinity I = S , and oil 

concentration by mass I = C ) 
C P =specific heat (assumed to be 

constant) 
T = temperature 
K = diffusivitie (e.g., heat 

diffusivity K r, salinity diffusivity 

K s , and oil concentration 

diffusivity K c) 

0.057 + 0.554:in ¢ 

a=J2 F 
1 + 5 u a cos ¢cos e 

JV -un cos¢cosBJ 

F = EJV -ua cos¢cosBJ 

(g L\p b)l /2 
Pn 

¢ = angle between the jet trajectory 

and the horizontal plane 
e = jet angle with respect to x-axis 

E = proportionality constant(- 2) 

V=.Ju 2 +v2 +w2 

/).s = ~ fix2 + L\y2 + &2 

fix , L\y , and L\.z are displacements 

of a control volume during one time 
step in x , y and z respectively 

Forced entrainment IS present due to the advection of the ambient current into the 

buoyant jet. 
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According to Frick (1984), forced entrainment consists of three terms: (i) the 

projected buoyant jet area normal to the ambient flow (cylinder term), (ii) the growth of 

the buoyant jet radius (growth term), and (iii) the curvature of the trajectory (curvature 

term). Frick (1984) derived an expression of forced entrainment for a two-dimensional jet 

trajectory in unidirectional ambient flow. Lee and Cheung (1990) extended Frick's idea 

to a three-dimensional jet trajectory in unidirectional ambient flow. Utilizing a similar 

approach, Yapa and Zheng (1997) derived an expression for forced entrainment that deals 

with a three-dimensional trajectory in a three-dimensional ambient flow field. However, 

in the current study, the x-axis is aligned with the flow direction; this results in a three­

dimensional jet trajectory in unidirectional ambient flow. Therefore, the Lee and Cheung 

( 1990) fonnulation is used in the jet/plume modelling. 

The expressions forQs andQ1 are given in Table 5.1. The maximum entrainment 

hypothesis is used to calculate the increase of mass, that is: 

(5.2) 

Lateral Plume Spreading 

Once the plume reaches the surface, spreading of the surface oil will be governed 

by the radial outflow of entrained water within the surface interaction zone (Figure 5.5). 

A hydrodynamic analysis plays a vital role in predicting the extent and thickness of the 

resulting oil slick. Mathematical models have been previously developed to capture the 

essential physics of lateral plume spread, such as those by Fannelop and Sjoen (1980) and 

Akar and Jirka (1994). 
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Figure 5.5 Schematic diagram for subsea blowout (modified from MMS, 1997) 

The source strength, Sst, associated with radial flow can be determined from the 

plume radius and rise velocity as (Fannelop and Sjoen, 1980): 

(5.3) 

where 

bG = plume radius following the Gaussian distribution at the exit; 

wm = centerline velocity following the Gaussian distribution at the exit; 

f3 = entrainment coefficient, measured experimentally in the range of 0.07-0.08. 
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The radius and velocity from the present top-hat profile are multiplied by ~ and 

2, respectively, to convert the values corresponding to the radius and velocity of the 

Gaussian profile. 

Reed et al. (2006) suggested that if the submerged buoyant jet impinges at an 

angle different from 90°, its velocity w can be replaced by W
111 

= ~Um w"' , in which U, is 

the magnitude of the axial velocity. For consistent formulation with the Gaussian profile, 

u/11 is given by um = 2 * .Ju 2 + v2 + w2 (where u 'v' and w are top-hat longitudinal, 

lateral, and vertical velocity components, respectively). 

The source strength measures the radial velocity, U,, in the surface flow at a 

radial distance, r , from the point where the plume emerges to the surface by the 

following expression (Fannelop and Sjoen, 1980; Reed et al. 2006): 

U = Ssr 
r 27lr 

(5.4) 

Akar and Jirka (1994) proposed a system of ordinary differential equations for 

modelling lateral spreading of the buoyant plume, which was solved by a fifth order 

Runga-Kutta method. Yapa et al. (1999) used the Akar and Jirka (1994) algorithms in 

modelling the surface plume. Yap a et a!. ( 1999) further assumed the impingement of the 

buoyant jet to be near horizontal if the angle between the submerged buoyant jet 

trajectory and the water surface (¢)is less than 45°, and near vertical otherwise. 

The current study uses the work of Fannelop and Sjoen (1980) in integrating the 

submerged buoyant jet model with the model for lateral surface spreading. The algorithm 
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for non-vertical impingement is also implemented as prescribed by Reed et al. (2006). 

Considering, U, = dr , the present work uses Equation (5.4) to determine the plume 
dt 

spread associated with the source strength. This results in: 

dr Ss1 -=-
dt 2nr 

(5.5) 

After solving this differential equation with the initial condition of r(O) = 2bG, the 

extent of the radial spread associated with the source strength can be given as: 

(5.6) 

where 

tsp =spill duration (s). 

The previous chapter has presented a methodology to model the fate and transport 

of an oil slick in a multimedia marine environment for a batch spill release scenario on 

the water surface. The current chapter adopts that methodology with minor changes to 

account for the fate and transport of an oil slick for an underwater oil and gas release 

scenario. A brief illustration of the methodology with proposed minor changes is 

presented below. 

b) Multimedia Oil Slick Modelling 

As compared to a surface spill, an underwater release causes a slick that will be 

wider and more dispersed. Once the radial spread source vanishes, the spreading of oil is 

governed by the surface tension-viscous regime. In the present work, the Fay (1969), 

Hoult (1972), and Waldman et al. (1972) spreading expression is revised in terms of the 
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change in area as a function of actual area. The other weathering algorithms (i.e., 

evaporation, emulsification, and natural dispersion) are the same as discussed in Chapter 

4. The governing equation of the area growth for the surface tension-viscous regime is 

revised as (see Appendix III): 

dAs = 0.256A I t J 

dt s 
(5.7) 

Fugacity level IV modelling (see Equations (4.12) and (4.13)) is employed to 

predict the fate and transport of oil in two bulk compartments (i .e. water and sediment). 

The water column concentration, Cw, is calculated using: 

(5 .8) 

where Z 2 is the fugacity capacity for water as defined in Table 4.2, and / 2 is fugacity of 

the water column. 

The temporal average concentration IS used for the predicted exposure 

concentration (PC), that is: 

1 T 

PC = - Jcw(t)dt 
To 

Finally, the exposure concentration ( EC) is given as (Sadiq et al. , 2003): 

EC = p*PC*BF 

where 

(5 .9) 

(5.10) 

p =probability of exposure, which is calculated by dividing the volume of the plume by 

the total volume in which fish are expected, and 
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BF = bio-available fraction (approximately 1 for chemicals having log of octanol-water 

partition coefficient less than five; i.e., logK0 w <5). Further details on the calculations 

of BF can be found in Clark eta!. (1990). 

c) Sensitivity and Uncertainty Analysis 

A mathematical model is an approximation of the actual process, and thus 

epistemic uncertainty 1s inherent in such a model. Uncertainty in input parameters 

(epistemic) and its temporal and spatial variability in the enviromnent (aleatory), also 

propagate uncertainty in the model results. In general, model uncertainties are not very 

significant in a well-tested physical model (CCME, 1997). 

Only the uncertainties associated with sensitive multimedia model input 

parameters are accounted for in the present analysis. The methodology of MacLeod et a!. 

(2002) is employed to identify the sensitive variables. In this context, an input variable is 

randomly sampled (while the other input parameters are fixed at their mean values) from 

the lognormal distribution characterized by the standard deviation ( 0'1 ) . Uncertainty in 

the input variable is propagated to model output by using 500 Monte Carlo simulations. 

The resulting output lognormal distribution with the standard deviation ( 0' 0 ) measures 

the sensitivity (S) of the input variable by the following expression (MacLeod et al. , 

2002): 

(5.11) 
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Generally, the standard deviation ( a ) of a lognormal distribution can be 

expressed in terms of a confidence factor (CF) by the following relationship (MacLeod et 

al., 2002): 

a= 0.5ln(CF) (5.12) 

The MacLeod et al. (2002) method assumes that the input and output distributions 

are lognormally distributed and the input variables are independent. The assumption of 

lognormal distribution is justified by reference to the central limit theorem. However, the 

presence of systematic errors may violate this assumption of the central limit theorem 

(Haimes et al., 1994). Sweetman et al. (2002) also used the MacLeod et al. (2002) 

approach in the sensitivity analysis ofthe level IV model parameters. 

Uncertainties in input variables are propagated in the weathering and level IV 

model using Monte Carlo simulations. Conventionally, the 951
h percentile of exposure 

concentration ( EC95%) is used in the risk estimation (Sadiq et al., 2003). 

The present work uses a bootstrapping technique to calculate the 951
h percentile 

response and the associated uncertainty. This involves sampling with replacement from 

999 data for k iterations. During iteration, the data points are sorted in ascending order 

and for the k th iteration, the EC95% value will be: 

(EC9s% t = EC<n+t>•o.9s 

where 

n = total number of data points; 

subscript (n+ 1 )*0.95 = number of the sorted data representing EC95% value. 
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The mean EC95% and its standard deviation are calculated from 10,000 bootstrap 

runs as recommended by Booth and Sarkar (1998). A macro written in Minitab software 

is used to carry out the bootstrapping procedure. 

5.3.2 Characterization of Ecological Effects 

A marine aquatic life is considered as an assessment endpoint subject to the 

availability of the data. To characterize long-term (chronic) response, a predicted no 

effect concentration (PNEC) is used as a criterion. A PNEC value is calculated using the 

methodology prescribed in section 5.2.2. Naphthalene LC5o data were obtained for 19 

species of 5 groups from the Pesticide Action Network (PAN) ecotoxicity website. The 

website includes aquatic toxicity results from the U.S. EPA AQUIRE database, which are 

presented in Table 5.2. The lowest 5111 percentile on the response empirical distribution 

function is considered as a PNEC, which represents the whole community. The lowest 51
h 

percentile ( PNEC5%) and the associated uncertainty are calculated using a bootstrapping 

procedure similar to that employed for EC95% . Sampling with replacement is done from 

19 PNEC data points for 10,000 iterations. Each time the data points are sorted in 

ascending order. The PNEC5% value will be: 

PNEC5% = PNEC<n+t)•o.os 

where 

n = total number of data points; 

(n+ 1 )*0.05 = number of the sorted data representing the 5th percentile of PNEC. 
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The mean PNEC5% and standard deviation are calculated from 10,000 bootstrap 

iterations. 

Group 
Table 5.2 Toxicity data for naphthalene 

Time (h) (LCsoMI.lg/L) • (LCso)4 (l.lg/L) .. PNEC+ (l.lg/L) 

Annelida 
Polychaete worm 96 3800 3800 38 
Crustaceans 

Blue crab 24 1980-3120 800.25 8 
Dungeness or edible 96 2000 2000 20 
crab 
Shortscale eualid 96 13900 13900 139 
Shrimp 48-96 2000-4000 2131 21.31 
Opossum shrimp 96 850-2000 1303.8 13.04 
Humpy shrimp 24-96 971-1290 635.06 6.35 
Brown shrimp 96 2500 2500 25 

Fish 
Pink salmon 24-96 890-1840 726.13 7.26 

Coho salmon, silver- 96 2100-11800 4978 49.78 

salmon 
Rainbow trout, 96 1600-6 100 3124.1 31.24 

Donaldson trout 

Sheepshead minnow 24 2400 772.7 7.73 

Molluscs 
Pacific oyster 48 110000 62416.7 624. 17 

Marine bivalve 24-96 57000-74000 36852 368.52 

Pouch snail 48 5020 2848.5 28.49 

Zooplankton 
Brine shrimp 24-48 83-12500 435.4 4.354 

Water flea 24-96 1000-17000 2339.5 23.395 

Calanoid copepod 24 3798 1222.23 12.22 

Protozoa 24-48 4011 7-43706 17900 179 

* LC50 at timet (source: PAN ecotoxicity website) 
** LC50 at 96 h exposure time (calculation details: Sadiq eta/., 2003) 
+PNEC= (LC50)J100 

5.4 Risk Characterization 

The risk quotient (RQ) is used to characterize ecological risk. The expression for 

RQ is given as: 
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RQ = EC9s% 
PNEC5% 

(5.15) 

The RQ critical value of unity means that 95% of the ecological community is 

protected 95% of the time. Quantifying the uncertainties of variables EC95% and 

PNEC5% (assuming lognormal variables), a probabilistic risk assessment is carried out in 

the current study. Using the reproductive property of the lognormal distribution it can be 

shown that RQ will also be lognormally distributed with the following parameters: 

f-L1n RQ = f-L1n EC95% - f-L1n PNEC5% (5.16) 

2 2 2 
O'ln RQ = O'ln EC95% + O'ln PNEC5% (5.17) 

Using the above parameters for the RQ distribution, I 0,000 random lognonnal 

samples are generated. Thus, for the i th iteration the risk is calculated as: 

RuJ = <I>(-1 
(ln(RQ(iJ)- XIII)) 

Sill 
(5.18) 

where 

<!>( •) = standard normal distribution function, N ~ (0, 1 ); 

X
111 

= average of the lognormally transformed data (2.85); 

S
111 

= standard deviation of the lognormally transformed data (1.74); 
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i = ith iteration (1-1 0,000). 

The values of X
111 

and S
111 

are obtained from the CHARM model user's manual 

(CIN, 2004). These values are calibrated to give an RQ value of unity at an acceptable 

risk level of 5%. The statistical rule for combining probabilities can be used to combine 

the risk estimates for a mixture of two stressors (Karman and Reerink, 1998). 

5.5 Case Studies 

To demonstrate the application of the proposed methodology, two different oil 

release scenarios are simulated. The first case includes a jet of liquid and gas mixture, 

and the second case simulates an oil jet with no gaseous mixture. The release depth for 

both cases is considered to be ~ 40 m (i.e. the release depth is within the wave-active 

zone) and the release duration is 30 min. The oil simulated is assumed to have the 

physicochemical characteristics of Hibernia oil (see Table 5.3). The values of 

parameters Po;/, T0 , and Tc for Hibernia oil are adopted from Bobra and Chung (1986). 

The oil dynamic viscosity value is taken from Environment Canada (1999). The gas is 

simulated using the physical properties of methane. The physical parameters used in the 

simulations of submerged buoyant jet modelling are presented in Table 5.4. 

For the oil and gas mixture release, the initial conditions are set using the power 

series solution suggested by McDougall (1978). These equations appear in Appendix IV. 

Yapa and Zeng (1997) also used the power series solutions in calculating the plume 

initial radius, velocity, and bubble fraction. 
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Table 5.3 Hibernia oil characteristics used in the weathering algorithms 
Oil characteristic Notation Value Unit 

Density at 15 °C and zero evaporation Poi! 
865.22 kg/m 

Dynamic viscosity at 15 °C J.L 13 cp 

Initial boiling point at zero evaporation To 420 K 

Gradient of the boiling point and fraction evaporation TG 596.4 K 

line 

Oil-water interfacial tension st 2000 dyne/m 

Oil temperature T 288(15) K (OC) 

Table 5.4 Parameters used in the submerged buoyant jet simulation 
Parameter Notation Value Unit 

Oil release rate Qoil Case 1 0.067 m Is 
Case 2 0.556 

Initial radius bo Casel Power series solution 
Case2 0.25 

Gas release rate Qgas 0.33 Nm3/s 

Gas to oil ratio GOR 5 

Angle between jet trajectory and ¢ 1.57 rad 
horizontal plane 
Jet angle with respect to x-axis B 0 rad 

Ambient oil concentration en 0 ppm 

Ambient water temperature Ta 15 oc 

Initial plume temperature T 60 oc 
Ambient salinity s a 35 ppt 

Initial oil concentration c 1000 ppm 

Wind speed w 4.1 7 m/s 

Average current speed un O.Ql8 m/s 

Depth of release d, 40 M 

Spill duration tsp 30 min 
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For the oil jet with no gas, the jet diameter is set equal to the rupture size and the release 

velocity is calculated using the continuity equation for steady state flow. The numerical 

scheme for the governing equations is presented in Appendix V. 

In modeling the weathering processes, the initial values for both the fraction 

evaporated and the fraction of water content in the slick are considered to be zero. 

Allowance is made for the loss of oil volume as a result of evaporation and natural 

dispersion. The oil volume entrained into the water column due to natural dispersion is 

used to calculate the oil volumetric flow rate. The emission rate/2 (t) is calculated using 

Equation ( 4.20). The source strength lifetime for radial spread is approximated by a leak 

duration of 30 min. This radial spread as measured by the lateral spread plume modelling 

is used to calculate the initial slick area for the simulations of weathering processes. The 

initial oil volume over this slick area is calculated by multiplying the oil volumetric flow 

rate with the release duration. 

Naphthalene is used as a representative stressor. It is assumed that the oil droplets 

remain in the water column and deposit to the sediment only after attaching to suspended 

solids within the water phase. 

Alaee et al. (1996) reported Henry's law constant (H) values for naphthalene at 

various temperatures (ranging from 9.2 to 34.8 °C), corresponding to the average ocean 

salinity of 35 parts per thousand (ppt). The current study uses their data in developing the 

following dimensionless Henry's law constant ( H' ) expression using the linear 

regression (R2 
= 0.99): 
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ln(H') = 10.972-
4365

·
6 

T 

where 

T = ambient temperature (K). 

(5.28) 

The above expression is used to calculate the Henry's law constant at 15 °C (288 

K), which is later used as a point estimate in the simulations. The other physicochemical 

data and the associated sensitivity are provided in Table 5.5. The data for the 

environmental multimedia variables used in the level IV fugacity-based model are 

provided in Table 5.6. The sensitive parameters that significantly contribute to 

uncertainty in the water column concentration are used as variables. The sensitive values 

are also reported in Tables 5.5 and 5.6. 

Table 5.5 Physicochemical properties of naphthalene used in the simulation 
Parameter (Unit) Notation Value CF Sensitivity Input 

S T e 

Molecular weight (g/mol) MW 128.2 
PE* 

Henry's law constant@ 15°C- water 
salinity 35 ppt (Pa·m3·mor1

) 

H 36.4 
PE 

Logarithmic value - octanol-water log Kow 3.35 
PE 

partitioning coefficient 

Reaction rate constant water (h.1
) 2.89 X 10·3 3 0.01 PE 

k2 

Reaction rate constant sediment (h.1
) 1.93 X 10·4 3 0 PE 

k4 

Sediment-water phase effective 1.91 X 10·6 3 0 PE 
B wx 

diffusivity (m2/h) 

* Point estimate 
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Table 5.6 Environmental multimedia 2arameters used in level IV fugaciti:-based model 

Parameter (Unit) Notation Value CF Sensitivity Input 
T e 

Depth water (m) hw 100 PE* 

Volume fraction suspended solids in 5x10'6 3 0.5 V** 

water 
vs 

Volume fraction biota in water v6 1x10·6 3 0.018 PE 

Organic fraction suspended solid ¢s 0.2 1.5 0.6 v 

Organic fraction biota ¢6 0.05 1.5 0.02 PE 

Density suspended solids (kg!m3
) Ps 1500 1.5 0.6 v 

Density fish (kg!m3
) P6 1000 1.05 0.02 PE 

Advection rate water (m/s) UA O.oi8 1.5 0.95 v 

Deposition rate suspended solids (m/h) Uos 5x10'7 1.5 0.002 PE 

Depth sediment (m) hs 0.05 1.5 0 PE 

Diffusion path length in sediment (m) 115 = 0.5h5 
0.025 1.5 0 PE 

Density sediment (kg!m3
) P4 2500 1.5 0 PE 

Volume fraction sediment solids 0.37 1.1 0 PE 
v7 

Volume fraction pore water 0.63 1.1 0 PE 
Vg 

Organic fraction sediment ¢4 0.04 1.5 0 PE 

Re-suspension rate sediment (m/h) URS 2x10·7 3 0 PE 

Burial rate sediment (m/h) UBur 3.4xl0·8 3 0 PE 

*Point Estimate 
**Variable 

5.6 Results and Discussion 

It is assumed that a near vertical buoyant jet releases from the riser. The bubbles 

occupy the inner core of the plume. The simulated plumes take less than 1 min. to reach 

the surface from the release depth of 40 m. Therefore, a quasi-steady state assumption of 
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ambient flow is reasonable in the present study. The results of the underwater steady-state 

release of an oil and gas mixture simulations are presented in Table 5.7. 

The change of the plume element velocity at the exit with respect to the initial 

velocity is approximately 64% for the oil and gas mixture. This change is 76% for the oil 

jet with no gaseous mixture. The presence of gas makes the plume element move faster in 

the vertical direction as expansion of the gas increases the buoyancy. Thus, the velocity 

deficit is lower for the oil and gas mixture release. 

The velocity, radius, and concentration profiles obtained from the top-hat model 

are shown in Figure 5.6 for the bubble plume and in Figure 5.7 for the oil plume. In 

Figure 5.6(a) a small increase in the velocity is observed at a height of ~ 37 m (i.e. near 

the water surface). This velocity increase is a characteristic of a bubble buoyant jet and is 

due to the buoyancy increase because of the expansion ofbubbles caused by the decrease 

in pressure (Fannelop and Sjoen, 1980; Yapa and Zheng, 1997a). No such velocity 

increase can be seen for an oil jet (see Figure 5.7a). In Figures 5.6(b) and 5.7(b) the 

radius of the buoyant jet element increases while rising to the surface. During the journey 

of the buoyant jet through the water column ambient fluid entrains into the jet element 

resulting in a decrease in oil concentration, with the minimum concentration at the 

surface; see Figures 5.6(c) and 5.7(c). The oil slick radius and exit surface velocity of the 

top-hat profile are converted to the corresponding radius and velocity of the Gaussian 

profile to calculate the source strength for the lateral plume spreading for both cases. 
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a e . T bl 57 0 utput o f h b t e su merge db 1 . uoyant Jet s1mu ahon 
Parameter 

Centerline velocity following the Gaussian 
distribution at the exit 
Plume radius following the Gaussian distribution 
at the exit 
Ratio of surfacing concentration to initial 
concentration 

Source strength 

Area of spill due to source strength 

*Oil and gas mtxture release scenano 
**Oil release scenario with no gas 
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Figure 5.6 Simulation results of the submerged oil and gas mixture buoyant jet modelling 
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Figure 5.6 Simulation results of the submerged oil and gas mixture buoyant jet modelling 
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Figure 5.7 Simulation results of the submerged oil buoyant jet modelling with no gas 
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Figure 5.7 Simulation results of the submerged oil buoyant jet modelling with no gas 

As mentioned earlier, naphthalene is used as a representative stressor in the 

present study. The concentration of naphthalene in a typical crude oil is approximately 

1000 ppm (Neff, 2002). The ratio of surfacing plume concentration to initial 

concentration, C , from the bubble buoyant jet simulation is 9 .2x 104
. This ratio is 

co 

6.2x 1 o-3 for the oil jet. This results in a naphthalene concentration in the surface oil slick 

of 0.92 ppm ( ~ 0.007 mol/m3
) and 6.17 ppm ( ~0 .04 mol/m3

) for the bubble plume and oil 

plume, respectively. 
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The oil loss due to evaporation and natural dispersion processes, oil spreading, 

chemical emission, water column concentration, and pore water concentration profiles are 

shown in Figure 5.8. For the sake of demonstration, the point estimates of 

physicochemical and multimedia environmental data are used to obtain these curves for 

the oil and gas mixture scenario. The slick growth ceases as its thickness reaches 0.01 em, 

resulting in a final area of 7.01x105 m2 at 7.25 h (see Figure 8a). The decrease in oil 

volume is shown in Figure 5.8 (b). Initially, the volume of oil slick lost is primarily due 

to the evaporation process. At an elapsed time of 24 h since the oil has surfaced, 81% of 

the total volume lost is due to the evaporation process. The dispersion-emulsification 

formulation eventually drives the residual oil into the water colunm, thus giving the 

surface slick a finite lifetime of approximately 174 h. 

During the growth period, the water concentration profile follows the shape of the 

emission curve in Figure 5.8(c). Once the growth has ceased, the concentration increases 

without an increase in the emission rate. A residence time analysis could explain this 

peculiar behavior of the concentration profile. In Chapter 4 it has been shown that 

advection and growth are the most important transport processes. The early cessation of 

growth transport causes the concentration increase in the simulations. The rise in 

concentration eventually stops due to the constant decrease in the emission rate (see 

Figure 5.8c). A simulation that includes predefined fixed dimensions of a water 

compartment results in the concentration profile having only one peak (see Figure 5.8d). 

Thus, the two peaks in the concentration profile are attributed to area growth in the 

simulations. 
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The water column and pore water concentration profiles are shown in Figure 

5.8(e). The water compartment shows a rapid decrease of its burden after the chemical 

input is stopped. The response of the sediment compartment to the chemical emission is 

slower than that of the water compartment. The magnitudes of water column 

concentrations are higher than the pore water concentrations (see Figure 5.8e). Thus, 

water column concentrations are used in the exposure analysis. 

Two averaging time periods of 96 h and 200 h are used to calculate EC . The 

probability of exposure is considered to be unity. As naphthalene log K 0 w < 5, so BF is 

also considered to be unity in Equation (5.10). A bootstrapping method as explained in 
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section 5.3.1 is used to calculate EC95% . Both the shorter and longer averaging times give 

EC95% values of the same order of magnitude (Table 5.8). The EC95% value averaged 

over 96 h is considered as the representative exposure concentration. A bootstrapping 

method is also employed to calculate PNEC5% , as described in section 5.3 .2. The 

uncertainty is reported as standard deviation (SD) and coefficient of variation (CV) in 

Table 5.8. The uncertainty associated with PNEC5% is higher than the uncertainty 

in EC95% estimates. The reason is that only 19 data points are sampled in bootstrapping for 

the calculation of PNEC5% , whereas 999 data points are used for the calculation of EC95% 

estimates. 

Equations (5.16) and (5.17) are used to calculate the point estimate and standard 

deviation for RQ and the results are reported in Table 5.8. From the RQ lognonnal 

variable, 10,000 samples are generated and for each sample point the risk is estimated 

using Equation (5.18). The risk associated with naphthalene for the oil and gas mixture 

release scenario is practically zero. The cumulative frequency of risk and frequency 

distribution function for the oil buoyant jet release case is shown in Figure 5.9. The 

median risk (50 111 percentile) for the oil release (case 2) is approximately 21.7 per trillion 

with 95% lower (LCL) and upper confidence levels (UCL) of 21.3 per trillion and 22.1 

per trillion, respectively. The 95th percentile risk and associated 95% confidence 

intervals are reported in Table 5.8. A positive skewness in the risk data is representative 

oflognormal distribution (Equation (5.18)). 
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Table 5.8 Risk characterization- results of two case studies 

Parameter Symbol Distribution Mean* SD CV 

Predicted No Effect 
Concentration, 5th 
percentile 

Exposure 
Concentration, 95th 
percentile 

Risk Quotient 

P'N'r:C Lognormal 
.D 5% 

Lognormal 

RQ Lognormal 

50th Percentile 

(95% LCL, UCL) 

95th Percentile 

(95% LCL, UCL) 

*All concentrations are in J-lg/ L 
+Oil and gas mixture release scenario 
++Oil release scenario with no gas 

5.22 1.25 0.24 

Case 1+ 

96h 6.32x l0-5 8.72x lo-7 0.014 

200h 5.47x lo-5 4.73 x lo-7 0.009 

Case 2++ 

96h 5.l x l0-4 3.83 x lo-6 0.008 

200h 6.10x l0-4 4. l x l 0-6 0.007 

Case 1+ 

1.13x l0-5 2.7x lo-6 0.24 

Case 2++ 

1.04x l0-4 2.53x 10-5 0.24 

21.7 

(21.3,22.1) 

108.4 

(1 05.2, 111.6) 
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Chapter 6 

Conclusions and Recommendations 

The research conducted in the current study has quantified the structural and 

ecological risks associated with failure of a rigid marine riser. This chapter presents a 

summary of the conclusions drawn from this work. Recommendations for future research 

are also provided. Finally, the novelty of the completed research is described. 

6.1 Summary and Conclusions 

It is concluded that the present study gives a holistic v1ew of an integrated 

methodology that quantifies the structural and ecological risks of a marine riser. The 

methodology for riser fatigue reliability design was discussed in detail in Chapter 3. This 

study concludes that the non-linearity associated with Morison-type wave loading can be 

effectively accounted for in the expected fatigue damage by using a ratio of non-linear to 

linear response. Approximate formulae, which have already been successfully tested in 

the time domain analysis, are very time-efficient in calculating the fatigue life of a riser. 

They become more attractive for dynamic response modelling when the associated 

uncertainty is accounted for in reliability based design. 

To perform probabilistic fatigue analysis for a riser, uncertainties were studied for 

both stress and resistance. Stress uncertainty arises due to scatter in S-N curve data and 

the random variable that quantifies modelling error. Uncertainty in the strength arises due 

to modelling error associated with Miner's rule. These uncertainties are well documented 

in the literature and are assumed as lognormally distributed. The lognonnal quantification 

133 



of uncertainty results in the formulation of a closed form solution. The closed form 

solution is particularly useful in swift calculations of 'notional' failure probability ( P1 ). 

The behavior of the hazard rate function of lognormal distribution is rationalized 

for predicting fatigue life. It has been shown that the hazard function increases in the 

fatigue failure regime and begins to decrease far away from the failure regime. 

In addition to the closed form solution, a simulation method was also used to 

study the problem. Instead of using the direct Monte Carlo simulation, a simple algorithm 

was used to avoid a large uncertainty associated with the small P1 values and a small 

number of simulations. 

The proposed methodology was applied to evaluate fatigue reliability of a multi­

bore riser for a floating production system. In simulations, nine sea states were used in 

terms of the significant wave height; the associated average time period and other wave 

characteristics were calculated using the Pierson-Moskowitz spectrum. The 

service/fatigue life for the riser in the demonstrated example was calculated as 39 years at 

an acceptable reliability index of 2. 

A fugacity-based methodology was presented in Chapter 4 to predict the oil fate 

for a batch spill scenario on the sea surface. In the proposed methodology, the oil 

weathering processes were coupled with a level IV (dynamic) fugacity-based model. A 

two-compartment system, namely, water and sediment, was used to explore the fate of oil 

in a marine environment. The application of the methodology was presented by a case 

study involving a Statfjord oil spill scenario. The study showed that the water 

compartment response to the chemical input was faster than the sediment compartment 
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because the advection process was the dominant process and was only present in the 

water column. The residence time analysis supports the conclusion that advection was the 

most important transport process with the lowest residence time of 5 h. The water 

column concentrations were observed to be higher than the pore water concentrations. 

The fugacity-based oil fate methodology was extended to account for an 

underwater release of contaminants (oil/gas mixtures) from a broken riser. The developed 

exposure assessment methodology accounts for the hydrodynamics of an underwater 

blowout, weathering processes, and a fugacity-based multimedia fate of oil. Exposure 

assessment in a complex marine environment is a challenging task. The developed 

methodology provides a step toward handling this complex exposure assessment problem. 

Although mathematical models used in the current assessment methodology have been 

validated elsewhere with experimental data, the models along with specified assumptions 

are simple approximations to the oil fate in a real environment. 

The diversity of marine life makes ERA even more challenging. The toxic data 

available for the organisms of an ecosystem were considered as representative of the 

whole system and were utilized in the characterization of ecological effects. Uncertainties 

accounted for the exposure and effect analyses provide the probabilistic basis for the risk 

characterization. 

Two case studies of practical importance were presented to demonstrate the 

application of the methodology. The first case included an oil/gas mixture release from 

the riser. The second case simulated the oil release with no gaseous mixture. The release 

duration was considered as 30 min for both cases. The oil surfaced and remained 
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unignited in the simulations. The source strength measured the extent of the radial spread 

of the surface slick for the 30 min release duration. This extent of lateral spread was used 

as an initial condition in the oil weathering simulations. The oil quantity released in case 

1 was approximately 13% of the oil quantity released in case 2. 

Initially, the volume of oil slick lost was governed by the evaporation process; 

however, dispersion-emulsification formation then drove the leftover oil to the water 

column. A fugacity-based level IV model was employed to model the oil fate in the water 

and sediment compartments. Naphthalene was considered as an indicator to carry out the 

ERA. In case study 1, the calculated risk is essentially zero, whereas in case study 2 the 

951
h percentile of risk was approximately 108 x 10-12

. 

6.2 Recommendations 

Based on this research, the following recommendations are suggested for future 

research: 

1. The present research dealt with a risk assessment framework including structural 

and ecological risks associated with the failure of a rigid marine riser. The results 

of the risk assessment should be combined with a decision-making process for 

effective design of a marine riser. 

2. The fatigue analysis in this study was based on Morison-type wave loading. 

However, it may be useful to include vortex-induced vibrations in the fatigue 

analysis. The reliability-based approach then can be utilized in predicting the 

design life. 
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3. Approximate formulae have been utilized in modelling the dynamic response of a 

vertical marine riser. The approximate formulae of main statistical parameters of 

random response for a steel catenary riser can also be established. Such an 

analytical formulation will be an effective and time efficient dynamic approach 

for reliability based design. 

4. The proposed methodology for multimedia fate modelling should be validated 

through laboratory and/or field data. 

5. With the availability of new data, more organisms may be included in developing 

the stressor-response relationship for an ecological risk study. 

6. The exposure analysis was performed only for an indicator pollutant, naphthalene, 

in the water column and pore water. A chemical specific approach can be used to 

measure the concentration of other hydrocarbons present in the oil. The overall 

ecological risk of different chemicals can be combined assuming independent 

probabilities (as done in the CHARM model). In addition, oil can be used as a 

'mixture of compounds' and its toxicity as a whole can be used to estimate 

ecological risk. A risk estimate associated with a mixture of various hydrocarbons 

would perhaps be more meaningful from a decision-making viewpoint. 

7. The parameter of fish migration rate is important in estimating the probability of 

exposure to the contaminants. The current study has assumed a conservative value 

of unity for this parameter in the calculations of exposure concentration. However, 

when more information becomes available about fish migration rates, it can be 

utilized for more realistic estimates of exposure probabilities. 
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8. Secondary effects, such as an increased mortality of predators due to the 

consumption of affected marine life, could be included in the ERA study. 

9. Unlike drilling waste discharges, where a contaminant discharge is one of the 

routine offshore procedures, contaminant loss from a riser is an accidental event. 

This accidental event may pose an acute human health risk due to the 

consumption of contaminated seafood. Thus, the current study may be extended 

to human health risk assessment. 

10. The fire and explosion risks to an offshore production platform also need to be 

quantified in addition to ecological risk in case of an ignited oil release. 

6.3 Statement of Originality 

The novelty of the present work can be viewed from the following perspectives: 

1. The integrated risk assessment approach provides a holistic view that is 

essentially needed for the improved design and operation of a marine riser. 

2. The proposed reliability-based methodology bridges the gap between simple 

design models based on a factor of safety approach, and time consuming and 

computationally extensive numerical models. 

3. By quantifying uncertainties with a lognormal distribution in stress and strength, a 

closed form failure probability expression has been derived in Equation (3.43). 

The derived expression is essentially equivalent to the Wirsching (1984) time-to -

fatigue failure lognormal format. 

4. Non-stationarity and the deviation of peak response from the Rayleigh 

distribution are accounted for in the expected fatigue damage expression. 
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5. The validity of a lognormal format in calculating time to fatigue failure is 

discussed. It was proved that the hazard rate function kept on increasing during 

the fatigue failure regime. 

6. Although in the past a fugacity-based approach was employed in modelling the 

distribution of hydrocarbons in a marine environment from the perspective of 

drilling waste discharges, the fugacity-based approach was not utilized for an oil 

spill scenario. In the current study the fate of a highly concentrated oil slick is 

modelled using the weathering algorithms. A fugacity-based approach is utilized 

in the multimedia fate modelling of low-concentration oil fractions that enter into 

the water column from the oil slick due to one of the weathering processes­

natural dispersion. 

7. Unlike a conventional fugacity-based approach, the growth of the water 

compartment is allowed to account for an oil spreading mechanism (Equations 

4.15 and 4.16). 

8. Generalized residence time expressions for the advection, growth, and inter­

media transport processes are derived. 

9. A new methodology has been developed to characterize the chemical exposure to 

marine life associated with an underwater oil and gas mixture release from a 

broken riser. In this context the hydrodynamics of the underwater mixture release 

are combined with weathering and fugacity models. A general expression to 

calculate an initial oil slick spread due to an underwater oil release from shallow 

to moderate depths is developed and presented in Equation (5.6). 
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10. A conventional area growth equation for the surface tension-viscous regime has 

been revised in terms of the change in area as a function of actual area. This new 

convenient form of the area growth expression is combined with other weathering 

algorithms in a set of differential equations. Finally, the developed methodology 

for exposure analysis is incorporated in the U.S. EPA ecological risk assessment 

framework. 
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Appendix I 

Selected Properties of a Lognormal Distribution and Hazard Rate 

Function 

If k independent lognormal variables X; , with parameters JL; and CY; , are 

multiplied such as: 

k 

T = [lb.X ~; 
I I 

(A 1.1) 
i= l 

then Twill also follow the lognormal distribution, by virtue of the reproductive property 

of the lognormal distribution, with the following parameters: 

k k 

JL = ,L)n(b;) + L:a;JL; (A 1.2) 
i=l i=l 

k 

2 "' 2 2 CY = L....J a; CY; (Al.3) 
i=l 

where 

JL = mean of a lognormal distribution 

CY
2 = variance of a lognormal distribution 

a; = constant 

b; = constant 

The mean JL; (X) , variance JL2 (X) , and coefficient of variance cv(X) , of a 

lognormal variable (X) can be given respectively by: 

(A 1.4) 

152 



(A 1.5) 

cv(X) = ~exp(o-2 ) -1 (A 1.6) 

A well fitted statistical distribution with the life data of a product can be used to 

model the time to failure. In this context, the hazard function becomes a unique and 

significant characteristic of a life model. The hazard function expresses the conditional 

likelihood of failure during the time interval t to t + dt as dt ~ 0, mathematically: 

P( T < d I T ) 
P(t < T ~ t + dt) 

t < - t + t > t = ---''----------'-
P(T > t) 

(A 1.7) 

The condition in the above expression is that the failure has not occurred prior to time t. 

The conditional probability equation can also be written as: 

(A 1.8) 

and 

(A 1.9) 

where 

f r = failure probability density function 

Re = reliability function 

The possible general shape of h(t) for the structure wear is given by a "bathtub 

curve" (see Figure A 1.1 ). The bathtub curve is comprised of three regimes: i) bum-in, ii) 

useful life, and iii) wear-out. 
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Bum-in failure is characterized by decreasing failure rate. This kind of failure is 

observed during the early life of the structure and is caused by manufacturing defects, 

poor quality control, etc. The useful life regime is characterized by constant failure rate 

and failure occurs at random during the useful life of the structure. The wear-out region is 

characterized by increasing failure rate. It corresponds to the end of the structure's life 

due to degradation processes (such as fatigue, corrosion, etc.). 

If the lognormal distribution is advocated as a life model, then substitution of the 

lognormal probability density and reliability functions into Equation (A 1.8) yields the 

following expression: 

_1 ¢(ln(t) - f.J) 
h(t) = ((J' (J' 

<I>(_ ln(t~-p)) 

Bum-in 
period Useful life 

period 

Time 

Wear-out 
period 

(A 1.9) 

Figure A 1.1 Typical variation of hazard function with age of structure--a bathtub curve 
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Appendix II 

Implementation of Special Functions in MA TLAB 

The implementation of special functions used in Equations (3 .18) and (3 .46) in 

MA TLAB is discussed here. Equation (3 .18) involves three functions: Gamma function, 

r(x); lower Gamma function, y(a,x); and upper Gamma function, r(a,x). The Gamma 

function r(x) is prescribed mathematically as: 

00 

r(x) = Jt<x-l) exp( - t)dt 
0 

(A 2.1) 

It is calculated in MATLAB by calling the built in function 'gamma (x)'. The lower 

Gamma function y(a,x) can be given as: 

X 

y(a,x) = Jt <a-l) exp(-t)dt (A 2.2) 
0 

The function y(a,x) is implemented in MATLAB using the function 'gammainc (x,a)'. 

The gammainc (x,a) is defined as: 

X 

gammainc(x,a) = 1 I gamma(a) * Jt <a-l) exp(-t)dt 
0 

Therefore, the MATLAB coding for calculating y(a,x) is: 

L = gamma(a)*gammainc(x,a) 

where L represents lower gamma function. 

Finally, the upper gamma function r(a,x) can be implemented in MATLAB as: 

U = gamma(a)*L 

where U denotes upper gamma function. 
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(A 2.3) 

(A 2.4) 

(A 2.5) 



For the lognormal distribution the probability of failure in Equation (3.46) is calculated in 

MATLAB using the error function (erf) as follows: 

1 [ [ ln b - Jl . Jl pf =- l+erf Int. 

2 (]" . .fi 
Int. 

(A 2.6) 
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Appendix III 

Area Growth for the Surface Tension- Viscous Phase 

The radius of a spill ( Rs) in the surface tension-viscosity phase is given as (Fay, 

1971; Hoult, 1972; and Waldman et al., 1972): 

where 

s
1 
= oil-water interfacial tension [N/m] 

p =density of sea water [Kg!m3
] 

v = kinematic viscosity [ m2 Is] 

t=time[s] 

I 

s 2 - - ~ 

( J

- I 

; v 4 = 0.094 (m!s3 ~) (Fannelop and Sjoen, 1980) 

Equation (A 3.1) becomes: 

3 

Rs = O.l5(m/ s314 )t4 

(A 3.1) 

(A 3.2) 

where the constant 0.15 has dimensions of (m/ s314
). The dimensions of a constant 

warrant a dimensionally homogeneous equation. 

The area of a circular spill is: 

A,~ i O.IS(m/ s31')t~ J' (A 3.3) 
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3 

As = 0.0707(m 2 I s 312 )t2 

The rate of change of the slick area is prescribed as: 

or 

[ ~' r ~ 0.0012(m6 I s912 )t~ 

or alternatively, 

[ ~' r ~ O.Ol68(m' Is'{ 0.0707(m
2 I s 3 12 )t~ J 

(A 3.4) 

(A 3.5) 

(A 3.6) 

(A 3.7) 

The bracket term on the right hand-side of the above equation is the slick area as given by 

Equation (A 3.4). 

[ d:: r ~ O.Ol68(m' I s 3 )A, (A 2.8) 

Finally, the spreading expression in terms of change in area as a function of the actual 

area is expressed as: 

dAs = 0.256(m 413 I s)A i 
dt s 

(A 3.9) 
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Appendix IV 

Initial Condition for a Bubble Jet 

McDougall (1978) prescribed the following expressions to calculate the initial 

radius ( bo) and vertical velocity ( W
0

) of a bubble j et: 

~(- 0.04609 + 0.00003131A -1 )+ ... 
H 

I 2 

( )- ( )-1 z 3 z 3 

(

AHJJ 1.99 - 0.3195 _o +0.06693 - 0 + 
W

0 
= wb(/32 + l )a

0
Z

0 
- AH AH 

zo ~(0.4536 - 0.0105A -')+ ... 
H 

H = water depth+ 10.2 [m] 

(A 4.1) 

(A 4.2) 

(A 4.3) 

(A 4.4) 

in which subscript 'o' corresponds to initial values, a
0 

= initial shear entrainment 

coefficient (a value of 0. 083 is used after Y apa and Zheng, 1997), z o = vertical coordinate 

of a point close to the source ( = 0.025H ), Pa = atmospheric pressure, and the remainder 

of the parameters are as defined in Table 5 .1. 

McDougall (1978) used the Gaussian profile in developing the equations that 

calculate the initial values of radius and velocity. For the Lagrangian modelling approach, 

the initial radius and velocity values obtained from the Gaussian profile are converted to 

the equivalent top-hat radius and velocity profiles as explained in Chapter 5. 
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.---------------------- -- --

The initial bubble fraction ( & o) within the bubble core IS calculated by the 

following expression: 

(A 4.5) 

Similarly, for the initial oil fraction ( f o) in the liquid part: 

(A 4.6) 

the parameters used in Equations (A 4.5) and (A 4.6) are defined elsewhere in Chapter 5. 
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Appendix V 

Finite Difference Discretization 

Mass 

(A 5.1) 

(A 5.2) 

Temperature, salinity, concentration and density 

m,<k/(kl + 11m,<k/ a- P aK21lh<kl (J<kl- f a)!1t 
/<k+tl = - .:.....:....-'-'-----'---'---------'---=---'-'----

m ,<k+tl 

(A 5.3) 

(A 5.4) 

(A 5.5) 

Velocities (momentum equation) 

horizontal 

(A 5.6) 

lateral 

(A 5.7) 

vertical 

(Pn -p,J (Pa - pbJ mt(k+t)g + mb(k+t)g 
p, (k+tl P b <k+tl 

w(k+IJ = -------''---'----'--------'-____;__ _ _ _ 
mt(k+t) 

(A 5.8) 
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Thickness and radius 

m,<k+l ) 

Location and orientation 

w ¢, = tan - 1 {k+l) 

(k+l) ~( 2 2 ) 

()k+l = tan - I v k+l 

u k+l 

u(k+l) + v(k+l) 

2 2 2 
u (k+l) + v(k+l) + w(k+l) 

(A 5.9) 

(A 5.10) 

(A 5.11) 

(A 5.12) 

(A 5.13) 

(A 5.14) 

(A5.15) 

(A 5.16) 

(A 5.17) 
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