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Abstract

Numerical simulations of stagnation region heat transfer for laminar and turbulent
freestreams have been performed using a commercial CFD code CFX-TASCflow. Prior
to the stagnation region simulations, some classical flow problems were solved to
validate the CFD code and evaluate the different turbulence models. Simulations were
performed for flow in a square driven cavity, laminar and turbulent boundary layers on a
flat plate and flow over a backward facing step. The simulation results are in good
agreement with previous simulation results, experiment and theory. The simulations of
stagnation region heat transfer with a laminar freestream are performed at Reynolds
numbers ranging from 6.5x10° to 6.5x10°. The laminar freestream simulations were
performed to obtain an appropriate grid structure and simulation parameters. The laminar
simulation resuits are in good agreement with results of Rigby and VanFossen. The
simulations for a turbulent freestream are performed at Reynolds numbers of 1.3x10%,

5x10* and 1x10°, turbulence intensities of 1%, 3% and 5% and the ratio of integral length

scales to leading edge diameter (1. D) of 0.4282, 0.5709 and 0.7136. The &-¢ turbulence

modei proposed by Kato-Launder is used for the simulation. The heat transfer results
from the simulations are compared with the empirical solution of VanFossen, et al. The
heat transfer increases with Reynolds number and turbulence intensity, and decreases

with integral length scale.



Acknowledgement

[ would like to thank the Indonesian Government for providing financial support for my
period of study at Memorial University of Newfoundland from May 1998 until August

2000.

My gratitude also goes to my supervisors, Dr. Chan Ching and Dr. Neil Hookey. The
frequent discussions with Dr. Ching have helped me understand the phenomena of
turbulence and in finishing my thesis. I also wish to thank Dr. Ching for providing the
CFD code TASCflow during my research. Special thanks to Dr. Hookey for his
suggestions and consultations that have helped me in understanding CFD and in finishing

my simulations.
My thanks to N. Aung for discussions and providing the experimental results. I would
also like to thank David Press and Philip van Ulden for their help in installing and

providing access to the CFD code.

Finally, my heartfelt gratitude to my wife Letina, and my sons Azhar and Burhan who

will always shine my heart.

ii



Table of Contents

ABSTRACT 1
ACKNOWLEDGEMENT 1l
TABLE OF CONTENTS 1)1
LIST OF FIGURES Vi
LIST OF TABLES X1
LIST OF SYMBOLS X1
GENERAL .....oue veteererscseeeerissessseoesessassenssesessssssnssssssssssssanssssssnsssessssaesnesssssssusnssesssssesssnsens Xn
GREEK SYMBOLS ....cvvvueeeeerecseriessomsemmsssmsssssssnsssssssstssnsssassesssesssseassssssenssssessssonsessssonssesnnen XIv

1. INTRODUCTION 1
1.]. BACKGROUND..........cueeeeeeessacrnsasesseasssssressssasssonsonssssssessessssssssessosssesesssessnsessassss ssnons 1
1.2. PURPOSE OF STUDY....ccccveereeecrssnreosssessssssssessossonsssesssssesssasssssssesssssssssssssrsossessmsessssesnen S
1.3. OUTLINE OF THESIS ...cuceeteeecerenrerersocsesssnsnocessssassesssssssesessss tereraeneronnerentnstan 6

2. THEORY 8
2.1. GOVERNING EQUATIONS...c.cceeeeerercunermnnmncessoonees ceeteesessnssanssosessssrssssssessasasans 8
2.1.1 Instantaneous Equationss............ccccceceruveresenance 8

iii



2.1.2. ReYNOIdS AVEIAZINE.........ccocerinreariennrsossarsosscsssonesssssosssesessosssstosenessnsnsossasanses 10

2.1.3. Reynolds-Averaged EQUAtIONS.........c...ocveeercrmnnnminsenescscosecssonsesessassacssessesnnes 11
2.2. TURBULENCE MODELING.....c.cccttccrasncassssassanneesesmsaesessensosssessnnasecessasassasssssssonsesssnns |
2.2.1. Classification of Turbulence Models...........ccouevrriricrnicsennniireceenrccesrsrcnenne 12
2.2.1.1. Algebraic Model ... 13
2.2.1.2. Turbulence Energy equation model............oermeioinninircinceeneen. 14

2.3. TURBULENCE MODEL FOR FLOW NEAR A SOLID WALL .....cuuverrernieirsnssieniscssesnnnes 20
2.3.1. Standard Wall FUNCLION .........ccoeriemneiiriceiciincnnsnenenesnnarsssesssessssssnsssssnonsennes 21
2.3.2. Two-Layer Turbulence Model ...t e 23
2.4 NUMERICAL METHODS .....cccottiiiiiciiiinrsnsescsossssssnsensassssssssessossosssssossssssssssossssssossassones 25
2.4.]1. Discretization SChEMES.............coeivimiriniremisiinsssssisiessincosissssssnssessssessssessnss 25
2.4.2. Co-located Method...........ccviieunmecieisnesecsssiseisnnssnsnessissnssss sossssssessonsossasasens 29
2.4.3. The linear SOIVET ........oiivimmiiinsmnennmnnsinnssiisinesnisissssssenssssssssesssnssssessasssonss 30
2.4.4. CFX-TASCflow SOftware SYStemM...........ccceeveersrenssserscssansansossasessosscesssnsassnns 33

3. SOFTWARE VALIDATION 40
3.1. FLOW IN A SQUARE DRIVEN CAVITY ....cueouriterminsneenesemnssenssmsenssssassnesnssnsenenss 40
3.1.1. Problem DefiMition..........ccocveemiinssiiemserennscincssnecissesssmesnsssnsnssssessossanssonsene 40
3.1.2. Flow simulation .... reeesbasstessesssesssesssessie s tesettenessanesaseaneteses 41
3.1.3. DiSCUSSION Of TESULLS .....commeneicceiitiieen it ttnccrestcsces s sest s eensassesassesssnasnesss 42
3.2. BOUNDARY LAYER ON A FLAT PLATE ...coouiiicriinreceinnncnnensisinsnssssssssssssssrsssssnensons 43
3.2.1. Problem Definition..............cuc........ rrrsessesessatetasesnsensasessssssasnsnisses 46

12



3.2.2. FlOW SIMUIALION .......cueureeeeneniieneisiereasisnessssossessnsssnsosssssnnsnsessssssssonesonsonessenssssne 48

3.2.3. DiSCUSSION Of TESUIL....cccoeverenenrenereenieererssseessssesesasssnsssssesnserosssnsesssssssssessossnnnenes 49

3.3. BACKWARD=FACING STEP ....ccccetiemuanerereseersrmaseasnssnssnssessssseresssssssssssssssasessassesesssssones 52
3.3.1. Problem DefINition..........oeeeeeemeeeererirreenrermeenesesssessssossasssssssssessssssssssrensessassones 53
3.3.2. DiSCUSSION Of TESUIL......ccoeeerreecrrrereeeerneerscssrrreesreseseeeressssssersnsssessssasnesessesssssssasns 54

4. STAGNATION REGION HEAT TRANSFER 72
4.1. LAMINAR FREESTREAM ....cuveeeeeeueeessnsereessssssassasessensssosssssssasssssssssssssnessessssssssesssasssses 72
4.1.1. Problem defINIION ......ccceeeeeeereresnnriesnsrncrssssoscesesasssessssenmessasssssssssssssssasssasssssans 74
4.1.2. FIOW SIMUIALON .......ooeeeereeeccrirereeeeenrensieisseecsesssssssensssssssnsassssessnssssssssossressasssnsns 76

4.2. TURBULENT FREESTREAM.......cvuvueueereneeneresereasereoseessressssssssssensstassssssssssesssssssssssnassssss 79
4.2.1. Problerm defIMtION .........ccoeeveeeeriiecrererssassreemsensersessssssssssnssssoresssssnssssssssnescesessene 85
4.2.2. FIOW SIMUIALON ....ocovireneeeeiiinnnienrencrcsnseerssessessanssosssssesssssesssnsocnesseosssssssessnnsases 87

§. CONCLUDING REMARKS AND RECOMMENDATIONS 113
5.1 CONCLUDING REMARKS ....ucieiiimrererrseceisosscsssssssassesssssansessansessessassessssssssssssscesssnommns 113
5.2. RECOMMENDATIONS.....c.co00tetenmeermasctenssossssesasosssssnerssasssssssssssasssssnssssssssssosnsassasnacnsss 116
REFERENCES 118




List of Figures

Figure 2.1: Velocity profile in the near wall region (reproduced from CFX-TASCflow,

19992 ). ..cviineecreenineneninisensestsssssosntessesstisas sesasssse snssnsessaesaan sassassssessnasnss aebsressaessrees 34
Figure 2.2: Distribution of f, over vertical diStance, Y. ......ccecvecerrreemsecccemsuncssensensencencas 34
Figure 2.3: Distribution of f,, over vertical distance, y". ........cccouueenemsensurcsrecsmmscresnscsnioncs 35

Figure 2.4: The definition of a two-dimensional control volume and integration surfaces.

................................................................................................................................... 35
Figure 2.5: Algorithm for the equal-order method used for solving u, v, wand p. .......... 36
Figure 2.6: Solution algorithm for turbulent flow. .........cieiccniccriienrcnreenne 37

Figure 2.7 : Residual error distribution along a grid line (reproduced from CFX-
TASCHOW, 1999).......ccceenimmnrinnreseinanrscsssasssisenssessissssansensessassassssssssssssesssansas sesssne 38

Figure 2.8: One-dimensional grid hierarchy and error components line (reproduced from

CFX-TASCHIOW, 19993)........ccccoreireecennrrncessaesonsssseascrossssanssosssssarencssessssnsoncsesnsnsessss 38
Figure 2.9: V and W cycle of multigrid line (CFX-TASCflow, 1999a).........cc...ccocrunee.. 39
Figure 2.10: Structure of CFX-TASCflow line (CFX-TASCflow, 1999a) .........cc......... 39
Figure 3.1: Flow domain in a square driven cavity. .........cuccceceinnmmmnssercniosrsecsssssersssssnonns 56
Figure 3.2: Grid structure for flow in square driven Cavity. ......c..ccoceeercicnecsucssrencscessnsans 56

Figure 3.3: U-velocity distribution along x=0.5 for different discretization schemes: a).

Re=100 and b). Re=400................

vi



Figure 3.4: U-velocity distribution along x=0.5 for different discretization schemes at

grid size 41x41x3 and Re=400. ...............ccccinrivrrenrnrvercrsncrsnsrnrencnscnssesssssnsssssessnsnses 58
Figure 3.5: Velocity contour (a), and velocity vector (b) for Re=100.............................. 58
Figure 3.6: Velocity contour (a), and velocity vector (b) for Re=400.............................. 59
Figure 3.7: Schematic of boundary layer over a flat plate...............ccorerivereereemncnnnes 59

Figure 3.8: Blasius velocity profile for laminar boundary layer (reproduced from Panton,
TOBA). ....cuverncrrsaneecescscnssanssrossossssssnasansansosnesesosesessassnessssasesasssssssseranssnssenssse sensnsnsnsnes 60
Figure 3.9: The sensitivity of skin friction cailculation to the number of nodes within
boundary layer for some turbulence models (rep. from Bardina et al. 1997)........... 60

Figure 3.10: Layout for grid structure and boundary conditions for flow over a flat plate.

Figure 3.11: Grid structure for flow over a flat plate. Top: grid distribution, left bottom:
grid distribution along vertical direction, right bottom: grid refinement around

leading €AE. ........covviiiriiiiieneriineiseniinnesnssnsissicsassnaesonassessntssssssssssssssasensssanssnes sessonanaan 62

Figure 3.12: Pressure contours for (a)laminar flow, (b) turbulent flow; and temperature
contour for (¢) lJaminar and (d) turbulent flow..........cccoieecerererereecreerccneeerreeceeenee 63
Figure 3.13: Velocity contours for (a) laminar, (b) turbulent flow; and velocity vector for
(c) laminar and (d) turbulent flOW...... oo rccecrceenineeeceeecseerectecesseeneessnesanensnn 64

Figure 3.14: Velocity profile at several streamwise locations (laminar boundary layer). 65

Figure 3.15: Distribution of Nusselt numbers (laminar boundary layer........................... 65
Figure 3.16: Distribution of skin Friction (laminar boundary layer. ...........cccoeueeereruecne.. 66
Figure 3.17: Nusselt number for coarse grid structure (turbulent boundary layer).. ....... 66

vit



Figure 3.18: Skin friction for coarse grid structure (turbulent boundary layer................. 67

Figure 3.19: Nusselt number distribution using different distances to the first node. ..... 67
Figure 3.20: Skin friction distribution using different distances to the first node.. ......... 68
Figure 3.21: Distribution of wall unit value for different distance to the first node......... 68
Figure 3.22: Flow domain for backward facing Step. ..........ccccvevvvuerreenecrrenerennerennceinenne 69
Figure 3.23: Grid structure for backward facing step. ...........cccovuecererrernrencrrseriinennenne. 69

Figure 3.24: Mean streamwise velocity profile at several streamwise locations in the
FECITCUIALION TEZIOML. ...cocuricrceniirccninrerecrnetissoseseenssssssessasanssssssnsassossessessressssssansnnesnenses 70
Figure 3.25: Turbulent kinetic energy profile at several streamwise locations in the

TECIrCUlation TEION.. .......coccmriceriiieeraneien it rcnasstsessessssssseeseenssssstensosaressesaasanasnases 71

Figure 4.1: The influence of separation and reattachment flow on the local heat transfer
rate (reproduced from Zdravkovich, 1997)........uivcciireenenecenerteereceeesseenessennns 95

Figure 4.2: The location of separation point for flow over cylinder (rep. from

Zdravkovich, 1997).... it csestenassstsessnesnssestoassassssessansanensans 95
Figure 4.3: Boundary conditions for flow over the stagnation region..............cooeuveune.e. 96
Figure 4.4: Grid structures for laminar flow over the stagnation region. ......................... 97

Figure 4.5: The performance of discretization scheme in estimating Frossling number

using the first grid StrUCTUrE. ..........covrvrereeecresnmensnsenscsncrensesnsens cerssssensesenssasens 98
Figure 4.6: Local grid refinement near the wall on the stagnation point.......................... 98
Figure 4. 7 Velocity contours for different discretization schemes (a) Upwind, (b) MWS,

(€) MLPS and () LPS. «.covorreeermaeomaennceereeoeeesceesmssmsasessssessssssessssssssssssssssssssssssssssssenees 99

viii



Figure 4.8: Estimation of Frossling number using different grid structure. .................. 100
Figure 4.9: (a) Speed contour and (b) pressure contour for the first grid. ..........coc.o.c.... 100
Figure 4.10: (a) Speed contour and (b) pressure contour for the second grid. ............... 101
Figure 4.11: (a) Speed contour and (b) pressure contour for the third grid. ................... 101

Figure 4.12: Frossling number distribution at different Reynolds numbers. .................. 102

Figure 4. 13 The small separation and reattachment at Re=1.3x10° located in 80°<6<90".

Figure 4. 14 Correlation of stagnation region heat transfer with turbulence freestream
proposed by Lowery and Vachon (1997).......crcivenerrnninrcccnnsrcsecnccnscnees 103
Figure 4. 15 Correlation of stagnation region heat transfer with turbulence freestream
proposed by Van Fossen et al. (1995).......ccoemrorrccennnerseeesrcerenseeseccesensenennes 103
Figure 4.16: The estimation of heat transfer on the suction side of a turbine blade surface
(Reproduced from Larsson, 1997). .......cooceininccinncnnnnrcccsnesrenesscssnsnsssssonssssssnnasnss 104
Figure 4.17: The estimation of heat transfer on the pressure side of a turbine blade surface

(Reproduced from Larsson, 1997). ......ccveeiioeenennicrccsesncssonsorsssssssssassssssesssnassrsass 104

Figure 4.18: Turbulent kinetic energy distribution around the stagnation region. ......... 105
Figure 4.19: Distribution of Frossling numbers for different turbulence models at

Re=1x10%, Tu=0.75% and A, D=0.98.. ........coeoeeerrrererrrresesrssesrssssesemsmsseemssesssesseses 106

Figure 4.20: Distribution of Frossling numbers for Kato and RNG turbulence models at

Re=5X10*, Tu=5% and A,/ D=0.69.. ...........ormmeremrsersnsmssamsresssscssssmssesssnsssssssssssnsens 106

ix



Figure 4. 21 Turbulence kinetic energy contour at Re=5x104, Tu=5% and A . D= 0.69 (a)

Kato, (b) RNGi........oiiecreieeeneiccnensstersssnssersonnacesssssasessesessssesssrasasssanssssss snsssssesssen 107
Figure 4. 22 Velocity contours at the final simulation. (a) Re=10°, (b) Re=1.3x10°. .... 108

Figure 4.23: Distribution of Frossling numbers for Kato turbulence models at Re=1.x10":

(@) A=0.4282, (b) A" D=0.5709 and (c) A, D=0.7136........ce0ovreverreremrrerererremreereene 109

Figure 4.24: Distribution of Frossling numbers for Kato turbulence models at Re=5.x10":

(a) A=0.4282, (b) A -"D=0.5709 and (c) A" D=0.7136.......ceeeeuverrecsererrerrermerecorenens 110

Figure 4.25: Distribution of Frossling numbers for Kato turbulence models at

Re=1.3x10*: (a) A=0.4282, (b) A, D=0.5709 and (c) A" D=0.7136.). ..o coorene.... 11

Figure 4.26: Stagnation Frossling number vs. Tu Reg™® (WD) oo 112



List of Tables

Table 2. 1: Closure coefficients for some proposed k-€ turbulence modeis............... 17

Table 3.1: Parameters for laminar and turbulent boundary layer over a flat plate .......... 47
Table 3.2 Comparison of the estimated reattachment length............ccouemriinnrneeneenns 54
Table 4.1: Control parameters for laminar freestream simulations ...........ccceeeeeeveeneenee. 75
Table 4.2: Control parameter for turbulent freestream simulations...........c.oeeeeeecerecenenne. 86

Table 4.3: Reynolds number, turbulence intensity and integral length scale (A - D) for

simulations with freestream tUIDULIENICE ........cccteiieriiereeerecsssiarioriesssseressessessssssosasaes 87
Table 4.4: Stagnation Frossling NUMDETS...........cccociiiinieencenrensensesiniriosnssesseesessesssassnens 92

xi



List of Symbols

General

C additive constant in the law of the wall
Cy, Ci, fe, Ok, G closure coefficients of turbulence model
Ce skin friction

Cp Specific heat at constant pressure

Cy Specific heat at constant volume

D leading edge diameter

€ total energy

Eo Mean total energy

fu»fi» fo€oand E  damping functions of turbulence model

Fr Frossling number = 5;_;

h convection coefficient, inlet height in flow over a backward-facing
step

H outlet height in flow over a backward-facing

k thermal conductivity, turbulent kinetic energy

Emix mixing length of turbulence

A turbulence length scale

L characteristic length

n* distance of the first node from the wall (in wall unit)

Xii



Nu

Pr

Re

Rep

Rer

dimensionless wall unit =

Nusselt number
pressure
Prandlt number
heat flux

Reynolds number

Reynolds number based on diameter D

turbulent Reynolds number = k;

near-wall turbulence Reynolds number =

source term in governing equation

Temperature

freestream temperature

fluid temperature

u.y
v

turbulence intensity = u’/U

wall temperature

Mean velocity
friction velocity

fluctuating velocity

ratio of tangential velocity and friction velocity = u:/ u.

tangential velocity

xiii

2

172

14

y




uu time averaged fluctuating velocity

\'% freestream velocity

W height of backward-facing step

X.Y,2 rectangular Cartesian coordinates

y distance perpendicular to the wall

y dimensionless wall unit = “v—y

Greek Symbols

Tl molecular viscosity

0 angular location of stagnation region

o boundary layer thickness

r coefTicient of diffusion

P density

[ scalar dependent variable in governing equation
n dimensionless distance unit in laminar boundary layer
X integral length scale

LN Karman constant

€ specific dissipation

® specific dissipation rate

&; Kronecker delta

Ty Reynolds-stress tensor

xiv



Mr

distance of the first node from the wall
eddy viscosity

wall shear stress

control volume

kinematics molecular viscosity

Xv



1. Introduction

A study of leading edge heat transfer by convection is important because of its many
critical applications. For example, the highest heat flux in heat exchanger tubes in cross
flow occurs in the stagnation region. Another critical application would be heat transfer
to the leading edge of gas turbine blades, especially the stagnation region, because of the
very high temperature of the combustion gases. Heat transfer is usually highest in this
region, and this restricts efforts to increase turbine efficiency by raising inlet temperature.
A clear understanding and accurate prediction of stagnation region heat transfer is
necessary for the design of effective blade cooling systems to allow higher turbine inlet
temperature. It is difficult, however, to predict stagnation region heat transfer accurately

because of the complex flow field in a gas turbine.

1.1. Background

The physical mechanism of heat transfer in the stagnation region is not well
understood. Freestream turbulence significantly augments the stagnation region heat
transfer. It is believed that three dimensional vortex stretching near the stagnation region
is primarily responsible for the increase in heat transfer (Sutera, et al. 1963). While heat
transfer in the stagnation region can be estimated if the freestream is laminar (Frossling,
1940), there is no analytical solution when the freestream is turbulent. It has been
established, however, that the heat ransfer depends on Reynolds number, turbulence
intensity, integral length scale and vorticity (Kestin, 1966; Lowery and Vachon, 1975;

Van Fossen et al., 1995). For example, an increase in Reynolds number results in thinner

i



boundary layers with increased temperature gradients, and consequently an increase in

heat transfer.

Freestream turbulence also promotes earlier boundary layer transition that can
result in higher heat transfer on a turbine blade. Zhang and Han (1995) showed that an
increase in turbulence intensity by 10 percent could result in an increase in heat transfer
by 25-30 percent. Van Fossen et al. (1994) performed experiments using grids to generate
different integral length scale, with ratio 0.05 to 0.3 to leading edge diameter, to show
that a decrease of length scale of turbulence increases the heat transfer. Rigby and Van
Fossen (1991 and 1992) determined that a spanwise variation of freestream velocity,
representing a spanwise vortex, caused an increase in heat transfer on cylindrical and
elliptical leading edges. Van Fossen et al. (1994) also showed that an increase in
turbulence intensity causes significant heat transfer augmentation on both elliptical and

cylindrical leading edges.

Numerical calculations for leading edge heat transfer in the presence of
freestream turbulence can still be in error by a significant amount (Larsson, 1996;
Larsson et al., 1995; and Rigby and VanFossen, 1992). The main sources of error are due
to the turbulence model, the discretization scheme and grid construction. When using the
Reynolds Averaged Navier Stokes (RANS) equations, models are required for the
Reynolds-stresses. Many turbulence models use the Boussinesq (1877) analogy between

the Reynolds-stress and viscous shear stress tensor. This introduces an eddy viscosity,



which must be modelled. In algebraic turbulence models, eddy viscosity is usually
correlated with a mixing length. By finding a proper mixing length, the RANS equations
can be solved numerically. Turbulence models, which express the eddy viscosity in terms
of specific turbulent kinetic energy (k), are also commonly used. The equation for
turbulent kinetic energy contains the dissipation (£) that requires an additional equation or
correlation for closure. One-equation models introduce a closure coefficient to model the
correlation for dissipation. In two-equation models, an additional equation is introduced
for the correlation. The usual parameter for the additional equation is @, @’ or €. The
turbulence models are usually named on the basis of the two equations used for the
correlation, namely k-, k- and k- model. Among the two-equation models, the k-&
model is preferable, because it has good performance in a wide range of applications

(Wilcox, 1993).

The simulations of Larsson, et al. (1995) on turbine blade heat transfer showed
errors as high as 33 percent in the vicinity of the leading edge. High freestream
turbulence intensity induces earlier transition of the boundary layer from laminar into
turbulent in the leading edge region. Most turbulence models predict transition earlier
than experiment, which can overestimate heat transfer rates. Larsson (1996) modified the
production term in the turbulence kinetic energy equation to reduce the error, and found it

gave better results for the &-@ model, but not for the k- model. The primary error of the
k-& model is due to inaccuracies of the model in the near wall region. The £ equation has

a tendency to generate turbulence length scales much larger than that shown through



experimental data. Methods to increase accuracy in this region include adjusting kinetic
energy and length scale magnitude (Goldberg, et al. 1998), using a wall-function (CFX-
TASCflow, 1999; Versteeg and Malalasekera, 1995; Wilcox, 1993) and using an

aigebraic turbulence model (CFX-TASCflow, 1999).

Discretization schemes also play an important role in obtaining accurate
computational results. The Central Differencing Scheme (CDS) has good accuracy, but it
cannot predict flow direction well and can produce unrealistic oscillations. The
oscillation is caused by negative coefficients in the convection-diffusion equation. The
Upwind Differencing Scheme (UDS) remedies the deficiency by adjusting the values of
each term in the convection-diffusion equation according to local flow direction so that
negative coefficients are avoided. Unfortunately, the UDS scheme only has first order of
accuracy, and consequently causes large truncation errors. Some schemes such as
Upwind Weighted Differencing Scheme (UWDS), Exponential Differencing Scheme
(EDS) and Hybrid Scheme contain UDS or CDS in a specific fraction of blending in
order to eliminate the oscillations or increase its accuracy. Other alternative discretization
schemes are Second Order Upwind (SOU) and QUICK (blending of UDS, CDS and
SOU).

Formation of large angles between flow direction and grid orientation cause false
diffusion that can result in significant error. This can be minimised by either creating a

finer grid or by applying a Physical Advection Correction (PAC) scheme that evaluates



flow in crosswise and streamwise directions. High aspect ratio elements promote short
wavelength errors caused by the remaining residual error in the elements. This kind of

error can be damped out by applying multi-level and multigrid aigorithms.

1.2. Purpose of Stud
The objectives of the study are to verify the ability of the commercial CFD code,

CFX-TASCflow, to simulate heat transfer in the stagnation region in the presence of
freestream turbulence, and to determine the effect of turbulence intensity and integral
length scale on heat transfer. The simulations were performed for both laminar and
turbulent freestreams at Reynolds numbers based on leading edge diameter ranging from
13,000 to 100,000. The results of the numerical simulations are compared to existing
experimental results. The ability of k-€ turbulence models provided by CFX-TASCflow
(Standard, Kato and RNG) in estimating stagnation region heat transfer are evaluated in

the simulations.

Prior to performing the stagnation region heat transfer simulations, the software
was validated using some classical flow problems. The first validation was done by
evaluating the velocity distribution in a square driven cavity. Calculations were also
performed for the skin friction and heat transfer coefficient under constant wall
temperature for laminar and turbulent boundary layers on a flat plate. Finally, estimation

of reattachment length, velocity, turbulent kinetic energy and turbulent dissipation



distribution of flow over a backward-facing step was performed and compared to

previous simulations.

1.3. Outline of Thesis
A description of theory is given in chapter 2. The chapter begins with a

description of the govemning equations for continuity, momentum and heat transfer for
turbulent flow using the two-equation k-¢ turbulence model. Discretization of the
governing equations by the Finite Volume Method used in the software is discussed. The
difficulties and proposed procedure to handle the problems in CFD that arise in diffusion-
convection problems and pressure-velocity coupling are also presented. The solution
enhancement by the muitigrid method and the software structure of CFX-TASCflow are

discussed in the last section of this chapter.

The software validation is presented in chapter 3. The three validation problems
consist of flow in a square driven cavity, laminar and turbulent boundary layers over a
flat plate and flow over a backward facing step. Chapter 4 contains a brief literature
review for stagnation region heat transfer and the simulations of stagnation region for
laminar and turbulent freestream. Reynolds numbers ranging from 6.5x10° to 1.3x10* are
used for the laminar simulation. The influence of selected discretization schemes and grid
structure on the accuracy of the results are also discussed. The simulations for a turbulent
freestream were performed to evaluate the performance of three proposed two-equation
turbulence models: Standard, Chien and RNG. The final simulations use the “best”



turbulence model, and combinations of Re (1.3x10%, 5x10* and 10°), turbulence intensity
(1%, 3% and 5%) and the ratio of integral length scales to the leading edge diameter
(0.4282, 0.5709 and 0.7136). The flow near a solid wall is resolved using the two-layer
turbulence model rather than the wall function, since the turbulence of the flow over the
stagnation region is not in an equilibrium in the stagnation region. Finally, concluding

remarks and suggestions are presented in chapter 5.



2. Theory

This Chapter is divided into four sections: the governing equations, turbulence
model classification, turbulence models in the near wall region, and numerical methods.
The first section explains the derivation of the governing equations for turbulent flow.
The goveming equations consist of the mass conservation, momentum and energy
equations. Algebraic, one and two equation turbulence models are discussed in section 2.
Since the CFD code, CFX-TASCflow, uses the two-equation k-€ model, some proposed
k-€ models are discussed in detail. The methods for obtaining solutions in the near wall
region consist of using wall functions and two-layer turbulence models. The fourth
section contains a discussion of the numerical methods used to discretize the governing
equations. The discretization methods for the convection-diffusion equation, the pressure-
velocity coupling, multigrid methods and the software structure of CFX-TASCflow are

discussed in this section.

2.1. Governing Equations
2.1.1 instantaneous Equations

The instantaneous equations for mass conservation, momentum and energy conservation

for incompressible flow are:
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The vectors x;, u;, g; are cartesian coordinate, velocity and heat flux, respectively. The
scalars p, e, and p are pressure, total energy and density. The tensor T;; is the viscous

stress, and for Newtonian fluids, it can be expressed as:
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From Fourier’s law, heat flux is defined as:

oT Hc, oT
=k = = 2.
4 dx, Pr dx, @5
The total energy, ¢, is defined as:
e -e+lu =c T+lu (2.6)
(] 2 lui v 2 ful' hd

Equations (2.1) to (2.3) constitute the set of differential equations that govern the fluid
flow. When the flow is turbulent, the flow variables can be decomposed into 2 mean and

fluctuating component, and then averaged to obtain the governing equations for the mean

flow.



2.1.2. Reynolds Averaging

There are two important concepts of averaging in turbulent flow: time averaging
and spatial averaging. Time averaging is appropriate for inhomogeneous and stationary
turbulent flow:

Tt

0w = 2 [oceards @.7

For homogeneous and time-varying turbulent flow, spatial averaging is more appropriate:

#(0) =S 7 [ocxndv @9

v

Since most turbulent flows are inhomogeneous, time averaging is more suitable. The flow

variable is first decomposed into a mean and fluctuating component.

o(x,1) = D(x,0) +9'(x,1) Q2.9

Some important aspects of time averaging are detailed below (see Wilcox, 1993).
The time average of the fluctuating component is zero and time averaging is commutative

with spatial and time derivatives. When averaging a product of two variables, the mean of
the product of fluctuating component, W. is not necessarily zero and depends on the
correlation between the two variables. The variables are correlated if ¢'_w'== 0, and

uncorrelated if W =0 . For example,
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2.1.3. Reynolds-Averaged Equations

The resulting equations after time averaging equations (2.1) to (2.3) are:

av,
—i=0 2.12
™ 2. 12)
U, d if op o U,  —
—+—. U )=—}- . o’ 2.1
" +ax, w.u) p[ au,.+ax,.[" ax, +pu,u,]] (2.13)
0E, 0 1 d —_— U, ——
‘;""a;(vj Eo)=";§;7[-UJP-“iP““iea'Q"'Ui”a__tj"'p“i“f"j] (2.14)

2.2. Turbulence Modeling

Equations (2.13) and (2.14) contain the unknown term, puu, , which is known as

the Reynolds-stress tensor. The Reynolds-averaged equations cannot be solved without

additional information, because the number of unknowns exceed the number of

11



equations. The number of equations are five (continuity equation, three components of
the momentum equation, and the energy equation), while the number of unknowns are
eleven (average pressure, three average velocity components, average temperature, and
six Reynolds-stress components). To solve the set of equations, additional equations or
relations between the Reynolds-stress tensor and the other flow variables are required.
The process of obtaining these relations is known as turbulence modelling.

Boussinesq (1877) was the first to propose a model for the Reynolds-stress by
assuming an analogy between the viscous and Reynolds-stress tensor. He introduced the
concept of eddy viscosity and proposed an algebraic turbulence model. Prandtl (1945)
assumed that the eddy viscosity depended on the turbulence kinetic energy (k). Since the
equation for turbulence kinetic energy contains specific dissipation, an additional
equation or closure for specific dissipation is also required. The introduction of closure
coefficients for specific dissipation (€) in the turbulence kinetic energy equation produces
a one-equation turbulence model. Kolmogorov (1942) proposed the equation for
turbulent “frequency”,@, and obtained the two-equation k-@ turbulence model. The k-
turbulence model uses the equation for specific dissipation as the second goveming

equation.

2.2.1. Classification of Turbulence Models

Turbulence models are classified into algebraic models, turbulence energy

equation models, and second order closure models. The second classification is according

12



to the number of additional equations required for the model. Algebraic and two-equation
models are based on the Boussinesq approximation of eddy viscosity for estimating the
Reynolds-stress tensor. The second order closure models use non-linear constitutive
relations that relate Reynolds-stress tensor with &, mean strain rate and mean rotation
tensor. The second order closure models have complicated algorithms and need very high
computer capacity, these models are not used in CFX-TASCflow, and will not be
discussed here.

2.2.1.1. Algebraic Model

The algebraic model is based on the Boussinesq analogy between the viscous

shear stress and Reynolds-stress tensor.

U, 2.15)

~puu; =N, axj

Prandtl expressed the turbulent viscosity in terms of a mixing length, £yix.

u, = pt im’ﬂ|
dy (2.16)

If the mixing length can be estimated, Reynolds-stress tensor can be calculated and the

equations can be solved numerically. A drawback of this method is that £, cannot be

estimated reliably, since it depends on the flow configuration.
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2.2.1.2. Turbulence Energy equation model

This model is based on the assumption that the Reynolds-stress tensor is

proportional to the turbulent kinetic energy (k), where & is defined as:

k=tuw, =l +u, +u) @.17)

The Reynolds-stress tensor is expressed as:

-pu',u'; =2U,S, —%pkd, (2.18)

and the eddy viscosity is expressed as

U, = constantx pk'/?¢ (2.19)

The turbulent kinetic energy equation is obtained from the momentum equation:

F, ok _ W A e —
81+pvj&,-t”3xj pe+&rl[ axj+2pu,.u,uj pu,](z.zo)

According to Direct Numerical Simulation (DNS) calculations (Mansoor et al., 1988), the

last two terms on the right hand side of equation (2.20) can be estimated as:

[ ] { ] L
Lo ' u — ,-__“T_ak 2.21
tou' u'u', - pu; 3, (2.21)
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where O is a closure coefficient. Substituting (2.21) into (2.20) provides the final form of

the turbulent kinetic energy equation.

ok ok aU. d ok
pa’ +pU1 axj r‘l axj p£+axj [(ﬂ"'ﬂr Ck)sx—jjl (2.22)

From equation (2.22), pit is obtained from equation (2.19) by specifying the constant as
unity and 6 is a closure coefficient where its value depends on the turbulence model.

The only unknowns are turbulence length scale (¢) and specific dissipation (€).

One-equation Model

For closing equation (2.22), Prandtl modelled the dissipation and used a constant of unity

in equation (2.19).

PRl
=C
€ D ,
— a2
My =pk L 2.23)

Since the model contains only one additional equation, it is known as a one-equation
model. The model assumes that the turbulence length scale (¢) is proportional to the

mixing length (£mix)-
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Two-Equation Models

The two-equation turbulence models use the turbulent kinetic energy equation,
and an additional equation for turbulence length scale or equivalent. The first model uses
a frequency (@) as the second parameter. Kolmogorov (1942) modelled @ as dissipation
divided by turbulent kinetic energy, and the governing equation is obtained from
dimensional analysis and physical interpretation (2.24). Wilcox, on the other hand,

correlated turbulence length scale with @ (2.25).

w=ck'/¢
2.29)
L) Jw d ow
P PV =ﬁpw vy (curax]
=k'"*w
dw ow 2 U, 4 @
p-a-+pU$l--ﬁpm k"f’éi'*& [(y );](2.25)
=pk/®

In the k-¢ turbuience model, the specific dissipation is obtained by taking the

moment of the momentum equations.
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The terms in the right hand side of equation (2.26) are denoted as production of specific
dissipation, dissipation of specific dissipation, and the sum of molecular diffusion and
turbulent transport of specific dissipation. It is not possible to obtain the new double and
triple correlation of fluctuating velocity, pressure and velocity. DNS studies (Mansour et
al. 1988) provide some insight for obtaining closure coefficients for the new correlation.

The final form of the specific dissipation equation is (Wilcox, 1993):

d€ o€ e_adU, 3¢
po +PU, 5= C"k"fax +C.p ,[(:Hour)a—ﬁ](z.zn

The relationships between &-¢ turbulence model with frequency and integral length scale
are:

w=¢/(C,k) and
¢=C,k" /e 2.28)
Originally, k- turbulence models were developed to solve flow with high Reynolds

number. The presence of viscous effects near a solid wall is significant and most two-
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equation turbulence models give large errors in the viscous sub-layer. To account for
these viscous effects, some damping functions are required. Damping functions are
additional functions that depend on the flow property in the near-wall region such as Rer
Ry and y". The damping functions and closure coefficients of turbulence kinetic energy

and dissipation equations for some proposed models are given in Table 2.1:
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Model fu fi fe € E Ca |Ca |Cyu G |0
Jones- Launder e 3 N1rRe1S0) | ] —0 30" ( ¥V Y | 1.45 1200 (009 [10 |13
1-03e o[ 3K M,[%yg]
\ d /
Launder- Sharma | _-3414ne,rs0)? | | — 030~ ( : wY [1.44 [192 1009 |10 |13
e =03 2k) [, ?br_l’j]
LY
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(1+20.5/Re,| 0.05/7,}
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y

Table 2.1. Closure coefficients for some proposed &-€ turbulence models.
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where:
Cei, Ce2,Cy, O and G, = closure coefTicients

fu» f1, fe» € and E = damping functions

d

Ret = turbulent Reynolds number = :—;

172

R, = near-wall turbulent Reynolds number = X - y

uey
1 4

y" = dimensionless wall unit =

In addition to closure coefficients, Table 2.1 also presents the damping functions
that are required for solving flow near a solid wall or flow at low-Reynolds number.
CFX-TASCflow (1999a) employs damping functions for solving flow near a solid wall
by using a one-equation turbulence model (see section 2.3.2). The models given in Table
2.1 also propose k-€ model for low-Reynolds number by adding damping functions in the
governing equations (Wilcox, 1993; and Larsson, 1997). Since the functions depend on
the flow properties near the wall, the viscous effects near the wall can be estimated

accurately.

2.3. Turbulence Model for Flow Near a Solid Wall

A solid wall is a common boundary condition, and is encountered in the study of
boundary layers. It involves large gradients in velocity and temperature close to the wall.

There are two important flow regions near solid walls: viscous sub-layer and log-law

20



layer. The viscous sub-layer region is used for two-layer turbulence models, while the

standard wall function uses the log-law layer.

2.3.1. Standard Wall Function

Because the log-law region is larger than the viscous sublayer (30<y <500), the
application of the wall function requires fewer grid points in the near-wall region. Within
the log-law region, streamwise velocity has a logarithmic function, which can be written

*
u =

In(y*)+C (2. 29)

R |-

where:

y*" =pu An/pu = wall unit distance

8

hd [

[ 3

L 4

u, =ci* Jk = friction velocity

By assuming production equals dissipation of turbulent kinetic energy and the shear
stress in the near wall region is constant (CFX-TASCflow, 1999a), the shear stress can be

estimated by:

~
H
)
|=

e = (2. 30)

&
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where:
TVI-IC = w’l /An
An =distance of the first node from the wall

n" =distance of the first node from the wallin wall unit

The recommended distance of the first node from the wall should have a value of n* in
the range of 30 to 500. For the thermal boundary layer, Kader (1981) proposed a
relationship between wall temperature, wall heat flux and near wall fluid temperature as:

pc,u’

= (r. -Tf) Q.31)

9. =
where:

T* =Prn’ exp(-T)+ 2.12In(n" )+ Blex -'l—}]
B=(3.85Pr'"-1.3)’ +2.12In(Pr)

0.01(Prn’)*
[ =
1+5Pr'n

k

Pr

Equation (2.31) is useful in calculating heat flux at the wall when the wall temperature is
specified as the wall boundary condition. For a specified wall heat flux (g,) boundary

condition, equation (2.31) can be recomposed to estimate wall temperature (T.,).
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2.3.2. Two-Layer Turbulence Model

The application of the wall function requires fewer grid points; however, this
approach relies on the validity of turbulence equilibrium in the near wall region. In the
two-layer turbulence model, the region is divided into the near wall region (viscous sub-
layer) and a region away from the wall. A one-equation turbulence model is applied in
the near wall region, while standard k-€ turbulence models can be applied for the outer
region. The model has the advantage that it does not depend on equilibrium in the near
wall region. It requires, however, more grid points in the near-wall region since it uses

the viscous sub-layer as reference.

In the near-wall region, one-equation is applied by solving equation (2.22).
Turbulence production is calculated from equation (2.18), while dissipation and

turbulence viscosity is obtained by modifying equation (2.23):

kZIS
€E=—
¢t
u, = pe, Ik, 2.32)
Kn
[l = c 3/4

where f; fe, C, and ¢, are near wall viscosity damping function, damping function,

closure coefficient and turbulent length scale, respectively. Yap (1987) proposed the
relationships:
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where A, =3.8, A, =63 and trbulent Reynolds number is defined as Re= p.Vk.n/p =

2.33)

4

y'/c,'". By substituting the equation of turbulent length scale into turbulent viscosity in

equation 2.32, the viscosity ratio (ratio between turbulent and molecular viscosity) is

stated as:
k¢
u, _penlit, 5, 2.34)
# p

The one-equation turbulence model is applicable in the region where f, and f
have values smaller than one (=0.98) which corresponds to values of y* equal to 10 and
100 respectively (Figure 2.2 and Figure 2.3). Substituting the value of f into equation
2.34, one obtains a viscosity ratio (j/jt) smaller than 36 (Rodi, 1991), and local turbulent
Reynolds number (Rn) smaller than 250 (Chen and Patel, 1988). The criterion for

applying one-equation turbulence model then uses either viscosity ratio or local turbulent

Reynolds number.

To increase accuracy, Amono (1984) proposed a three-layer model that consists
of the viscous sub-layer, buffer layer and overlap layer. The buffer layer is the region
between the viscous sub-layer and the overlap layer. The model was tested in separation
and reattachment flow, and gave better results compared to the two-layer model.
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However, due to the complicated implementation and more computational time, the two-

layer model is still preferable for solving flow near solid walls.

2.4 Numerical Methods
This section describes the capabilities of the software package CFX-TASCflow

that is used for the simulations in this thesis. The fluid solver, CFX-TASCflow3D, is a
co-located Finite Volume Method based on a Finite Element technique (FVMFE). It can
simulate the primitive variable formulation of three-dimensional, steady or unsteady,
compressible or incompressible, laminar or turbulent fluid flow problems. The software
permits the use of four discretization schemes: (1) Upwind Differencing Scheme (UDS);
(2) Mass Weighted Scheme (MWS); (3) Modified Linear Profile Skew (MLPS); and (4)
pure Linear Profile Skew (LPS). Three k-¢ turbulence models proposed by Launder-
Sharma, Kato-Launder and RNG are supplied to model turbulent flow. The following
subsections discuss some details of discretization schemes, co-location of dependent

variable storage, solution algorithms and solution requirements in CFX-TASCflow3D.

2.4.1. Discretization Schemes

The equations governing the steady, turbulent, incompressible flows considered in

this thesis are:
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Continuity:
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Momentum:
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Turbulent kinetic energy:
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Dissipation of turbulent kinetic energy:

o€ 13 £ _ oU, &’
pU; I, 3 [(ﬂ"’ﬂ'r/a )5;] C"kt’ax_j Cap . (2.35)

The variables in equation (2.35) are described in Section 2.1. The equations can be cast in

the following general form:

2 2 _
;T(pm«, )‘{_(" grad9)=S§, (2. 36)

where:
¢ = scalar dependent variable
I' = diffusion coefficient
Se = Source term
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Equation (2.36) consists of convection, diffusion and source terms.

The governing equation is discretized using a Finite Volume Method based on
Finite Element technique (FVMFE) in CFX-TASCflow. In finite volume based methods
the governing equations are discretized by integrating the governing equation over a fixed

control volume constructed around each node in a mesh (Figure 2.4),

f %-(pdmj)dv R j%(r grad¢)adv = [S,dv @37

where V is the volume integration.

Using Gauss’ divergence theorem, equation (2.37) can be written as:
d d
j{ j i:-i-(pqpu,)dxj ]m, ~ I(!E(r grad ¢)dx; ]dnj =!,S"N

J(pou, Ydn, - [T grade)an, = [(s, v @-38)

where:

n; = surface vector in j direction

This results in volume integration of the source term and surface integration of fluxes
across control volume surfaces. The FVMFE has the advantage of the geometric

flexibility of finite element methods, and conservation properties of finite volume
methods.
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To perform the volume and surface integrals that arise from the application of the
appropriate conservation principle to the control volume in a mesh, appropriate
discretization or interpolation schemes must be used for the dependent variables. CFX-
TASCflow provides four discretization schemes for the convection-diffusion variables.
These schemes are used to provide for the upwind nature of convection processes and to
reduce false diffusion produced by locally one-dimensional interpolation. The upwind
Differencing Scheme (UDS) is applicable for one-dimensional convection-diffusion
problems, but may induce false diffusion when the flow is skew to the mesh lines. For
complex geometry, the Skewed Upwind Differencing Scheme (SUDS) is more
appropriate, since SUDS was originally developed for skewed three-dimensional flow.
The SUDS consists of the Linear Profile Skew (LPS) and the Mass Weighted Scheme
(MWS). Linear Profile Skew uses trilinear interpolation of the nodal values on the
element surface, while Mass Weighted Scheme interpolates nodal values based on the
proportion of mass flow across the element surface. Modified Linear Profile Skew
(MLPS) modifies LPS at downstream nodal values to avoid negative coefficients that
may cause oscillations in the solution field. By default, CFX-TASCflow blends UDS
with MWS, LPS or MLPS with the fraction of UDS = § %. The blending system is
intended to increase the robustness of the schemes. The fraction of UDS can be adjusted

by changing the value of a solution control parameter.

In this thesis, the performance of the discretization schemes is evaluated in

Chapter 3. The simulation of laminar flow in a square driven cavity is used to compare all
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schemes, laminar and turbulent boundary layer over a flat plate is used to test LPS and

MWS, and turbulent flow over backward-facing step simulations test MLPS.

2.4.2. Co-located Method

The pressure term in the momentum equations is treated as a source term when
the equations are written in the form of equation (2.36). Depending on how the pressure
gradient is evaluated in the source term, an oscillatory velocity field that is caused by the
presence of a physically unrealistic pressure field may arise. One commonly used method
to avoid this problem is grid staggering, where velocity is stored on the element surfaces
and pressure is stored at the nodes. Staggered grids are inconvenient for complex
geometry, since this technique is only applicable for meshing that is aligned with a

coordinate system.

An unequal-order method is more appropriate for complex geometry, because it is
not affected by element orientation with respect to the coordinate axes. Unequal-order
methods store pressure on a coarser grid than velocity. Since pressure and velocity are
located at control volume faces, the oscillatory solution can be eliminated. A
disadvantage of an unequal-order method is the inaccuracy of the pressure calculation,
since pressure is stored on a coarser grid. Furthermore, different control volumes would
be used to satisfy conservation of mass and conservation of momentum, with no

guarantee that mass conservation is satisfied over momentum control volumes.
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To increase the accuracy of the pressure calculation, equal-order methods store
pressure and velocity at the same location. The oscillatory solution is eliminated by
providing some form of pressure-velocity coupling. CFX-TASCflow uses shape
functions to obtain pressure gradients as proposed by Schneider and Raw (1987). The
discretized momentum equations are used to express velocity components at a node in
terms of a pressure gradient obtained from a shape function and the neighbouring nodal
velocity components. The equations are then substituted into the mass conservation
equation to obtain a coupled pressure-velocity equation. Figure 2.5 describes the

algorithm to solve for u, v, w and p implemented in CFX-TASCflow.

2.4.3. The linear solver

The discretization process converts the goveming equations into a set of non-
linear, coupled and simultaneous algebraic equations that can be written in the matrix

form:

[4)e}= {6}
The coefficient matrix [A] is evaluated using the best available estimate of all required
variables. The linear solver simultaneously solves the algebraic equations to obtain the
solution. Figure 2.6 shows the solution algorithm for turbulent flow, with wall functions
employed for the treatment of near wall turbulence. CFX-TASCflow uses a relaxation
scheme to solve the discretized equations, and a multigrid algorithm to accelerate the

solution.
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The relaxation scheme of CFX-TASCflow is an Incomplete Lower Upper (ILU)
factorisation solver. The coefficient matrix [4] is transformed into lower [L] and upper
{U] triangular matrixes.

[4){e} =(L]U]{¢}

If the actual solution is approximated by:
¢=0"+¢'
where:
¢ " = approximate solution
¢’ = correction
The residual on the recent solution {R} can then be expressed as:
[4]{¢ } = {R}
Initially, ¢ " is specified and residual {R} on the first iteration is calculated as follows:

{R} = {b} - [L)[U] {0"}

The relaxation process is performed until obtaining a residual target.
O =L {R}
{07} =(UT" {y}
The solution is updated by:

(0"} ={o") + {97
The process can be repeated until {R} is sufficiently small.
{R} = [L){U] {9}

The relaxation scheme employed in CFX-TASCflow is an effective method for
solving the types of equations that arise in fluid flow simulations. Since the coefficient
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matrix is not exact, as it is evaluated using estimates or currently available values for
properties, velocities etc., a direct solution of the set of coupled discretized equations is
not practical. Iterative solution schemes are the preferred altemative. A limitation of any
relaxation scheme, however, is that the solver will smooth the error, but only on the fine
scale, i.e. over localised nodes. Since the error is composed of both short and long
wavelength components (see Figure 2.7), the relaxation scheme will require a large
number of iterations to reduce the long wavelength components on a fine mesh. The
presence of long wavelength components is also more significant, when the mesh

contains a large number of nodes. A means of accelerating the flow solution is multigrid.

Multigrid is based on the fact that the coarse grid only contains long wavelength
error, and the fine grid contains short wavelength error (Figure 2.8). Multigrid combines
the advantages of both grids to eliminate the long wavelength error and accelerate the
solution process (Phillips and Schmidt, 1984). CFX-TASCflow uses Additive Correction
Multigrid algorithm as proposed by Hutchinson and Raithby, 1986. The algorithm starts
with grid coarsening, bounding several elements into a new larger element, for several
levels. When the iteration on the original (fine) grid structure has slow convergence,
multigrid will stop the current iteration and start a new iteration on the higher level of
grid structure, which is coarser than the original grid. When convergence slows on this
level, iteration is commenced on the next higher level. This is continued until the highest,
i.e. coarsest grid, level is reached. The next process is to return to successively lower

level (finer meshes) until reaching the original grid structure. One cycle of the process
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will form a V-cycle. In addition to V-cycle, CFX-TASCflow also provides a W-cycle for

multigrid (Figure 2.9).

2.4 4. CFX-TASCflow software system

Like any commercial CFD package, CFX-TASCflow provides software for pre-
processing, post-processing and a fluid flow solver. Pre-processing includes building the
grid structure with TASCgrid, checking the grid structure and specifying initial
conditions in TASCtool, and defining boundary conditions and governing equations in
TASCbob3D. A file with default name PRM specifies all solution control parameters
required for running the solver. The solution results consist of files with the default
names: RSO for storing flow variables, OUT for storing convergence history, and IR1
and IR2 for storing data of the restarting process. Post-processing, extracting data of
simulation results (RSO), can be performed by TASCtool. The interaction between
software is shown in Figure 2.10. In addition to the mentioned software, CFX-TASCflow

also provides a Graphical User Interface (GUI) that is interactively able to handle pre-

and post-processing.
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Figure 2.9: V and W cycle of multigrid line (CFX-TASCflow, 1999a).
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3. Software Validation

Several test flow problems were solved to validate the CFD software. The first
simulation is for flow in a square driven cavity at Reynolds numbers of 100 and 400. This
problem evaluates the ability of the software to handle recirculating flows. Laminar and
turbulent boundary layers over a flat plate are next compared to standard solutions. The
performance of the software for solving flow near a wall, using wall function and a two-
layer turbulence model, are evaluated in this instance. The last problem is for flow over a
backward facing step. This problem is intended to evaluate the performance of the

proposed turbulence model in a flow with adverse pressure gradients.

3.1. Flow in a square driven cavi

Flow in a square driven cavity is commonly used to validate numerical methods
in computational fluid dynamics. Baliga et al. (1983) used the problem to evaluate an
unequal-order method. Schneider and Raw (1987b) used this probiem to compare the
performance of equal- and unequal-order methods. Hookey (1986) modified the
interpolation function for an equal-order method to allow the flexibility of a source term

in that function, and compared the simulation results with Baliga et al. (1983).

3.1.1. Problem Definition

In a square driven cavity, the movement of a sliding lid drives a laminar

recirculation flow. The flow is steady, two-dimensional and laminar. The calculation



domain is bounded by three fixed walls and a lid that moves along the positive x-

direction with constant velocity, u (see Figure 3.1).

The flow domain consists of 21x21x3 nodes in x, y and z directions, respectively
(Figure 3.2). A finer grid of 41x41x3 nodes is used to evaluate the improvement in
accuracy with reduction in grid size. All elements are of uniform size. The use of three
elements in the z direction is the consequence of the discretization scheme used by CFX-
TASCflow which assumes a three-dimensional problem. The results at Reynolds
numbers of 100 and 400 are compared to the simulation of Baliga and Patankar (1983).

The main comparison is for the velocity profile along the vertical centreline.

3.1.2. Flow simulation

The simulation uses custom fluid properties specified as:

p=1kg/m’

;= 0.01 kg/(m.sec)

Reynolds number of 100 and 400 are obtained by specifying the length (L) equal to 1
meter and velocity equal to | and 4 m/sec, respectively. The solution control parameters
are:

Maximum residual error = 1.x10°

Time step = 0.1 second

Number of time steps = 100
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Other default parameters are the use of the multigrid algorithm and physical advection
correction. Use of the multigrid algorithm accelerates residual error reduction in the grid
structure and physical advecﬁon correction takes into account the influence of advection
and diffusion. The Upwind Difference Scheme (UDS), Mass Weighted Scheme (MWS),
Modified Linear Profile Skew (MLPS) and Linear Profile Skew (LPS) discretization

schemes are used in solving the flow problem.

Initial conditions for the problem are zero velocity and uniform pressure in the
cavity. The movement of the sliding lid causes the fluid motion. After performing several

time step iterations, the solution will converge and reach the target residual error.

3.1.3. Discussion of resuits

The simulations using the four-discretization schemes reach the convergence
criteria at time step iteration 65. The center line velocity distribution for Re=100 is in
close agreement with the results of Baliga for all discretization schemes (Figure 3.3a).
Since the results are in good agreement, the computations using the grid size 41x41x3
were not performed at this Reynolds number. Due to a higher local Peclet number, the
velocity distribution for Re =400 has a small difference with Baliga’s solution, especially
for grid size 21x21x3 (Figure 3.3b) with the errors less than 6%. Hookey (1986) also

reported small differences when using a similar grid size and triangular elements.
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For Re=400, the use of Linear Profile Skew (LPS) gives the best results when
compared to those generated by the Upwind Difference Scheme (UDS), Mass Weighted
Scheme (MWS) and Modified LPS (MLPS) (Figure 3.3 b). This agrees with the literature
review that LPS is superior in accommodating the influence of diffusion and advection.
The accuracy of the solution is increased on the 41x41x3 mesh. Figure 3.4 shows that all
discretization schemes give good agreement with the solution of Baliga with the

41x41x3 grid.

The velocity contours of Figure 3.5 (a) show that the vortex center at Re=100 is
displaced to the right side. The velocity vectors in Figure 3.5 (b) show a secondary flow
in the bottom right region of the cavity, and is consistent with the results of Hookey
(1986). For the Reynolds number of 400, the vortex center is closer to the center of the
cavity, because the inertial force is more dominant (Figure 3.6 a). The secondary flow

indicated by the velocity vectors appears in both bottom comers (Figure 3.6 b).

3.2. Boundary laver on a Flat plate
The simulation of a boundary layer on a flat plate is useful to determine the

effectiveness of the software to resolve the near-wall region, and estimate wall shear
stress and wall heat transfer. A boundary layer on a flat plate can be simulated by a
uniform flow over a flat wall (Figure 3.7). The boundary layer develops from the leading

edge and grows with downstream distance. A discontinuity is always present at the
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leading edge due to the abrupt change in velocity from the freestream value to zero. In
numerical calculations, the discontinuity affects the accuracy of flow properties near the
leading edge. Although most practical flows are turbulent, a laminar boundary layer can
be used for preliminary study and validation. The laminar solution is available in either
analytical or empirical form (Blasius, 1908) as shown in Figure 3.8, and is useful to
benchmark the CFD software.

The Blasius solution for the laminar boundary layer is used to validate the
numerical results from the present simulation. In addition to the velocity profile, the
boundary layer thickness, skin friction coefficient and Nusselt number distribution are

used for the validation. The Blasius solutions for these parameters are:

é

=2 _5.0Re;"”
X
0.664 3.1
Cr===—77
Reuz

X

Nu, =0.332Re"? Pr'?

where:
Re, = BX
v
0.6<Pr<50



Unlike for a laminar boundary layer, there are no analytical solutions for a turbulent
boundary layer. Most parameters are obtained experimentally, and some correlation are

given below (Incropera and Dewitt; 1990):

On _037Re:"
X

_0.0592 (3.2)
Cr=Re™

Nu, =0.0296 Re*'s Pr'’

The correlations are valid for:
5x10° < Re < 10’

0.6< Pr < 60

To obtain a good simulation of the boundary layer over a flat plate, certain
requirements must be met. The height of the flow domain should be at least greater than
ten times the maximum boundary layer thickness in order to accommodate boundary
layer growth along the flat plate and minimize any adverse pressure gradient effects. The
first node from the wall should be in the viscous sublayer to obtain a linear relationship
for calculating temperature and velocity gradients at the wall. The distance from the wall
to the first node is strongly dependent on the flow condition, whether the flow is turbulent
or laminar, and the Reynolds number. For incompressible laminar flow, the first node

should be smaller than n=1.73 (Schlichting, 1979), where:
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For turbulent boundary layers, the distance is smaller since the viscous sublayer is much
smaller in this instance. The region usually exists up to five wall units (CFX-TASCflow,

1999a), where the wall unit is defined as:

. 14
y =

3.9

tu'nll
P
Bardina et al. (1997) suggested a value of 0.1 wall unit for the first node and sixty nodes
within the boundary layer when the flow is incompressible. The accuracy of the skin
friction calculation with the number of nodes within the boundary layer is presented in

Figure 3.9 for some turbulence models.

When the turbulent boundary layer is in equilibrium, the wall function
relationship can be used to reduce the number of nodes. The wall function uses the log-
law region to interpolate for the velocity and temperature gradient at the wall. Since the
log-law region is applicable in the range 30<y' <300, the wall function requires fewer

nodes.

3.2.1. Problem Definition

Flow simulation consists of laminar and turbulent boundary layers with Reynolds

numbers of 10° and 10’, respectively. The length of the flow domain is 1.3 m with the



wall occupying the last 1.0 m of the domain (Figure 3.10). The height of the flow domain
is approximately ten times the boundary layer thickness at the end of the plate. The grid
structure is broken into a boundary layer and free stream region, with heights of two
times and eight times boundary layer thickness, respectively. The nodes are not uniform,
with a denser resolution close to the wall, and coarser in the freestream with a smooth
transition between the two. Grid refinement around the leading edge is required to
smooth the transition from the free stream to the boundary layer (see detail of grid

refinement in Figure 3.10). The final form of the grid distribution is shown in Figure

3.11. The parameters for the boundary layer simulations are given in Table 3.1.

Table 3.1: Parameters for laminar and turbulent boundary layer over a flat plate

Parameter Laminar Turbulent
p (kg/m’) n 10
# (N.s/m%) 10° 10
cp (kg K) 1000 1000
k(Wm.K) 10° 10°
U. (M/S) 1 1
Re 10° 10’
Pr 1 1
&(m) 0.016 0.015
Distance of the first node from the wall (Z) Z<1.73q Z <4y’, log-law
Wall Temperature (K) 400 500

47




3.2.2. Flow simulation

Inflow boundary condition on the left side of the flow domain is specified as
uniform velocity, and the outflow boundary condition on the right side is specified as
constant pressure at atmospheric condition. A symmetric boundary condition is specified
for the first 0.3 m of the bottom of the flow domain, and the rest is a wall boundary
condition. The element aspect ratio, defined as the ratio between the longest and shortest
side of the element, has a maximum value of 22, and the smallest value of 2 occurs at the
top of the flow domain. High aspect ratio elements along the streamwise direction only
affects the region around the leading edge, since the change of flow direction in the
location beyond the leading edge is small (Figure 3.11). To accommodate the large
gradients in the vicinity of the leading edge, the element aspect ratio is reduced to one
through grid refinement arcund the leading edge. The discretization scheme is not critical
in the simulation, since flow direction is nearly aligned with the grid orientation. The
simulations use Mass Weighted Scheme and Linear Profile Scheme. The simulation
results for laminar and turbulent boundary layers are presented as pressure and
temperature contours (Figure 3.12), and velocity vectoré and contours (Figure 3.13). The
intensive change of pressure at the leading edge is caused by the abrupt change of
velocity direction. The temperature in a turbulent boundary layer changes more rapidly
than in a laminar boundary layer at the wall causing a higher heat transfer for a turbulent

boundary layer.
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The temperature gradient used to calculate the heat flux in equation (3.5) can be
obtained from the linear temperature profile in the viscous sub-layer region. The heat
transfer calculation for the laminar boundary layer can be calculated accurately, since the
boundary layer is dominated by the viscous sub-layer region (Figure 3.13c). For the
turbulent boundary layer, however, the viscous sub-layer region is in the location 0<y <5
(Figure 3.13d). This requires an increase in the number of nodes close to the wall to
estimate temperature gradient. Similar conditions are also applicable to obtain the

velocity gradient in calculating skin friction from equation (2.6).

3.2.3. Discussion of result

The simulation results for the velocity profile, Nusselt number and skin friction
distributions are presented in this section. The velocity profile for the turbulent boundary
layer is not presented, since it only contains eight nodes in the boundary layer. Laminar
boundary layer velocity profiles at several streamwise locations are compared with the
Blasius velocity profile. Nusselt number and skin friction distributions are compared with
equation (3.1) for the laminar case and equation (3.2) for the turbulent boundary layer.

Heat flux (q") is obtained from the heat conduction at the wall by assuming a linear

temperature profile:
oT
"o _ k
q |
3s)
aT _IL-T
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The Nusselt number is obtained from:

hx q x

M =TTk

The skin friction is obtained from:

dou
C -L (3.6)
=05 pU? )
where:
du u, —u,

0z|..o 2,-2,

The simulations for the laminar velocity profiles are, in general, in good
agreement with the Blasius profile (Figure 3.8). The velocity profile at x=0.5077 meters
from the leading edge has the largest difference with the Blasius profile, while the
velocity profile at the end of the plate has the smallest difference. The number of nodes
within the boundary layer region determines the accuracy of the interpolation of the
velocity profile. Since the boundary layer at the end of the plate contains more nodes, its

interpolation is better, resulting in a more accurate simulation.
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The Nusselt number (Figure 3.15) and skin friction (Figure 3.16) distributions for
the laminar boundary layer also are in good agreement with the theoretical solution. The
simulation has a tendency to underestimate the value at the leading edge and overestimate
at the rear of the plate. The calculated Nusselt number differs from the theoretical value
by less than two percent, while the difference in skin friction prediction is in error by
seven percent. Rounding error during computational iterations may cause errors in
estimating temperature and velocity, since the software is only able to store single
precision variables (the calculation is also performed on the second grid, and the results

are the same).

For the turbulent boundary layer, the first node beyond the wall should be smaller
than four times the wall unit. For Re=10’, the wall unit (y") is 2.94x10®, and the distance
is 1.18x10”° m. Since the maximum aspect ratio of the element is 100, the number of
nodes along the streamwise direction should be more than 1.3/(100*2.36x10”%) = 1102
nodes to satisfy this condition. Due to limitations of computer memory and
computational time, it is impossible to perform the simulations with the required number

of nodes.

By assuming an equilibrium condition, the wall function is used to reduce the
number of nodes. For preliminary analysis, a coarse grid structure is used to compare the
performance of the turbulence model in estimating Nusselt number and skin friction.

Three models, Standard, Kato and RNG, are used for the simulations. Standard and Kato
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models have the same accuracy in estimating skin friction, while the RNG model has a
larger error (Figures 3.17 and 3.18). From the preliminary simulations, the standard

turbulence model is used for simulations with a finer grid structure.

As stated earlier, the wall function is valid for the boundary layer region
30<y"<500. For evaluating the influence of the distance of the first node on the accuracy
of the results, simulations were performed with node distances ranging from 25 to 500
wall units. Figures 3.19 and 3.20 show that Nusseit number and skin friction for the
second node distance (y = 1.8x10™* m) produces the most accurate estimation. The first

node distance (y = 6.0x10° m) underestimates and the remaining overestimate.

Figure 3.21 shows the distances of the first node in wall units from leading edge
to the end of plate. By neglecting the leading edge region, the first node distances (in
term of wall units) are nearly constant. The first and second nodes are located at 25 and
75 wall units, while the remaining are located in the range of 150 to 450 wall units. It can
be concluded that accurate calculation for wall function with Re=10 can be obtained in

the range 50 to 150 wall units.

3.3. Backward-Facing step
Two-equation turbulence models are preferred over algebraic and one-equation

turbulence models since they are applicable for any flow configuration without changing

any closure coefficients or parameters. Two-equation models also require less
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computational resources compared to Large Eddy Simulations. However, most two-
equation turbulence models suffer inaccuracy in flows with low Reynolds numbers and
adverse pressure gradient. A common problem for validation in adverse pressure gradient
is flow over a backward facing step (Wilcox, 1993). Peng, et al. (1997), also used a

backward facing step to validate their Low-Reynolds-Number k-@ model.

In a backward facing step, flow separates at the step and reattaches at a specific
distance downstream of the step (Figure 3.22). The reattachment length, skin friction
along the separated flow and the distribution of turbulence kinetic energy (k) and velocity
along the crossflow direction are used for validating the turbulence model. Generally, k-@
models predict reattachment length more accurately (3 % after measured point) than &-€
models (20% before measured point) (Wilcox, 1993). The k-¢ models undershoot the
velocity distribution along the crossflow direction in the near-wall area and both k-£ and
k- models overshoot at locations away from the wall. Both models also overestimate

turbulent kinetic energy along the separation region (Peng, et al. 1997).

3.3.1. Problem Definition

The flow domain is the same as the simulations of Peng et al. (1997), for a
backward facing step. The expansion ratio between inlet and outiet dimension (H/h) is
six. The Reynolds number, based on inlet height, is 5050. The length of the domain is one

hundred times the inlet height. Figure 3.22 illustrates the flow configuration and the
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location of flow reattachment. Figure 3.23 shows the grid structure for the simulations.
The simulations use Modified Linear Profile Skew (MLPS) as discretization scheme,
three turbulence models, Sharma-Launder, Kato and RNG model and the wall function
for the near-wall region. The simulations are compared with experimental data of

Restivo, (1979) and the simulation result of Peng et al. (1997).

Table 3.2 Comparison of the estimated reattachment length

No Result of Reattachment Length
1 Experiment (Restivo, 1979) 6.12 W

2 Peng, et al. (1997) 64 W

3 Standard model 62 W

4 Kato model 6.6 W

5 RNG model SW

3.3.2. Discussion of result

Table 3.2 shows the comparison of the estimated reattachment length that is based
on the height of backward-facing step (#). The simulation results are compared with the
experimental resuit of Restivo (1979). Standard model has the best performance by
overestimating reattachment length by less than two percent, followed by Peng’s
simulation and Kato model by overestimation five and eight percent, respectively. Unlike

the other simulation results, RNG model underestimates reattachment length by eighteen

percent.
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The mean streamwise velocity profiles are in reasonable agreement with the
experimental data (Figure 3.24). At location x/H=30, the calculated velocity profile has a
significant difference with the experimental profile. The Standard and Kato turbulence
models have the same accuracy as Peng’s result, while the RNG model behaves poorly.
Near the step (at x/H=5), Standard and Kato models have a better accuracy in estimating

the peak velocity.

Unlike mean streamwise velocity, all models over-estimate the turbulent kinetic energy
(Figure 3.25). At x/H=5,10,15 and 20, Standard and Kato models are more accurate
compared with Peng’s simulation. Near the reattachment location (x/H=30), Peng’s
calculation has a better accuracy, and RNG model is the most accurate. The source of
error in estimating turbulent kinetic energy is the high expansion ratio (H/#=6) as the
source of adverse pressure gradient. It is still not clear how the adverse pressure gradient
affects the accuracy of the solution. However, it is believed that the selection of the
numerical scheme, grid structure and turbulence model contributes to the inaccuracy of
the solution. Peng et al. (1997) reported a better estimation of turbulent kinetic energy

with a lower expansion ratio (H/#—=1.2).
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Figure 3.2: Grid structure for flow in square driven cavity.
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Figure 3.3: U-velocity distribution along x=0.5 for different discretization schemes:
a). Re=100 and b). Re=400.
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Figure 3.6: Velocity contour (a), and velocity vector (b) for Re=400.
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Figure 3.23: Grid structure for backward facing step.

69



MeanStreamwise Velocity at ¥ H=56
ok T uf 1
/“ o
S— 1 075
/ 05 T
i
025
;—‘ 0
025 ] 025 05 0.75 1 1.25
wUo
MeanStreamwise Velocity at x/H=15
: 1
| 17
™
| K/. 0.75
/
ﬁ;-f 05%
S 0.25
hxgo
& o
-0.25 0 025 05 075 1 125
u/Jo
MeanStreamwise Velocity at x/H=30
Vet |
o
L
o]
A 0.75
A8
Vs
- 05 %
< 0.25
s
0
-0.25 0 0.25 0.5 0.75

uf/Uo

MeanStreamwis:  locity at x/H=10
T = A |
] —1——4-—-—- 0.75
] s o
05 3
0.25
0
025 0 025 05 075 1 1.25
ull
MeanStreamw  Velocity at xH=20
Py 1
L
/‘f 075
R
ﬁL— 05
Vs
025
rdl
D’
0

0.75

Figure 3.24: Mean streamwise velocity profile at several strez wise locations in the
recirculation region. Symbols: —, Restivo (1979); [, Peng et ". (1997); A,

standard; x , Kato; O, RNG.
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recirculation region. Symbols: —, Restivo (1979); [, Peng et al. (1997); A,
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4. Stagnation Region Heat Transfer

This chapter consists of the stagnation region heat transfer simulations for laminar and
turbulent freestreams. Simulations with a laminar freestream were performed to evaluate
the influence of grid structure, discretization scheme and Reynolds number in the
stagnation region heat transfer calculations. The best options using the laminar
simulations are then implemented in the turbulent freestream simulations by using

different Reynolds numbers, turbulent intensities and integral length scales.

4.1. Laminar freestream

Heat transfer rate in the stagnation region is usually expressed in terms of

Frossling number, defined as local Nusselt number divided by square root of the
Reynolds number (Fr= Nu/ ,/Re p )- For a laminar freestream, Frossling (1940)

developed a semi-theoretical solution for the stagnation region heat transfer as a function
of distance along the surface. For a cylindrical leading edge, the Frossling solution is

given as (Frossling, 1940):

L) S ¥ S Y
F{E)-O.Mll-o.lm(s) +o.o76(3] G

Equation 4.1 is valid from the stagnation point up to the location where flow separation

occurs.
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Separation of the flow occurs in the presence of a favourable pressure gradient, when
fluid experiences acceleration along a curved path. Since separation changes the flow
direction away from the wall, the convection heat transfer decreases beyond the
separation point. On the contrary, reattachment increases the heat transfer sharply. The
location of the separation point depends on Reynolds number, surface geometry and flow
conditions. Figure 4.1 shows that separation and reattachment flow change local heat
transfer for a laminar boundary layer over a cylindrical leading edge. Separation occurs at
the angular location 6=90° for Re = 1.3x10*. When the Reynolds number increases, the
separation point moves forward to 8=76° at Re=10°. Further increase in Reynolds number
causes the separation point to move backward. At Reynolds number of 1.25x10°
separation occurs at 8=81° (Zdravkovich, 1997). The boundary layer becomes turbulent
and the separation point moves backward to © =120°, when the Reynolds number
increases to 3x10°. Figure 4.2 shows the approximate location of the separation point
with Reynolds number.

Rigby and Van Fossen, (1992) simulated stagnation region heat transfer using the
PARC3D code, a solver for three-dimensional Navier-Stokes equations, for a laminar
freestream with Reynolds numbers ranging from 10" to 2x10°. The simulation results
were in very good agreement with both experimental and analytical results, where the
calculated stagnation point Frossling number ranges from 0.934 to 0.942. The Frossling
number distribution obtained from their calculations is used to compare the present

simulation.
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4.1.1. Problem definition

Since there is flow symmetry, the domain for the simulation is half the actual flow
domain. The grid structure is one half of the C-type grid. The boundary conditions are
shown in Figure 4.3. Uniform velocity is specified as the inlet boundary condition, while
uniform static pressure at atmospheric condition is specified as the outlet boundary
condition. Heat transfer with constant wall temperature is specified on the cylindrical
leading edge and adiabatic on the straight wall. Grid refinement around the leading edge
is intended to accommodate the changes in flow properties in the viscous sublayer region
of the boundary layer. By using air at STP conditions, simulations were performed at a
Reynolds number of 13,000. The results using four discretization schemes (Upwind,

MWS, MWLS and LPS) are presented in this chapter.

A C-type grid structure is used for the simulations. The x-co-ordinate is measured
along the surface of the wall, starting from the outlet boundary condition and ending at
the stagnation point. Y-direction is perpendicular to the wall, starting from the freestream
and ending at the wall. The z-direction is perpendicular to the plane (Figure 4.3). For the
preliminary simulations, a grid structure with 90x40x3 nodes is used. A non-uniform grid

distribution in the freestream and in the near wall region is used.

Simulations were performed with the first grid structure (Figure 4.4a) to select an
appropriate discretization scheme. Then simulations were performed on the three types of

grid structure shown in Figure 4.4, to determine the most appropriate grid structure. Each
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grid structure has different characteristics that affect the accuracy of the heat transfer
computations. The first grid structure has a rectangular shape in the freestream.
Consequently, elements on the leading edge are non-orthogonal, especially at the location
45° from the stagnation point. The second grid provides orthogonality for all elements.
The third is a modification of the second grid by shortening the straight wall region to
reduce elemental aspect ratio and making the grid denser near the stagnation point.
Orthogonal elements and proper elemental aspect ratio eliminate the effect of false
diffusion, and estimates separation more accurately. Since the flow is critical to the
presence of false diffusion and separation, different grid structures are required to obtain
accurate simulations. Control parameters for the laminar freestream simulations are

shown in Table 4.1.

Table 4.1: Control parameters for laminar freestream simulations

Parameter name value
Number of time iterations 900
Sutherland law Yes
Residual error target 1.0e-6
Multigrid Yes
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4.1.2. Flow simulation
Frossling number is calculated as:

Nu,(6)
4.2
TRe 4.2)

Fr(@)=

The Nusseit number for constant wall temperature is calculated as:

h@b__ ¢ D
k  (T,-T.) k

Nu,(0)= “4.3)
Wall (7) and freestream (7..) temperatures are obtained from the boundary conditions,

and thermal conductivity (k) is calculated from the Sutherland law (CFX-TASCflow,
1999¢):

_ 0.00257"*

k(T)= (T +194.4)

“4.49)

By using the Sutherland law, the influence of temperature change on the thermal

conductivity is incorporated in the simulations.

Figure 4.5 shows the performance of the discretization schemes using the first
grid structure, shown in Figure 4.4a. The upwind scheme has the poorest performance
among the different discretization schemes. Modified Linear Profile Scheme (MLPS) has

a better performance in estimating Frossling number than the Upwind scheme. The best
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performance is obtained using the Mass Weighted Scheme (MWS) and Linear Profile
Scheme (LPS). The latter two schemes are able to better estimate Frossling number and
also predict separation and reattachment, because both schemes have better performance
in handling false diffusion. Compared to the results of Rigby and VanFossen, MWS and
LPS results are higher by about 14%. The error is mainly caused by the usc¢ of a coarse
grid for these simulations. Figure 4.7 shows the velocity contours for the four
discretization schemes. Figure 4.7 b and d show a larger separation compared to Figure
4.7 a and c. The large separation causes MWS and LPS schemes to have smalier
Frossling numbers compared to Upwind and MLPS schemes at the location © =80°. The
difference in Frossling number distribution at locations around the stagnation point
performed by Upwind and MLPS cannot be illustrated by the velocity contours, because
the velocity magnitude at that location is very small. This is shown by the color of the
velocity contour. The next simulations are performed by employing a local grid
refinement near the wall for all grid structure. The LPS is chosen since it provides a

better estimation of the Frossling number distribution.

Local refinement of the grid is performed by dividing the elements near the wall
to obtain additional elements that are nine times smaller than the original. A large number
of element divisions can create oscillation of the simulation results. To reduce the
oscillation, the grid refinement is performed by using a cascaded grid refinement. For

example, 10 obtain elements that are nine times smalier, the element is divided into 3x3x1
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smalier elements. The next refinement divides the new element into 3x3x1 smaller

elements (Figure 4.6).

Figure 4.8 shows the distribution of Frossling number in the stagnation region
using the different grid structures. The heat transfer results using the first grid structure
are higher than the Frossling solution for locations 8<45°, and lower beyond this location.
This is caused by non-orthogonallity of the elements at that location. The first grid also
overpredicts the separation point. Figure 4.9, 4.10 and 4.11 show velocity and pressure
contours for the first, second and third grids, respectively. The recirculation at the straight
wall indicates the presence of flow separation. The first grid overestimates heat transfer at
location @ =40°, and underestimates at 8 =70° (Figure 4.8). The distortion is caused by
elements at location 40°<6<70° that are not orthogomal. Orthogonal elements are
important to maintain the conservation of flow properties that enter and leave the
element. The third grid gives a better prediction of heat transfer, but predicts separation
larger compared to the second grid. This can be seen from the speed and pressure
contours of the second and third grid (Figures 4.10 and 4.11 ). As a result, the third grid
has a sharp decrease of Frossling number at the location between 8 =80° to 8=90° (Figure
4.8). The results using the second grid structure (Figure 4.8) are closest to the
calculations of Rigby and Van Fossen (1992). Similar with experiment at Re=13000

(Zdravkovich, 1997), the second grid also shows separation at 6=90° (Figure 4.11).
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The final simulations for laminar freestream were performed using the LPS
discretization scheme and the second grid structure for Reynolds numbers of 6.5x10°,
1.3x10*, 1.3x10° and 6.5x10°. The simulation is intended to validate the capability of the
CFD code in estimating Frossling solution under a laminar freestream. The simulation
results for this case are shown in Figure 4.12. The Frossling number distribution at
Reynolds number 6.5x10°, 1.3x10* and 1.3x10° are in close agreement with the
calculations of Rigby and VanFossen up to the location of 8=70°. Frossling numbers at
the stagnation point (6=0°) are 0.95, 0.967 and 1.03, respectively. The smaller value of
Frossling number beyond 8=70° is caused by the uncertainty of the heat transfer at that
location due to the presence of flow separation. Experimental and simulation results of
VanFossen also differ from the laminar Frossling solution at the same location. At Re =
1.3x10°, the Frossling number decreases drastically at 8=80° and increases sharply at

6=90°, since separation occurs at 8=80°, and reattachment occurs at 6=90°.

4.2. Turbulent freestream
For a turbulent freestream, heat transfer in the stagnation region depends on the

interaction between the freestream and the boundary layer on the surface. The boundary
layer consists of both laminar and turbulent regions. In flow over a cylinder, the laminar
region can exist to a significant distance (Achenbach, 1975). For Re=10°, the boundary
layer is laminar in the region 0°<8<90°, while at Re=4x10% the laminar region is
0°<8<40°. The increase of Reynolds number moves the location of transition upstream.

Since the turbulent region produces higher heat transfer rate, the increase of Reynolds
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number will increase the overall heat transfer. The interaction between the freestream and
the boundary layer depends on Reynolds number and turbulence characteristics,
especially the turbulence intensity and integral length scale.

The increase of Reynolds number under a constant turbulence intensity causes a
smaller boundary layer thickness, which in tumn increases the temperature gradient and
heat transfer rate. The increase of Reynolds number also promotes earlier separation and
reattachment flow. At Tu=0.5% and Re=10°, the flow separates at 6=80°, and reattaches
at 6=90°. When Reynolds number increases from 10° to 1.9x10°% the boundary layer

transition moves upstream to 8 =70° and causes a significant increase in overall heat

transfer (Achenbach, 1975).

Turbulence intensity is defined as the ratio of the rms of the fluctuating velocity

components to the mean streamwise velocity.

2 02 p2
Tu= '{%[u : WU...W.2 ]} “.5)

For isotropic turbulence, equation (4.5) becomes:

Tu= % @. 6)
where u’ is the RMS value of the fluctuating streamwise velocity component. Freestream

turbulence intensity has a significant influence on stagnation region heat transfer. At
Re=22x10°, the stagnation Frossling number increases from 0.945 to 1.25 as the

turbulence intensity increases from 0 to 0.8% (Kestin, 1966). Zang and Han (1994)



reported an increase of heat transfer on the gas turbine surface as high as 250% due to

turbulence intensity increase from 0.7% to 17%.

Integral length scale describes the averaged eddy size associated with turbulence.
The calculation of integral length scale is based on the correlation of the longitudinal
fluctuating velocity components at two locations spaced apart in the streamwise direction.

By integrating the correlation over a distance from 0 to oo, the integral length scale is

obtained.
R(y)= "—"— B
1z
A = [R(y)dy
where: '

Z, u_2 = time-averaged fluctuating velocity component at two locations
R(y) = correlation coefficient
A = integral length scale
Yardi and Sukhatme (1978) correlated stagnation region heat transfer with turbulence
intensity and an integral length scale parameter, (1/D)JRe, . They determined an
increase of integral length scale decreases heat transfer rate. They also reported that the
optimum integral length scale is between 5 to 15 times the boundary layer thickness. Van

Fossen et al. (1995) investigated stagnation region heat transfer by varying the ratio of

integral length scale to leading-edge diameter from 0.05 to 0.3. The heat transfer
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increases with decreasing length scale, but they were unable to determine an optimum

integral length scale.

Several correlations have been developed for the heat transfer and freestream
turbulence characteristics. Lowery and Vachon (1975) reported an increase in local heat
transfer with an increase of turbulence intensity in the laminar boundary-layer region
0°<0<40°. By performing experiments at Reynolds number ranging from 1.09x10° to
3.02x10° and turbulence intensity 0.4%<Tu<14.2%, they proposed a correlation for

Frossling number at the stagnation point as:

Ny L0142, {LT“I 0':;‘0]-3.07[—{" Rey ] .8

Van Fossen et al. (1995) correlated heat transfer at the stagnation point with Reynolds

number, turbulence intensity and integral length scale. They proposed the correlation:

~0.574
Fr(0) = 0.00SJTu Re‘};'(%] +0.939 “.9)

where:
A = integral length scale
D = leading edge diameter

Rep = Reynolds number based on leading edge diameter
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VanFossen et al. (1995) plotted their experimental data using equation (4.8) and found
that their data were not correlated with parameter Tu,/Re,, (Figure 4. 14). By using

equation (4.9) for plotting the experiment data of VanFossen et al and other authors (Yeh,
1993; Smith and Kuethe, 1966; Mehendale et al., 1991; and Lowery and Vachon, 1975),
the correlation between heat transfer and turbulence parameters can be obtained with
deviation of 4% and 10%, respectively (Figure 4. 15). Since equation (4.9) gives good
agreement with many author’s data, Frossling number distribution for a turbulent
freestream can be estimated by using equation (4.9) and normalising Frossling number
by:

Fr(s/R)
Fr(0)

Fris/R),, =[ ) Fr(0),, 4. 10)
lom

Unlike experiments that have provided a good estimation of stagnation region
heat transfer, simulations for stagnation region heat transfer for a turbulent freestream can
still be in error by a significant amount (Larsson, 1996; Larsson et al., 1995; and Rigby
and VanFossen, 1992). The sources of error are mainly due to the turbulence model, the
discretization scheme and grid construction. Rigby and Van Fossen (1991 and 1992)
simulated freestream turbulence by varying inlet velocity and momentum by 0.4 to 2.6
percent to represent a turbulent freestream. Using the PARC3D code, they reported an
increase in heat transfer by 25 percent. However, numerical results are significantly

different with experiments, which showed an increase of heat transfer by 50 percent.
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The simulation of stagnation region heat transfer on turbine blades using a two-
equation turbulence model was performed by Larsson and Hall (1998). Larsson and Hall
used both the low-Reynolds number &-£ models (Chien and Launder-Sharma) and k-
models (Wilcox, standard and transition). To obtain accurate simulations, Larsson and
Hall suggested the distance of the first node after the wall should be below 0.2 wall unit
and used double precision (64 bit) for the calculations. A smooth grid distribution also
reduces the oscillation in the heat transfer calculations. All models suffer inaccuracy in
estimating heat transfer, especially in the suction side and stagnation region. The models
cannot predict the laminar boundary layer region on the suction surface and overestimate
turbulence kinetic energy in the stagnation region. The k-@ models give better estimation
in the leading and trailing edge of the suction side, while the remaining region cannot be

estimated accurately (Figures 4.16 and 4.17).

The simulations of Larsson et al. (1995) on turbine blade heat transfer that used
algebraic and k-¢ turbulence models showed errors as high as 33 percent in the vicinity of
the leading edge. Large normal strain at the stagnation point causes excessive production
of turbulence energy that is convected downstream and induces earlier transition of the
boundary layer from laminar to turbulent in the leading edge region. Consequently, the
entire boundary layer is influenced by the overestimation of heat transfer. Larsson et al.
(1995) tried to eliminate the error by either tuming off the production term in the

turbulence energy equation or by replacing the strain rate tensor with the vorticity.



However, the modification can only reduce the error on the pressure side, and not in the
stagnation region and suction side. It is believed that the Boussinesq assumption fails in
flows with large normal strain such as at the stagnation point (Wilcox, 1992; Larsson et

al. 1995; and Taulbee et al. 1989).

Durbin (1996) reported that excessive production of turbulent kinetic energy is
caused by overestimation of the turbulent time scale (T=k/€) in the k and & equations.
Durbin (1996) proposed a new definition of turbulent time scale as a function of normal
mean strain rate in addition to k and & The modification estimates ¥ 90% smaller than
that without modification. However, the progress in estimating the heat transfer was not
reported. Due to the time limitation and the accessibility of the source code, the
modification as proposed by Durbin and Larsson et al. cannot be performed in the present
simulations. The simulations are intended to evaluate the performance of k-& turbulence
models in estimating the stagnation region heat transfer by using appropriate

discretization scheme, grid construction and turbulence model.

4.2.1. Problem definition

The simulations for a turbulent freestream are performed using the second grid
structure of section 4.1, since this structure gives a better estimation for the laminar
freestream case. The simulation uses similar control parameters as the laminar freestream

case (Table 4.2).
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Table 4.2: Control parameter for turbulent freestream simulations

Parameter name Value

Discretization scheme LPS

Number of time iteration 900

Sutherland law True

Residual error target 1.0e-6

Treatment for flow near wall region Two-layer turbulence model
Muitigrid True

The two-layer turbulence model is selected because the flow near the curved wall is not
in an equilibrium condition between turbulence production and turbulence dissipation. In
the equilibrium condition, turbulence produced by shear strain at the wall will be
dissipated as it diffuses into the freestream. Consequently, the turbulent kinetic energy
contour has the highest value at the wall. In the stagnation region, the highest value of
turbulent kinetic energy is not at the wall, but several nodes away from the wall (Figure
4.18). It can be concluded that the flow is not in equilibrium condition, where turbulence

production is higher than turbulence dissipation.

The preliminary simulations for a turbulent freestream compare the performance
of different turbulence models (Standard, Kato and RNG). Frossling number distribution
obtained from all turbulence models are compared with the correlation of Van Fossen et

al. (1995) as shown in equation (4.7). The turbulence model that gives the best estimation



is selected for the simulations that are performed under different combination of

Reynolds number, turbulence intensity (Tu), and integral length scale, as shown in Table
43.

Table 4.3: Reynolds number, turbulence intensity and integral length scale (A /D)
for simulations with freestream turbulence

Reynolds number (Re) 13,000 50,000 100,000
Turbulence intensity (Tu) 1% 3% 5%
Integral length scale(A,- D) 0.4282 0.5709 0.7136

4.2.2. Flow simulation

The preliminary simulations are performed at Re=1x10°, Tu=0.75% and integral length

scale (A,-’D) = 0.98, to evaluate the different turbulence models. For the standard model,

governing equations of momentum (v, v and w), continuity, &, € and energy reach
convergence at 114 time iterations, while Kato and RNG models reach convergence at
iterations of 142 and 146, respectively. The numerical results obtained from the
simulations are compared with the experimental correlation of Van Fossen et al. (1994)
Figure 4.19 shows that Kato and RNG models give better estimation with errors five and
six percent respectively compared to Standard model with error of nine percent.

Simulations were performed to compare Kato and RNG models in estimating Frossling
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number. At Re=5x10", Tu=5% and A..- D= 0.69, the Kato model gives a better estimation

compared with the RNG model with errors six and eight percent, respectively (Figure
4.20). The errors are caused by overestimation of turbulence kinetic energy distribution
on the stagnation region where the RNG model has a larger turbulence kinetic energy

distribution compared with the Kato’s (Figure 4. 21).

The final simulations use Linear Profile Scheme (LPS) for the discretization
schemes and Kato turbulence model. Because the grid structure is highly nonuniform,
where the size of the element near the wall is much smaller than in the freestream, the
selection of time step is important to maintain convergence stability. The time step was

specified small enough to obtain sufficient residence time defined by:

T=

<t

where:

L= characteristic length of flow domain

V= freestream velocity
The characteristic length depends on the length of the flow domain and the size of the
smallest element. Since the final simulations were performed on the same grid structure,
the residence time would only depend on the freestream velocity. The simulations under
different Reynolds numbers have different time steps that were specified by trial and
error. The optimum time step would give a stable convergence and require smaller

number of time iterations to the reach convergence criteria. The number of time iterations



varies from 117 to 800 and depends on Re, Tu and A. There is no correlation between the

variation of the number of time iteration with the variation of Re, Tu and A.

Figures 4.23, 4.24 and 4.25 show the Frossling number distribution for constant
Reynolds numbers of 10°, 5x10* and 1.3x10", respectively. The simulation results deviate
from the empirical solution by as much as 10% for the Frossling number with changes of
Tu. The simulations also do not show a maximum Frossling number at the stagnation
point due to the presence of large normal strain rates at that point (Wilcox, 1992; Larsson
et al. 1995; and Taulbee et al. 1989). Since two-equation turbulence models calculate
eddy viscosity according to the Boussinesq assumption, which correlates the eddy
viscosity with shear strain rate, the increase of heat transfer caused by normal strain rates
cannot be captured. The detailed discussion on the estimation of stagnation Frossling

number is presented later.

The final simulations consist of three cases where each case is performed to

evaluate the effect of different combinations of Tu and AD in estimating stagnation

region heat transfer. The simulations at constant Re=10° and different Tu (1%, 3% and

5%) and A D (0.4282, 0.5709 and 0.7136) are shown in Figure 4.26. The largest

deviation for stagnation point Frossling number is for the simulations at Tu=1%, and is
7% larger than VanFossen's estimation. The smallest error is found for the simulations at

Tu=3 % with a 0.72 percent error. The Frossling number distribution beyond 68=50° is
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much larger than the experimental value, since the simulations do not contain any flow
separation. Velocity contours for the first simulations (Figure 4. 22 a) do not show any

flow separation.

The results of the simulations at constant Re =5x10* and the same combinations

of Tu and A “D, are shown in Figure 4.24. The simulations at Tu=1% have the largest

error of 10%, while the smallest error, 0.71%, occurrs at 7u=5%. Similar to the first case,

the second case also has a Frossling number higher than the experiment at locations

beyond 6=55". The tendency of overestimating turbulence kinetic energy causes the

computations to be less sensitive to the change of Tu and 4D compared to the

experimental results. It is difficult to explain the insensitivity, but the simulation results

from all cases show the same tendency.

Figure 4.25 shows the result of the simulations at constant Re=1.3x10°. The
simulation has the largest error in stagnation point Frossling number (4.4%) at Tu=5%,
and the smallest error (1 percent) at Tu=1%. Unlike the previous cases, the third case has
a sharp decrease of Frossling number distribution beyond 8=60°. This is likely caused by
the presence of flow separation at that location. The small separation can be identified by

the velocity contour located at 8=90° (Figure 4. 22 b).



To evaluate the performance of the simulations, the stagnation point Frossling
numbsers are plotted against the correlation parameter Tu Rep™* (/D)7 as proposed by
VanFossen et al. (1995). Figure 4.26 shows that the calculated stagnation point Frossling
numbers lie 10 percent above and 5 percent below the expirical correlation. Stagnation
Frossling numbers at Re=10° and 1.3x10* are not distributed along the curve of equation
4.6, but its averaged value agrees with the correlation. Overestimation of & near the wall,
as described by Durbin (1996), has reduced the accuracy of estimating heat transfer. The
estimations of stagnation Frossling numbers and the errors compared to equation 4.6 are
shown in Table 4.4. Although there is a significant error ranging from 0.22 to 10.11 % in
the heat transfer estimation, the simulations show an increase in stagnation Frossling
number with an increase of Reynolds number and turbulence intensity. However, a
decrease of integral length scale does not always increase stagnation point Frossling
number. it is also shown that the increase of integral length scale under constant Tu is not

followed by a decrease of stagnation Frossling number.
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Table 4.4: Stagnation Frossling numbers

‘Re = 100,000 Re = 50,000 Re = 13,000

/D | Fr(0) [%emo /D | Fr(0) |%emor] /D | Fr(0) | %emor
Tu= 0428 1.091] 7.62 ] 0428]1.0889] 7.15 ]| 0428} 0.996] 1.25
1% 1.0.571 1.089| 845 | 0571 1.089] 7.80 | 0.571| 0.996] 1.62
0714 1.099] 9.34 ] 0.714]1.0895| 832 | 0.714]| 0.996] 1.89
Tu= 0428] 1.102 0.63 } 0.087]1.0923] 1.72 | 0.087| 0.99] -2.21
90, 1.0.571| 1.112[ 231 | 0.116]1.0929] 2.79 ] 0.116] 0.996 -157
0.714| 1112 3.25 1 0.145]1.0887] 3.13 | 0.145| 0.996] -1.18
Tu= 0428] 1.114] -3.19] 0.087 ] 1.1041| -0.78 | 0.087| 0.999| -4.03
59, 10571] 1.114] -1.6510.116)1.1086| 0.86 | 0.116] 0.998] -3.34
0.714] 1.116] -0.39 ] 0.145]1.1086] 1.77 | 0.145 1| -265

It can be concluded that the simulations are less sensitive to the change of 7u and
are insensitive to the change of integral length scale. The inaccuracy of simulations may
be caused by the inadequate distance of the first node near the wall, the single precision
of variable storage and the pitfall of k-¢ turbulence model in simulating flow over a

curved body. The following sections discuss the sources of inaccuracy.

The implementation of a two-layer turbulence model requires that the distance of
the first node after the wall should be in the viscous sublayer (=2 wall units). Due to the
limitation of computer memory and maintaining element aspect ratio, the first node was
located at a distance of 13 wall units. This condition causes inaccuracies in the solution
using two-layer turbulence models. Increasing computer memory can increase the
number of elements near the wall and reduce the distance from the wall to the first node

into 2 wall units without changing element aspect ratio.This condition will assure a
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consistent application of two-layer turbulence models and increase the accuracy of the

simulation.

The inability of the CFD-code to provide double precision calculation also causes
inaccuracy of the iteration process. By storing variables in single precision, large

truncation errors may occur during the iteration process.

As mentioned earlier, the pitfall of the k-& turbulence model is caused by the
failure of the Boussinesq assumption in flows over a curved body. A more accurate
simulation can be performed by modifying the Reynolds-stress tensor (Taulbee et al.
1989; Wilcox, 1993), modifying the time scale for k and & equations (Durbin, 1996), and
using Second-Order Closure Models rather than k-¢ turbulence models (Wilcox, 1993).
The Reynolds-stress tensor can be expressed in terms of normal strain rate and vorticity
tensor, in addition to shear strain tensor. By including normal strain rate and vorticity
tensor, any sudden change of strain rate will not reduce the accuracy. Modifying the time
scale is intended to decrease k into more realistic conditions. Since k relates to the
governing equation of energy, the modification should increase the accuracy of the heat
transfer calculations. Among the mentioned modifications, the use of Second-Order
Closure models is the best choice, since the model introduces an additional governing
equation for the Reynolds-stress tensor. The new goveming equation will calculate the
time scale properly and take account of sudden changes in the strain rate. Since the CFD-

code does not provide Second-Order Closure models, the simulation under this model
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cannot be performed. The modification as proposed by Durbin (1996) requires the access
to the software source code. Due to the time limitation, this improvement was also not

performed.
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Figure 4.1: The influence of separation and reattachment flow on the local heat
transfer rate (reproduced from Zdravkovich, 1997).
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5. Concluding Remarks and Recommendations

5.1 Concluding Remarks
Stagnation region heat transfer is important in many critical applications. Studies

in gas turbine blade heat transfer show that the highest heat transfer occurs in the
stagnation region. Several experiments and simulations have been performed to
understand the physical mechanism of heat transfer augmentation in that region.
Experiments have been performed and empirical correlations developed for stagnation
region heat transfer with Reynolds number and the turbulence characteristics.

Simulations have been performed to estimate the actual heat transfer for practical

purposes.

The simulations for this thesis were performed using the CFD code, CFX-
TASCflow. The code was validated using a number of standard problems. These consist
of flow in a square driven cavity, flow over a flat plate with laminar and turbulent
boundary layers, and flow over a backward facing step. Simulations for stagnation region
heat transfer consist of laminar freestream with Reynolds numbers ranging from 6.5x10°
t0 6.5x10°, and turbulent freestream with the combinations of Reynolds number (1.3x10°,
5x10* and 10%), turbulence intensity (1%, 3% and 5%), and the ratio of integral length

scales to leading edge diameter (4. D) of 0.4282, 0.5709 and 0.7136.
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The simulation of flow in the square driven cavity was intended to evaluate the
performance of the discretization scheme in handling recirculating flows. This is done by
comparing the velocity profile at the vertical centreline with Baliga ’s (1983) solution.
The simulations give good agreement with errors less than six percent. Among the
different discretization schemes, Linear Profile Scheme gives the best performance in

handling this problem.

The simulations of laminar and turbulent boundary layers over a flat plate were
performed to evaluate the performance of turbulence models and the software to resolve
the near wall region. The simulations give very good estimation of Nusselt number and
skin friction with the errors less than two and seven percent, respectively. In the turbulent
boundary layer case, the application of a wall function for flow near the wall region
reduces the computational efforts by reducing the number of nodes in the boundary layer.
By implementing the standard turbulence model, the best estimation of Nusselt number
and skin friction are obtained by locating the first node after the wall between 50 to 150

wall units.

In flow over a backward facing step, three turbulence models, standard, Kato-
Launder and RNG are compared in estimating the reattachment length. RNG model
underestimates the reattachment length by 18 percent, while the standard and Kato-

Launder model overestimate by 2 and 7 percent, respectively. However, the estimations
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of turbulent kinetic energy are still in significant error due to the disadvantage of the two-

equation turbulence models in simulating a flow with adverse pressure gradients.

The laminar simulations of stagnation region heat transfer give very good
agreement with experiment and semi-theoretical solution of the Frossling number
distribution. The errors in estimating stagnation Frossling number are as high as 6 percent
(Re=1.3x10°). At Re=1.3x10°, Frossling number distribution decreases at 6=80" and
increase sharply at 8=90°, due to the presence of flow separation. The use of LPS as a
discretization scheme and grid structure with unity element aspect ratio near the wall are

the important considerations in performing an accurate simulation.

By using the same discretization scheme and grid structure of the laminar
simulation, the simulations for a turbulent freestream are performed on three cases. Each

case has constant Re and different combinations of Tu and A,-D. The simulation results

of turbulent freestream are less accurate compared to the laminar simulation with the
errors as high as 8 percent. The Frossling number distribution increases with the increase
of Re and Tu, and a decrease of A. At Re=10’, heat transfer simulations have errors
ranging from 0.72 % to 7%. Frossling number distribution beyond 8=50° are higher than
the experimental value due to the absence of separation. The second case has similar
results with the first case, where Frossling number distribution beyond 6=50" is higher

than the experimental value. The simulations of the second case have errors ranging from
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0.71% to 8%. Unlike the first and second cases, the third case simulations contain a smalli

separation at 8=90° causing a lower Frossling number distribution.

The increase of Frossling number distribution is less sensitive compared to the
experiment, especially with the increase of Tu and the decrease of A. The sources of
inaccuracy can be attributed to the inadequate distance of the first node after the wall, the
use of single precision storage and the disadvantage of k-€ turbulence models in

simulating flow over a curved body.

5.2. Recommendations

Some recommendations are proposed to increase the accuracy of simulation for

stagnation region heat transfer under a turbulent freestream.

1). Increase computer memory (RAM)

By increasing computer memory, additional grids can be located near the wall, so that the
first grid is located in the viscous sublayer. This condition will maintain the consistency
of the two-layer turbulence model implementation and in turn, increase the accuracy of

the simulation.
2). Using double precision storage system

By storing variables of simulation in double precision, the truncation error during

iteration can be reduced, and the solution will be more accurate. Double precision system
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also maintains the accuracy of the calculation with two-layer turbulence models that

require the first grid after the wall to be located in the viscous sublayer.

3). Using Second-Order Closure models

Second-Order Closure models have additional governing equations for the Reynolds-
stress tensor that accommodate sudden changes in strain rate and establish suitable time
scales for the k¥ and € equations. This ability will reduce errors that arise during
simulation of flow over a curved body, such as flow in the stagnation region using 4-¢£

turbulence models as performed in this thesis.
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