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were decreasing while movii  from the eff ent boil to a downstream direction. The
salinity variations were also decreasing while moving from the outfall to a downstream
direction. The low salinity and high turbidity results of more than 13000 in-sit
observations were positively correlated. As for tI  water quality status, the dissolved
oxygen percent saturation and chlorophyll @ concentrations were not significant
indicating a good water circulation in the t /. The experiment results demonstrated that
effluent plume can be traced by in-situ monitoring of turbidity and salinity as natural
tracers. These parameters we¢  also applied for near-filed hydrodynamic model

validation.
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enviror. ntal criteria are considered when establishing these regulations, such as tli
current and future intended use of marine  ources, ecological vulnerability, bathymetric

formation, and ambient conditions.

1.2. Marine Outfalls

Ocean outfalls are submerged structures designed to enhance the effluent dilution in the
ambient. The design of these structures varies di 2nding on economical and
environmental considerations. A careful investigation of the ambient environment should
be carried out before selecting the outfall location. The investigation should consider the
ambient conditions, including depth, currents, and density stratification. Continuous
monitoring programs should be carried out on regu’ bases to assure that outfalls are
working properly and have minimal environmental impacts. Hydrodynamic models are

important tools used for predicting the performance of proposed outfall designs.

1.3. Outfall Modeling

Outfall designs are evaluated through hydrodynamic models. In general, these models are
developed to predict what char s may occur during some events in nature. Reasons for
constructing mathematical models a  as follows:

(1) to gain a better understanding of the transport mechanism of a pollutant;

(2) to determine exposure concentration to aquatic life or humans; and

(3) to predict future conditions under diffe 1t sc arios for supporting mar  :ment

decisions.
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e How data is to be managed?

e How is information to be presented and communicated to those who need it?
Water quality programs are often designed for monitoring rivers, lakes, underground
aquifers, and marine environments. As a common practice, random field sampling and
laboratory analysis may indicate the f .ence of a problem in a water body, but does not
provide information on the extent or boundaries of these pollutants, particularly in a
rapidly changing environment, such as the ocean. T e variations can highly affcct the
fate and transport mechanism ¢ contaminates. In-situ monitoring is considered an
emerging technology for water quality monitoring and plume tracking. It can be
performed through simple sensors such as fiber optics or more complicated analytical
systems, such as mass spectron  ers.

Three approaches are being used for water quality assessment. These are laboratory
analysis, on-site analysis and in-situ monitoring.

The first approach is conducted thror~* a land based laboratory. This : _)roac involves
sample collection, preservation, stor:  and transportation prior to laboratory analysis.
For quality control and assurance objectives, a chain of custody procedures are performed
to track the sample from its source to its final destination. The United States
Environmental Protection Agency (USEPA) has developed detailed procedures to
preserve the integrity of the sample durir its collection and storage. Nevertheless,
uncontrollable chemical, biological and physical processes may occur and change the
nature of the sample before its analysis. Furtherm: | this method is of  costly and does

not provide information on spatial and temporal distribution.






1.5. Autonomous Underwater Vehicle (AUYV)

AUV 1s an unmanned sul zrsible robot that is capable of carrying out missions
autonomously. It is powered by batteries or fuel cells and can operate in deep waters.
This device can autonomously perform pre-programmed missions for several hours
without any human interference. They have various research and industrial applications.
One of its promising applications is environmental monitoring. The AUV can be
integrated with environmental and oceanc “aphic sensors to provide high resolution
spatial and temporal environmental data. ..ese data can provide researchers and
regulators a better understanding of the changes occurring in the n  ine environment.
Table 1.1 demonstrates the milestone of some important events during the development
of AUVs. A number of vehicles are commercially available including, Hugin (Norway),
Maridian 600 (Denmark), AQUA EXPLORER 2 (Japan), Sea Oracle (U.S.), Explorer
(Canada) and CETUS II (U.S.) (Wernli, 2000).

The vehicle can be integrated with in-situ environmental and oceanographic monitoring
sensors to collect spatial and temporal  ormation simultaneously. Siccardi et al. (1997)
carried out a mission using multiple input fiber optic fluorometers on the AUV to identify
the main features of  wrine plants growing on the sea bottom. On-board, a submersible
microscope and a ... equipped with multiple sensors were mounted on AUV to
measure lake water quality (Kumgai  al.,, 200"". R os et al. (2001) integrated in- situ
sensors and UM3 near-field model with an AUV to predict outfall plume characteristics.
A survey of oxygen concentrations near > bed of a lake has been conducted through

“TanTan”AUV (Uraet ". ™.






«u€ long endurance solar powered AUV v used to measure DO concentration using
fast-response galvanic oxygen micro-sensor in Greenwich Bay, Rhode Island, U.S.A
(Crimmins et al., 2005).

Recognizing the importance of this technology, Memorial University of Newfoundland
(MUN) has recently acquired an AUV for oceanograp ¢ and environmental research
applications. The vehicle known as “Explorer” is designed and constructed by
International Submarine Engineering Ltd (ISE). It consists of three sections. The rear
section contains the propeller and four mai  ivering planes, the middle section consist of
electronics and control system and two maneuvering planes, and the front section is
reserved as a pay load for sensors or analytical monitoring system. More specific details

on AUV will be discussed in the later sections.

1.6. Thesis Overview

The organization of the thesis is as follows:

Chapter 2 addresses a literature review on ler h scale hydrodynamic outfall modeling,
an overview of existing outfall disposal regulations, and technical specifications of
currently available in-sifu monitoring sensors and  alytical systems.

Chapter 3 describes the different cc  onents involved in the design and organization of
the environmental monitoring experiment.

Chapter 4 demonstrates the modeling  ults of an exist : staged diffuser design and an
alternative T-Shape riser des 1. Also, the field experimental data were analyzed and

mapped for plume tracing and water quality assessment.



Chapter 5 further discusses the results for plume tracking, water quality assessment and
model validation, and Chapter 6 provides a conclusion and recommendations obtained

from this study.






the molecules in the fluid also causes additional mixing where the higher concentration
flows to the direction of the lower concentration. This process is governed by Ficks law
as follows: (Davis, 1999).

f,=DVC, (2.1)
where f is the vector diffusion flux, D, 1s the diffusion cocftficient of tracer 7,
and VC, is the gradient of the concentration of tracer .

Initially, the diffusion process produces a shear layer, where the jet penetrates the
ambient causing it to increase its velocity and the ambient penetrates the jet causing it to
decrease its velocity. Ultimately, the ambient penet :es the jet’s centerline causing it to
lose its momentum. During this process, the centerline velocity and concentration are
constant until they are penetrated by the ambient (Figure 2.1). This region is expressed by

the Gaussian Probability Function (Davis, 1999).

u A
—=¢ (A) (77)
“('I

where u_, is the centerline velocity, and bis the partial plume radius given by the

standard deviation of the profile. A close approximation to this function is 2/3 power

profiles \.-avis, 1999).

i %12

e =[l=( NPT (2.3)
el Ul 0%

where b is the plume radius.
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2.1.3.3. Tides

During the 24-hour daily cycle, tidal changes cause variations in depth, current speed and
direction. In shallow coastal areas, tidal currents also cause minor variations to salinity,

as the water moves in and out of the bay.

2.1.3.4. Depth

Depth can enhance the vertical mixing process. For this reason, regulators restrict the
outfall discharge depth. It is recommended to install outfalls at maximum possible depth
to allow better vertical mixing and minimize surface spreading. Discharges into shallow
water often results in incomplete dilution and spread of pollutants at the surface layer.
Often, interaction of the plume with the surface water and seabed can cause instabilities.
Coanda effects occur when the plume sinks down to the bottom causing bottom

interaction, which may cause a negative impact on the benthic communities.

2.14. Mixing Zone

A mixing zone is an area where effluent discharge undergoes initial dilution and
secondary mixing in the ambient water. The USEPA has defined this zone as where water
quality criteria can be exceeded, conditional that acutely toxic conditions are prevented
(Doneker and Jirka, 2004). By applying this approach, ambient water can be used to
dilute pollutants and minimize environmental impacts. Two mixing zones occur when
effluent is discharged into the ambient water. The first zone is called the near-field
mixing zone or Regulatory Mixing Zone (RMZ) and the second zone is called the far-

field mixing zone. In the near-field, the mixing process is controlled by the jet

16









rise. The end of the near-field is where no significant dilution changes with distance.
Davis (1999) has reported this location as where the dilution does not exceed 10 % of its
ultimate value. One of the most commonly used models for predicting the near-field

dilution are length scale models.

2.14.1. Length Scale Near-Field Mixing Zone Models

Considering the short time period in which the mixing process occurs in the near-field
zone, chemical and biological transformations are considered negligible and are only
limited to conservative or linear decay. Therefore, it is presumed that the dilution process
mainly occurs due to advection and diffusion processes (Bleninger and Jerka, 2004). The
length scale models are based on laboratory experiments and a dimensional analysis
concept. Davis (1999) has summarized the concept as many variables contributing to the
near-field mixing process; these variables can be arranged in groups that have dimensions
of length, and the magnitude of these scales reflect how significant the mixing process is.
Therefore, the different variables contributing to the mixing process can be expressed in a
dimensional length scale to demonstrate those occurring in the field. Often, many
experiments are conducted to characterize the behavior of these plumes. When the
dilution collapses at a particular distance or length, this length is set as a boundary
between the near-field and far-field mixing zone. If the objective is to characterize the
dilution at a particular length, the length scale variable (e.g. L1/L2) is considered as the
independent variable, and dilution rate is considered as the dependent variable (Q/Qo)
that falls through the center of the experiment data. Best fit equations are derived from

these bench scale experiments to describe the relationship between these variables. Davis

19



(1999) has described the advantages of this method as easy to characterize and includes
boundary interactions, which do not exist in other mathematical models. The author
described its limitation, as extrapolation of field data may lead to prediction errors, where
the best fit data do not necessarily represent all boundary sides of the plume.
Furthermore, it is not always possible to have the same boundary conditions obtained
from lab experiments as those in field. RSB and CORMIX are commonly used length

scale models for near-field prediction.

2.14.1.1. RSB Near-Field Model

The RSB model is an empirical length scale model designed by Roberts, Snyder and
Baumgartner. The model predicts the near-field mixing zone of a submerged multiport T-
Shape riser. The model was constructed based on series of laboratory experiments,
considering different ambient and discharge conditions. These experiments were
conducted in both unstratified and stratified stationary and flowing waters. Figure 2.5

demonstrates a multiport T-Shape riser discharging in a stratified flowing ambient.

20






level of the port, p is the ambient density decreasing linearly with height, .., is the height
to top of spreading layer, and Z,, is the height of the near-field dilution.

Tian et al. (2004-a) have characterized the discharge as a point source when the initial
dilution is controlled by ports geometry and as line source when the discharge is
controlled by the buoyancy force. They have defined the source fluxes per unit diffuser

length of volume, momentum, and buoyancy, b as:

Qj = (7z/4)a’2u, for point source, and 2.4)
— QT A H o)
q= A for line source (2.5)

where Qj is the flow per port , L is the diffuser length, and Q; is the total discharge
The authors characterized the momeni 1 flux as:

M = u_/Qj for point source, and (2.6)

m=u_ ¢ forline source (2.7)

They have described the buoyancy flux as:

’

B=g,Q, for point source, and (2.8)

b =g’ q for line source (2.9)

’

where Bis the point source buoyancy flux, g. is the modified acc eration due to
gravity, b is the line source buoyancy flux, and ¢ is the flow rate per diffuser length. The

line source length scales for the volume, mor  tum and buoyancy flux can be expressed

in the following equations respectively  ..an et al., 2004-b).



| =1 (2.10)

- 2.11

m [) 7} ( )
A

=2 (2.12)
N

In a stratified environment, Daviero and Roberts (2006) have considered the buoyancy

frequency as:

N=\(-¢/p,Ndo,/d.) (2.13)
where g is the gravity force and dp /d _ is the stratification diffe e at the discharge
depth. They calculated the modified acceleration due to -avity using the following
equation:

g .=8(p,~p) P, (2.14)

and the discharge per unit diffuser length was calculated by (Tian et al., 2004-a):

Qr 4qL. (2.15)

The buoyancy flux per unit length is computed by:

b=g.q. (2.16)

Therefore, the length scale for a linear stratified environment can be obtained from
(Daviero and Roberts, 2006):

l,=b""IN (2.17)

Tian et al. (2006) conducted an experiment under stratified and current flowing

envirol  :nt. As a sult of their experiment, they conclu :d that for a line source length

xS}
(98]



scale, the near- ficld mixing is effected by port spacing. When s//, <2 the ncar-field
dilution can be predicted by:

S gN L
n; — 1231;(» (218)
h7?

when s//, =6 the near-ficld dilution can be applied using:

SnaN — 179
=1.66(s/1,)" F (2.19)

b

For a stationary environment when s//, <2 the near-field equation becomes:

SngN

[)73

Cl (2.20)

where the dilution coefficient C1=0.86.

Considering a flowing ambient, the effect of the current can be calculated using:
F=U"b (2.21)
From a series of laboratory experimen conduc | in stratified flowing environments

(Tian et al., 2006) found that when s//, <2 the near-field :ngth is obtained using:
X, /1, =80F"", - 22)
For a weak current when F <0.1 Tian et al. ~)06) s: zested usir equation 2.23 for

computir  the waste field rise he its

Z, 1, =32m (2.23)

and equation 2.24 for centerline height

Z 1, =1.7 (2.24)





















2.3.1. Sensor Selection Criteria

As any other field instrumentation device, important criteria shall be considered when
selecting an in-situ scnsor or analytical system for environmental monitoring. These
criteria include:

Reliability: Rcliability is defined as the ability of a product to perform well without
failure during its life cycle. For field applications, robustness of the sensor shall be high,
especially for measurc  :nt at a depth in which no visual contact is possible and repairs
are difficult. The most comm: reliability problems associated with in-situ sensors are
pressure and temperature variations, which may affect the integrity of the sensor.
Sensitivity: Sensitivity of a sensor is evaluated based on the wide range of concentrations
it can de t. For major components such as O,, CO,. alkalinity, NO3™ and phosphate, the
in-situ device shall be able to detect concentration in the range of 107 to 10" mol/L and
10-6 to 10-15 mol™ for minor or trar  compounds i1 "u¢ 1g organic pollutants and most
of the periodic table elements (Buffle and Horvai, 2000). It is recommended to select a
sensor that detects contaminants at levels less than the r ulatory limits and responds to
extremely high concentrations.

Response Time: The sensor respor : time is the time required for a sensor to detect
process, and record a signal. This time may vary from a fraction of a second to hours.
However, for environmental monitoring, it is always preferable to accumulate large
amount of data within a short period of time. Usu: y, sens:  have a faster response time
than analyzers because they are simpler and do not require chemical rcactions. The
response time of a sensor often depends on the type of parameter to be measured and its

concentration (Kraft et al., 2003).



Power consumption: A sensor’s Hwer consumption can limit the duration of the
monitoring mission. The higher the consumption, the less monitoring time is achicved.
Rechargeable lithium-ion batteries are commonly used for AUV applications. Vestgard
and Hensen (2001) have extended the mission of HUGIN 300 AUV for scabed mapping
to hours using a 40 kWh aluminum oxygen fuel ¢

Stability: Stability of measurements is related to the ability of the sensor to resist drifts
due to pressure and temperature variations. Most of the in-situ monitoring sensors have
numerous sensitive components that could be affected by environmental conditions.
Environmental conditions such as temperature, pressure and PH are the main factors
affecting the stability of in-situ sensors (Alai et al., 2005).

Speciation Capal ™" " s: In-situ analyzers are designed to measure simultaneously
different parameters or compounds, while sensors often measure only one selected
species (Buffle and Horvai, 1998). The elevated ionic strength, h  content of dissolved
substances, and presence of marine organic matters make seawater a difficult matrix for
chemical analysis (Kraft et al., 2003).

None Perturbing: Perturbation occurs when the sensor size and shape disturb the test
medium. Therefore, with a smaller  1sor size less perturbation occurs. In general, the
size of a sensor is smaller than an analyzer.

Sensor Noise: Noise is a common problem assoc  :d with in-situ monitoring. When the
sensor signal indicates a char 3, but actually no change has occurred, it’s considered as a
false positive noise. When the source signal does not indicate a change, but actually a

change has occurred, it’s considered a false nc~tive noise. ...ere could be various






concentration can be determined (Figure 2.7). Aravamudhan et al. (20(  explains this as
based on the fact that  ore salt is added to water, hydr on of the salt ions takes place
and becomes more difficult for the ions to orient themselves in the direction of the
electric field. This change corresponds to a change in the sensors’ capacitor. Therefore,
when the conductivity of water is determined, the amount of salt in the water can be
determined. Salinity 1s measured in psu (practical salinity unit). Fujinawa et al. (1980)
demonstrated from their experiment that CTL ¢ provi  sufficient accuracy of 0.03%
for salinity and 0.01 ° C for tem ature while cruising at up to 4 knots. For temperature,
Platinum Resistance Thermometer (PRT) and thermistors are the most widely used
temperature sensing elements. The PRT works on the principle of resistance throt i a
fine platinum wire. They are known to be stable over a long period of time and their

resistance is listed either 50 or 100 ohms at 0 °C.






typically be in the rar _  of 3000 psi, and the temperature conditions would vary from -5

to 60 °C (Mohan et al., 2004).

Po_resistor

/\

11

Applied pressure

I ire 2.8. Piezoresistive Sensor (a) Side View (b) Top View (Mohan et al., 2004)

Zhaoying (2004) compared the performance of three commonly used CTDs in
oceanographic studies, the Sea-Bird Electronics (SBE9! 1, the Falmouth Scientific Inc

(ICTD), and the InterOcean Systems Inc (513D) (Table 2.3).



























sampling 1s that it’s difficult to maintain the sediment aggregate found in-siru.
Aggregates that exist in suspension may be broken up while sampling or new aggregates
may form after settling (Creed et al., 2000). The thrce common in-sitt monitoring
techniques are the Optical Backscattering Sensor (OBS), the Acoustic Backscattering

Sensor (ABS), and the Laser Diffraction Sensor (LDS).

2.3.2.4.1. Optical Backscattering Sensor

Turbidity is a general indicator of the optical clarity of water and is defined as the amount
of light scattered from particles in the solution. In practice, a light beam is directed into a
water sample and a photo detector measures the light scattered at a 90° angle. While other
scatter angles are possible, the 90° measurement angle has become the standard for
turbidity measurement. In working principle, the lens in front of the light source directs a
beam of light at a 45° angle into the sample, while another lens in front of the
photodetector collects the 90° scattered light d directs it to the detector. The signal
generated by the detector is then recorded (Figi  2.12).

The Nephelometric Turbidity Unit (NTU) is a standard unit used for measuring turbidity.
Depending on the application, some i sors can measure irbidity values rang : from 0
to 1,000 NTU, while others are capable of :asi 1g up to 4,000 NTU (Rasmussen et al.,
2002). Optical backscatter sensors has advan :s of being relatively inexpensive,
rugged, relatively unobtrusive and ¢ / to operate (B sto, 2000). The Potential
limitation of the OBS is its sensitivity to suspended particle grain size such as silt and
clay (Battisto, 2000). Biofoulir prob ns n ' also occur during lor  term deployment

““ect the sensitivity of the sensor.









angel. As for its limitations, this technique is new and has not been widely tested and is
considered more expensive compared to other techniqi 5. The LISST costs around $
10,000, limiting its application only to larger monitoring projects (Campbell et al., 2004).
Sibenac et al. (2002) have reported using the LIS! for measuring particle size

distribution on the Odyssey AUV for routine deep water monitoring operations.

2.3.2.5. Nutrient Sensors

Excessive nutrient levels in the water column ofte  resulting depletion and disturbance of
ecosystem. Gray et al. (2005) have reported, considering the high spatial and temporal
variability of nutrients in the water column, there is a need for developing in-situ
measurement techniques with a  >id response and the ability to collect long-term data.
The most common techniques used for measuring nutrients are: the potentiometric

method; the flow injection analysis; and the UV Absorption spectrometry analysis.

2.3.2.5.1. Potentiometric Technique

Potentiometric analyses are based on measurir the potential difference of an
electrochc cal cell in the absence of the current. An Ion Selective Electrode (ISE) is a
commonly known potentiometric technique used to measure the ion concentrations of a
sample. These electrodes measure a wide range of anions and cations. For an in-situ
environmental monitoring application, the ion-selective membr = is the main
component of all potentiometric sensors. It establishes the selectivity of the sensor’s
response to various interferir~ ions present in the sample. The sensing platfc 1 of the

:nm ne consists of an ion carrier (ionophore) ent ped within a liquid polymeric
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membrane. The membrane offers interaction with numerous species, but the main
interaction governing the selectivity of the sensor is between the analyte interference and
the ionophore. Once an 1onophore that offers the preferred selectivity has been developed
and the polymer components that are ionophore compatible have been optimized, the
production of functional ISE becc s easy and rapid  uffle and Horvai, 2000). The
potentiometric technique is still a typical research tool mainly used for microbiological
studies. Buffle and Hor ~ "7700) have reported that ISEs are more fragile, noise
sensitive, and difficult to prepare, therefore, they are not considered instruments of choice

or routine water analysis. Figure 2.14 demonstrates a schematic diagram of a typical ISE.

Polymer Membrane
Polvsilicon ”
Silver pad
1

Figure 2.14. Schematic Diagram of a Typic ISE (Malinowska et al., 1995)

2.3.2.5.2. Flow Injection Analyzer

For some in- situ applications where interference between analytes and seawater ions 1s
difficult to discriminate, the Flow Injection Analyzer (FIA) is considered a better
alternative to the IL.. It was develo] | ) autc many of the steps performed in a

typical laboratory analysis. Unlike the C ous Flow ¢ 1II. i (CFA). where air
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(1994) have reporte * that FIA can be cali  ed in-situ us 2 stanc ds with known
nitrate concentrations, it’s mechanically simple, rugged, and does not consume much
power. FIA components have also been designed to work under high hydrostatic pressure
(Birot et al., 1994). Worsfold (2006) has reported that FIA operates in an enclosed
environment reducing contamination and is compatible with most detection systems.
Tover et al. (2002) have demonstrated from scveral experiments the applicability of FIAs
to analyze both synthetic and real seawater  1ples. However, this method still has some
limitations. The accuracy of the nitrate determination based on the reduction of nitrate to
nitrite on copperised cadmium has been found to be highly dependent on the reduction of
nitrite if present in the sample (Novic et al., 1994). Another common problem associated
with FIA is filtration, particularly in a highly turbid environment. There is a pressing
need for research into inert, high performance filtration or particle separation devices that
are compatible with flow analysis systems, which can be deployed for extended periods
of time in different environments ..ay et al., 2005). Worsfold (2006) has reported that
FIAs are not recommended for lor term deployn 1t due to their continuous
consumption of rei _ 1ts. As other wet chemical techniques, the response time of FIAs is
slow (mim ). The concentration of NO3/NO- in submicromolar range is determined at
approximately 15 minute intervals. Wet chemistry techniques are still problematic for
AUVs monitoring applications, because of long analysis times (Gnffiths et al., 2001).
These types of chemical sensors are not suitable for fast mi  urii  platforms such as
CTD towed platforms or AUVs due to its slow response time (Prien and Hydes, 2003).

Wet © bs, Inc and 1b champak Systems Inc. ha ¢ integre  the analyzer with

oceanographic CTDs and other underwater sensors for vertical and horizontal profiling.

51












Mizaikoff (1999) has integrated the Fourier Transform Infrared spectroscopy . . IR)
sensor for scawater monitoring plications. The sensor consists of three main
components: the sensor head: the optical components; and the clectronic components.
The sensor head i1s composed of polycrystalline silver halide fibers coil coated with an
appropriate polymer layer used as an active transducer for determining organic
compounds in water. The optical component consists of parabolic mirrors used to focus
the IR beam onto the sensor head.

Beyer et al. (2003) reported that traditional MIR is an effective monitoring technique
used for verification of environmental pollutants. They noted that the technique can
detect a variety of chlorinated hydrocarbons operating in the mid-infrared spectral range
of 8 — 2.5 um based on Attenuated T | Reflection (ATR) measurements. The detection
occurs through the characteristic abs | :ions technique (Figure 2.17). Kraft et al. (2003)
and (Mizaikoff, 1999) have well described this technique for hydrocarbon monitoring.
Woolsey et al. (2001) proposed a  note, multi-:  or station for a monitoring project
near the sea floor within hydrate sta ity zone  northern Gulf of Mexico using MIR

sensor for long term detection of hyc  :arbons.

~






As for the UV technique, Chelsea has developed an Ultraviolet (UV) Flourimeter named
“UV AQUA Traka”. The sensor was designed to monitor hydrocarbon concentrations at
a 360 nm wavelength. The company has reported that the sensor can be used on a towed
vehicle and withstand pressure up to )00 m depth, while profiling at a response time of
4Hz (can be extended to 10Hz). Controls Systems and Solution has also designed a
methane sensor for offshore monitoring operations. The system can detect the presence of
hydrocarbons/methane in gaseous or liquid forms. The company has  )orted that the
sensor can monitor pipelines leaks, Christmas trees and subsea installations, and can be

integrated with ROV and AUV platforms.

2.3.2.6.2. Flow Injec’ »n Analyzer

Considering the need for an in-situ underwater hydrocarbon monitoring device, an
Underwater Mass Spectrometer (UMS) was developed for this application. In general, the
MS is considered the most multipurpc  chemical analyzer. It can analyze compounds
ranging from ¢ il  >lecules to lz _ : biomolecules with high sensitivity. Also it can be
used to monitor COy, nutrients, radioactive iso _ ;, metals, 1 other chemicals. One of
its newly developed applications is in-situ monitoring of man-made and non man-made
hydrocarbon seep: : (McMutrtryet et al., 2005).

The Center for Ocean Technology at University of South Florida has developed an UMS
for AUV monitoring application. Short et al. (19 ) Horted that th1  challenges were
encountered during the design of the system. These challenges are: the sample

introduction throt 1 flow injection sys n; the vacuum maintenance under high pressure;






concentration of 1 ppb. However. there are still many challenges to improve the
performance of UMS for long term deployment in deep water. These challenges can be
summarized as the hydrostatic pressure at deep water, vacuum system management, the
power consumption and the background noise as a result of residual gas in the ionization
chamber (McMutrtryet al., 2005). Short et al. (1999) reported that the biggest obstacle is

the complexity and format of the associated electronics.



Chapter 3. Experiment

3.1. Objective

The objective of this experiment was to monitor the coastal area affected by the
Spaniard’s Bay outfall by integrating in-situ sensors with the AUV. The generated spatial
and temporal data was used to characterize the plume behavior and assess the water

quality around the outfall location.

3.2. Study Area

Most of the ocean discharges in Newfoundland are generated from municipal sewage
outfall and the fishery industries. Adams (2005) conducted an experiment studying
effluent discharges from a fish plant. She indicated in her study that fish industries and
sewage outfalls are the main sources of coastal pollution in Newfoundland. Coastal
pollution has negative socioeconomic and environmental consequences. Treatment plants
minimize the impact of these outfalls on the marine environment, but their construction,
operation and maintenance costs, particularly from small scattered communities, could be
a burden on tax payers and federal government. In this work a new monitoring technique
was developed to investigate the effect of a small sewage outfall on the coastal marine

environment and validate CORMIX near-filed hydrodynamic model.

3.3. Site Selection

Two important criteria were considered in selecting the appropriate site to conduct the

experiment; the first criteria was, to locate a costal outfall discharging either an industrial
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3.5.1. CTD

The CTD sensor was designed and manufactured by Applied Microsystems. This
instrument was previously used by other graduate students for a s ilar application.
Adams (2005) used the sensor in her experiment for an effluent monitoring study. Niu
(2007) also used the sensor in a hydrodynamic model validation study. Both experiments
have shown reliability and a fast response t :of : sensor. The sensor has a response
time of 25 milliseconds in a 1.0 m/s flowing environment. In July 2007, the sensor was

sent to Applied Microsystems for maintenance and calibration.

3.5.2. Chlorophyll

The Turner Designs CYCLOPS-7 Chlorophyll a sensor was selected for this experiment
(Figure 3.3). The sensor has a single channel detector that can be used for freshwater and
seawater applications. It can detect chlorophyll @ p nents by fluorescence. It can be
integrated with the CTD to obtain its power 1d deliver an output voltage to the system
data logger, which is proportioo  to chle _yll a ¢ centration. For better
sensitivity, the sensor can be set to measure concentrations at three different gain settings,
X1, X10 1d X100. As the in ses, the sensitivity increases and the concentration
range decreases. According to the Turner Designs manual, X10 provides the appropriate

sensitivity for ocean monitoring applicatiot
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I 1re 3.3 Cyclops 7 Chlorophyll a Sensor (Turner Design)

3.5.3. Turbidity

The Turner Designs turbidity sensor was selected for this experiment. The scnsor looks
similar to and works under the same principle as chlorophyll ¢ sensor. The turbidity
Cyclops7 sensor provides a fast and accura way to« ermine in-situ measurements. For
higher sensitivity, the sensor has three ; n settings: X1 for 0 - 3000 NTU; X10 for 0 -

1000 NTU; and X100 for 0 — 100 NTU conce rations.

3.54. Dissolved Oxygen

The Idronout Dissolved Oxy_ 1(DO) nsor was used in this experiment to monitor DO
percent saturation. AC s )O5) has integrated this sensor with the CTD in her
experiment. It has a scan rate of 1 Hz with rar :0of 0 » I5 n 1 and accuracy of 0.2
mg/l (Adams, 2005). This polarographic sensor reports its measurement in percent
saturation. In May 2007, the . 1sor was sent to Applied Microsystems for testii  and

calibration.
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3.5.5. Current Meters

Two current meters were used in this experiment for measuring the current velocity and
direction. In the first experiment, the RCM 9 LW was used and in the second experiment,
the S-4 was used as the only current meter available at that time. According to at Oceans
Ltd, both current meters have high accuracy and were  ommended for our application.
RCM 9 LW - Aanderaa Instruments, Inc
The current meter (Figure 3.4) was used during the May 2007 experiment. It has the
following specification:

e Depth Rating 300 meters

¢ For use in fresh and seawater

e Range: 0 to 300cm/s

e Resolution: 0.3cm/s

e Absolute Accu :y: +0.15m/s

e Relative Accuracy: "% of i

e Statistical Precision: 0.45cm/s (standard deviation)
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Figure 3.4 RCM 9 LW Current Meter (Aanderaa Instruments, Inc)

S-4 — InterOceans
This current meter (Figure 3.., was used during tl  July "707 exper :nt. It has the
following specifications:

e Rar :0-350 cm/sec (standard)

Accuracy:2% of reading +/- 1 cm/s

Sampling rate: 2 Hz

Resolution: 2 Hz 0.03t0 0.35cm/t : ¢ |, :nding ¢ range

Noise: less than the resolution for aver: s of 1 minute or longer






Figure 3.6. Handheld GPS (Garmin)

3.6. Apparatus

3.6.1. MUN Explorer

As described in chapter I, AUVs are autonomous robots that travel underwater. They can
be piloted or can perform pre-pro_ nmed missions for several hours dependir  on their
battery capacity. Most of the previously ¢ .ducted experiments were on the
hydrodynamics aspects and their maneuverii  capabilities.

Considering the importance of this :chnology, Memorial University of Newfou “and

2]

acquired an AUV named “Explo 2006 for oceanographic and environmental

monitoring research (Figure 3.7). The vehicle specifications are elaborated in Table 3.1.
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3.7.3. AUV Sz pling Plan

Initially, a two day monitoring mission was planned to collect real-time water quality
data around the outfall using AUV. The sampling plan was designed to collect a large
amount of information from the water column. = : safe monitoring depth was set at 3
meters from the seabed. It was proposed to monitor 5 depth layers of the water column at
I m depth intervals. Figure 3.12 demonstrates the horizontal trajectory of each depth
layer. In order to generate higher resolution maps, the co :ction frequency was designed

at 10 hertz/sec.

Start N Finish

200 m

200 m

Figure 3.12. Proposed Horizontal Trajectory

Since the CTD can only accommodate two sensors at the same time, turbidity and
“"llorophyll ¢ fluoron zrs were “ema | on ca y. Table 2 ~ presents the proposed

monitoring plan for the two day AUV mission.
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the AUV computer system to achieve real-time spatial and temporal intormation
simultaneously. The vehicle is equipped with 2 positioning systems. At surface, the
Geographical Positioning System (GPS) collects spat  data, and when the vehicle dives,
an Acoustic Positioning System (APS) collects spatial data underwater. The collection
frequency was set at 10 Hz/s. The RCM 9 LW current meter was deployed at 5 m depth

and about 72 m from the outfall diffuser to collect speed and current direction data.

3.8.1. AUV Experiment 1

In this experiment, the CTD was integrated with the chlorophyll @ fluorometer. The
InterOceans current meter was deployed at 6  ters depth and about 100 m downstream
of the outfall diffuser location. The proposed mission was programmed and downloaded
to the AUV computer system. Initially, the AUV was tested on a pilot mode and at
various depths. During the test, a technical fault occurred at about 16 m depth, which
meant that the experiment had to be abandoned « this day. However, some data were
recovered before the fault occurred. Fig e 3.13 demonstrates the trajectory of this pilot

test.







































only available source. Figure 4.5 shows the current rose diagram from the May 16 and 18
current d¢ recorded between 10:00 am to 4:00 pm. The dominating current speed was
observed to be < = 5 cm/s, the minimum was 0.28 cm/s, the maximum was 21.36 cm/s
and the mean was 2.67 cm/s, with a standard deviation of 2.410.28 cm/s. For the
modeling application, t mean velocity was used.

Based on the Environment Canada hourly weather station located in Long Pond, which is
along the Conception Bay South and about 25 km from Spaniard’s Bay, on May 18 the
average wind speed between 10:30 am and 4:30 pm was recorded as ~ .42 km/hr. While

on July 20 the average wind speed was recorded as 26.28 km/hr at the same time.

270 T 90

6 1% 1§%

120

Figure 4.5. Current Rose Diagram - N ' 16-18, 2007
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4.1.3.2. Tidal Data

The tidal data were collected from the Department of Fisheries and Oceans (DFO)

website. The closest tidal monitorit  station to Spaniard’s Bay was id¢  ified in Harbour
Grace (Station 935). During the July 18 experiment (10:35 am to 15:40 pm), the Mean
High Water (MHW) tide was found at 11:40 am about 0.9 m. Between 10:35 am and
11:40 am, a flood current was observed, which usually contributes to an additional
landward effluent advection. Between 12:00 pm and 3:40 pm, thc cbb current was
observed contributing to seaward effluent advection. ~ e High Water Slack (HWS)
occurs when the tidal current is in a stationary phase and before it changes its direction.
The slag phase was observed betw¢ 1 11:00 am and 12:00 pm. During the experiment,

the tidal levels varied from 0.5 m to 0.9 m (Figure 4.6).

West

l 0.2 1
0 A
East 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Hr

Figure 4.6. S iiard's Bay Tidal Current, July 18, 2007

4.1.3.3. Stratification

On July 20, a vertical column profiling experiment was conducted at 5Sm depth to

determine whether the ambient density v uniformly or non-uniformly distributed. At
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Figure 4.8. CORMIX Near-field Dilution

B

Figure 4.9. CORMIX 3-D Turbidity Concentration Graph
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4.14.2. RSB Model

In this model, the same dischar_ characteristics and ambient conditions fed to the
CORMIX model were considered. However, in this model the existing staged diffuser

design was compared with the T-Shape riser des” 1 (Figure 4.10).

perspective view plan view

Figure 4.10. Alternative T-Sh Risers Diffuser Geometry

where d is the port diameter, s is the riser’s spacii  nis the total number of ports, u  is

the port exit velocity.

Considering linear density stratification, the buoyancy :quency can be calculated by

(Daviero and Roberts, ~)06):

4.1
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where gis the gravity force, dp, /d_ is the stratification difference at the discharge

depth, and p is the ambient density.

By substituting equation. 4.1, the buoyancy frequency becomes:

N = -981m/s 10.23.65kg /m* —1024.55kg / m*
1023.65kg / m"* Sm

1

N =0.0415s
Considering that the effluent density variation is small compared to the absolute ambient
density (the Boussinesq approximation), Tian et al. (2 4-a) calculated the modified

acceleration due to gravity usir

where p, is the effluent density.

By substituting the column density field data,

g ,=9.8lm/.
1023.65kg /m”

g’ ,=0.236m/s’

The discl -ge per unit diffuser let his ¢ ~ulated usii  (Tian et al., 2004-a).

Q; =qL (4.3)

where @, is the total discha :, g is the dischar : peru tlength, and L is the diffuser
length.

Considerir~ the effli t discha=~~ is 0.514 m’/s and the diffuser length is 6 m, the

discharge per unit let becomes:
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g =0.00856m" / s
Daviero and Roberts, (2006) computed the buoyancy flux per unit length in a stratified

stationary environment using:

b=goq (+4)

b =0.00202m" / 5*

Daviero and Roberts (2006) calculated the length scale for a linearly stratified ambient
using:

1/3
=t (4.5)

N
[,=3.0m
Tian et al. (2006) conducted an experiment under a stratified and flowing environment.
As a result, they concluded that the near-field dilution is effected by the port spacing

when s/1,<2, where the near-field dilution can be predicted using:

S aN

= =1.23F"° (4.6)

oY

whens/I[, 26, the authors predicted the near-f  d dilution using:

S, gN

2/3

=1.66(s/1,)" F'® 4.7)

As for a stationary environment when s//, <2, they predicted the near-field using:

S,qN
i =(Cl (4.8)

For the Spaniard’s Bay outfall, the diffuser port spacing length scale was determined as:
s/, =5/3.0=1.6
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Since s//,<2, then equation 6 applies.

Davis (1999) used tI  Froude num to express the effect of the flowing current
(equation 4.9).

F=U"b (4.9)
Substitutin  the mean current velocity obtained from the current meter as 0.0267 m/s

F =0.00942

Therefore, the near-field dilution was found:

o, = (0.00202m°/5%)*"(0.009~ "
0.00856m*/ 5x0.0415/ s

S =22.038

When s/1,<2, the near-field length is obtained u zquation 4.10 (Tian et al., 2000).
X,/l,=80F"" (4.10)

X, =5.06m

For weak currents (F ).1), Tian et al. (2006) st  sted using equation 4.11 for

computing the waste field centerline.

zZ /1, =11 (4.11)

n

Z,=51m

Therefore, when usii  the R.. model for the T-shape riser design, the near-field
boundary (Xn) was predicted at 5.6 m with 22.03 dilution ratio 1d 5.1m centerline

height (Zn).
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4.2. Data Management

As described in Chapter 3, large sets of raw data were generated from the AUV and
sensor towir experiments. Often these raw data cc  ‘ey very little it rmation because
of the associated sensor noise with it. Initially, it was important to statistically analyze
and validate the accuracy of these data. Therefore, some statistical analysis techniques
were applied to investigate when and where  ge v. ations have occurred. These
variation or outliers could be true due to actual ivironmental changes caused by the
outfall effluents or false as a result of sensor errors.

Four data sets were generated from the environm al monitoring experiments. Two sets
were obtained from AUV experiments and the other two from towed sensor experiments.
Figure 4.11 demonstrates a procedure developed to analyze the raw and extract useful

information.
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4.2.2. Data Correlation

The GPS spatial data were correlated with environmental monitoring data acquired from
the CTD. The correlation was based on the synchronized timing of the GPS and the CTD

performed at the beginning of each experiment.

4.2.3. Data Integration

The six horizontal depth layers were integrated in ascending order. Such integration was

used for determining when and whe  variations occurred in the water column.

4.2.4. Multivariate Data Analysis

A multivariate data analysis technique was applic to ch icterize the time series data of
all experiments. This was done by plotting the relevant data in one chart for identifying
when and where noise occurred.

Sensor noise is a common problem associated with in-sifu monitori  activities. Often
the natt  and or _ 1 of noise is unknown. Brerton (2002) reported two types of noise
associated with in-situ environmental monitor , a stationary and a correlated noise. The
stationary noise occurs at each successive point in time a | does not  end on the noise
at the previous pc . There are two forms of stationary noise, the homoskedastic and the
hetroskedastic noise. When the :an and st I | deviation main constant over the
entire data series, it is considered as homoskedastic. As for the hetroskedastic noise, it is
dependent on the size of the measurement, which is often proportior | to its intensity.

However, this noise is still rep ented by the normal probability distribution. The



correlated or non-stationary noise occurs when the level of noise in each s¢ | e of a time
series depends on that of the preceding one.

By integrating AUV experiment | data (Figure 4.1, unrealistic salinity variations
ranging from 0 to 30 psu were observed. Also, similar variations were observed for
temperature and chlorophyll @ concentrations. By ¢ paring chlorophyll a, temperature
and depth variations, it was observed that at 15 m depth these variations did not adjust
back to their surface observations (2 — 4 °C for temperature and 0 to 0.2 ppb for
chlorophyll «), which indicates measurement errors. At the surface, the noise was
attributed to surface waves and currents. It was observed that when the AUV was moving
against the current, the tendency of the vehicle is to resist the current and rise up to the
surface, where sensors are exposed to the ambient air causing noisy signals. After 1528
seconds, a technical fault occur | and : -ated noisy data. All noisy data were
screened out and eliminated from this experiment. Experiment 2 raw data demonstrates

noisy salinity observations attl st ced towa lc issues (Figure 4.13).
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Figure 4.15. Sensor Towing Experit  t 2 Raw Data Analy.
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more comprehensive assessments can be performed by characterizing large quantity of
spatial and temporal data simultaneously. This monitoring technique can determine when
and where changes occur in the water column. Therefore, it was applied to assess the
impact of raw sewage outfall on a coastal water quality. The in-sitie data were statistically

analyzed using Minitab software and mapped using Surfer 8.

4.3.1. AUV Experiment 1

The AUV data obtained from experiment 1 was used to characterize temperature, salinity,
and chlorophyll a concentrations at different depths. The temperature varied from 2.2 to
2.6 °C. The vertical trajectory (Figure 4.17a) demonstrates that from O to 2 m depth the
temperature was around 2.6°C, from 2 to 10 m the temperature was close to 2.5°C, from
10 to 12 m a slight increase of 0.1°C was observed, and from 12 to 15m the temperature
varied between 2.2 and 2.3°C. Figure 4.17b demonstrates a weak salinity stratified water
column, where, from O to 8 m the salinity values were around 31.9 psu, and from 8 to 15
m the salinity was around 32 psu.

Chlorophyll a concentrations varied from 0.02 to 0.14 ppb. Figure 4.17c demonstrates
higher concentrations at the bottom layers. Such observation reveals that ambient light
penetrated the water column at such depth, due to the fact that phytoplankton
communities rely on sunlight for their production. Penetration of light to such a depth

also indicates a clear, non-turbid water column.
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Figure 4.17. AUV Experiment 1 Vertical Profiling at the Center of the Bay
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The longitudinal salinity distribution plots (Figure 4.21) demonstrate more salinity
variations and less concentration in the upper layers compared to the lower layers. The
mean values from the top to the bottom layers were 31.38, 31.42, 31.43, 31.44, 31.44,
and 31.45 psu, corresponding to standard deviations of 0.087, 0.028, 0.018, 0.012, 0.014,
and 0.016 psu, respectively. Such observations reveal that the buoyant effluent plume
rose to the surface layer before being advected by the ambient current in a downstream
direction. It is evident from the upper two layers that salinity variations were decreasing
in a downstream direction. With the exception of a few upstream low salinity values
observed in layer 6 caused by the outfall effluent, the small standard deviations of the
lower 3 layers indicate homogenized sa  ty layers, which means that the lower layers
were not affected by outfall effluent. Salinity contour maps (Figure 4.22) demonstrate
that salinity variations decrease with depth, where the lowest salinity concentrations were
identified in the surface layers and around the diffuser location extending to an eastern
and northeastern direction. These observations conclude that the Tfluent plume was

advected downstream by the current.
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4.3.3.2. Temperature

Figure 4.23 shows a strong negative temperature correlation with depth, where R?=0.57
This observation indicates a thermally stratified coastal zone. The temperature
observations varied from 8.45 °C at 0.53 m to 7.0 °C at 2.83 m depth with a mean value

of 7.86 °C and 0.19 °C standard deviation.
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Figure 4.23. Sensor Towing Experiment 1 Temperature - Depth Correlation Plot

The highest temperature values were identified in the upper layers. It was observed from
the longitudinal distribution graph that the upper surface layers (L1, L2, and L3) are
positively correlated with distance, where R? =0.29, 0.21, and 0.3, respectively (Figure
4.24). Layers 4 and 5 did not demonstrate any longitudinal correlation, while layer 6
demonstrated a negative correlation. These observations indicate a temperature increase
in a downstream direction. Figure 4.25 shows the highest temperature variations are

present in the surface layers.
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Figure 4.24. Sensor Towing Experiment 1 Downstream Temp Distribution Plots
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4.3.4. Sensor Towing Experiment 2

In this experiment, the turbidity sensor was replaced by the chlorophyll ¢ sensor. The
same characterization procedures applied in sensor towing experiment 1 were applied to

this experiment.

4.34.1. Salinity

With the exception of a few outliers, the intc ated salinity observation has shown a
weakly stratified water column. Figure 4.32 demonstrates a weak positive salinity
correlation with depth, where the cc  ation coefficient R®> 0.316. The longitudinal
salinity distribution plots (F* 1re 4.33) demonstrate that the h™ hest salinity variations
can be identified at the surface layer, and as the plume t1 els in a downstream direction
the salinity values decrease. Such observations indicate that the effluent plume rose to the
surface and advected in a downstream direction. With the exception « a few low salinity
observations located upstream in layer 5 and 6, homogenous salinity layers are observed
in the layers 2,3,4,5 and 6, which i1 "2z tl  these layers were not affected by the

outfall effluent.
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time. Initially, the fresh raw sewage eftluent has DO concentrations close to that of the
fresh water, but when it’s exposed to surface and advected by the surface current. the
aerobic bacteria present at the surface biodegrade the organic waste exponentially with
time. At the bottom layer, the low DO concentrations around the outfall area occurred
from the anaerobic process of the organic waste deposited at the seabed. In Figure 4.40,
the bottom layer (L6) demonstrates the highest an lowest DO concentrations arc present

around the outfall diffusers.
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Figure 4.39. Sensor Towing Experiment 2 DO Distribution Plots
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4.3.4.4. Chlorophyll a

As described earlier in Chapter 2, chlorophyll « is a plant pigment used to determine the
amount of algal biomass present in the water body. An excessive amount can indicate
algal bloom conditior which may deplete dissolved oxygen levels. Generally, algal
blooms tend to increase with h™ ~  nutrient concentrations. The experiment did not
indicate any algal bloom in the region. Few isolated high level concentrations were
detected at the bottom layer. The chlorophyll a concentrations demonstrated a weak

positive correlation with depth, where R* = 0.11 (Figure 4.41).
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F ire 4.41. Sensor Towing Ex; iment 2 Chlorophyll a - Depth Correlation Plot



This observation can be explained by two factors. The first is that during the summer
season sunlight can easily penetrate to 3 m depth, and the second is that nutrient
concentrations around the outfall area are h 1 due to settlit  organic pollutants. The
overall mean concentration was found 0.~ ppb with a standard deviation of 0.0034. The
mean and the corresponding standard deviations in ppb were 0.1 and 0.014, 0.11 and
0.015, 0.15 and 0.018, 0.0143 and 0.0 "7, 0.13 and 0.03, and 0.13 and 0.056 from top to
bottom, respectively. From Figures 4.42 and 4.43 it was observed that higher chlorophyll
a concentrations can be identified in the central d northwest grids of layers 5 and 6.
These higher observations were attributed due to the h 1 nutrient depositions around the

outfall location.


















within or less than an 11.58 m near-field boundary, then the existing staged diffuser
design 1s considered acceptable. But, if the regulator requires achieving a less than 22
dilution ratio within a 5 m near-field boundary, :n the T-Shape Riser design is
preferable. Often other considerations are also taken into account in the final assessment,

such as the ecological vulnerability and the future use of coastal zones.

5.2. Water Quality Monitoring

The initial intention of this study was to use the AUV as an innovative environmental
monitoring platform. However, when the propeller  otor was dam: :d durti  the second
experiment, the sensor towing platform was used as an . ernative technique. Using this
technique has proven to be more practical and safer than e AUV for monitoring surface
and shallow coastal areas. But, for deep water monitoring, this technique suffers from
many problems, including platform driftii  and risk of hitting the seabed. As a
summary, it was learned that both platforms have advantages and limitations. Table 5.2

demonstrates some ad'  ages and limitations of  th tec iques.
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wastewater stream, such as the produced water and drilling mud. Using the effluent
constituents can be conside 1 as an alternative option for plume tracking and
hydrodynamic model validation. Ramos et al (2001) intt rated a CTD with an AUV for
near-field plume tracking and model validation usit  salinity as a natural tracer. They
concluded from their experiment tt  these techniques can improve validation between
collected data and model predictions, allowing model  -formance evaluation.

In this experiment, both salinity and turbidity parameters were used as primary
constituents of an untreated sewage outfall. Observing the behavior of these constituents
in the water column revealed a good correlation between low salinity and high turbidity
values. During the Spaniard’s Bay monitoring experi nt, the salinity and turbidity
observations revealed a negative correlation, where R’= 52 (Figure 5.1). By comparing
the longitudinal turbidity and salinity observations, it was found that variations decreased
in a downstream direction . .gure 5.2). These findings show that the low salinity and
high turbidity outfall effluent plume can be traced usir ~ in-situ sensors. Such reduction in

variations indicates that plume was dispersed ina »wnstream direction.
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in typical municipal and industrial effluents, it w  poss le to understand the impact of
outfall effluent on the marine environment.

DO and chlorophyll a concentrations are good indicators of water quality. When the DO
1s under-saturated, this may indicate eutrophication resulting from cxcessive nutrients.
Figure 5.3 demonstrates that DO values are oversaturated and the lowest value observed
was 118 % saturation. This observation was present at the lowest layer and close to the
outfall diffuser. However, presence of large variations e bottom layer may indicate
instabilities resulting from organic matter biodegradation at seabed. Another important
indicator of excessive nutrients disposal is Chlorophyll a concentration. The monitoring
experiment of chlorophyll ¢ did not show y a” 1l bloom where concentrations ranged

from 0.4 to 0.6 ppb (Figure 5.4).
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5.5. Model Validation

Gridding is the process of using original data poi1 . (observations) in.  XYZ data file to
generate calculated data points on a regularly spaced grid file. Based on known
observations, an interpolation schen estimates = ues at cations where no original data
exists. The advantages of a grid based approach outweigh the disadvantages. Tasks such
as drawing contour lines are much faster with the id based approach. Surfer 8 is a grid
based mapping softwa ~ Most of the -iddiit methods in Surfer use a weighted average
interpolation. This means that, the closer a data point is to a grid node, the more weight it
carries in determining the Z value at a particular grid node. The CORMIX model
predictions were validated using the rd file generated from Surfer. CORMIX model
perditions were compared with the surface layer turbidity field data. The longitudinal and
latitudinal field data were distributed over 100 by 100 grids representing the 100 by 100
m experiment boundaries. Figure 5.5 shows the grid map and the magnified near-field
turbidity observations. The field data demonstrated that at the center of the boil (O m) the
turbidity was 1.29 NTU, and at 11 m “»wnstream (ed_ of the near-f d) the turbidity

value decreased to 0.59 NTU.
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concentration was 0.05 and the highest was 0.6 ppb. These low values indicate low

nutrient concentrations in the bay.

6.2. Recommendations

As a result of conducting this study, the following is recommended for similar future
studies:

e For water quality assessment, far-field modeling is recommended as an extension
to near-field models.

e There is a great potential in usit  the AUV for deep water monitoring and quality
assessment, particularly for produced water impact assessment and model
validation. As described in CI »ter 2, it is recommended to conduct offshore
monitoring experiments using underwater analytical systems, such as Underwater
Mass Spectrometry.

e Both the CORMIX model results and DO field data observations have indicated
slight instabilities at the bottom layer, which may cause some benthic impacts. It
is possible that fish and other benthic comr unities are feeding on the raw sewage
waste, which may result in :ol¢ :al and health problems. Therefore, it is
recommended to conduct further studies on the biological a1 ~ toxic impacts of the
raw sewage on the marine environment.

e The resolution of control n s will improve as more in-situ spatial and temporal
data is collected. When conducting simil:  future studies, it is recommended to

obtain more information for more precise water column assessment.



Conduct future studies using the AUV and in-si.  sensor to monitor salinity and
turbidity as natural tracers of produced water and drilling mud generated from
offshore operations.

In future environmen  monitoring experiments, it is rccommended to maintain
the AUV at minimum depth to | meter to ensure 1t sensors are fully submerged
and not affected by surface cu  1ts and waves.

It is recommended to investigate differcnt options to minimize the impact of a
coastal outfall on the marine ecosystem, such as « tfall relocation or construction
of a wastewater treatment plant.

It would be recommended to : ‘eguard the AUV propeller to avoid similar

accidents in future monitornn  experiments.
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Appendix A. CORMIX Model rediction File
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