








Landau Theory of the Structural Phase Transition 
in Antiferromagnetic CuFe02 

St. John 's 

by 

@Mariathas J udes Tagore 

B. Sc (1994) University of Jaffna 

M. Math (2002) University of Waterloo 

A thesis submitted to the School of Graduate Studies 

in partial fulfillment of the requirement for the Degree of 

Master of Science in Physics 

Department of Physics and Physical Oceanography 

Memorial University of Newfoundland 

Newfoundland , Canada. April 2008 



Abstract 

A Landau-type free energy model is de~eloped to explain experimental ultrasonic 

velocity measurements on the magnetoelectric compound CuFe02 (provided by Dr. 

G. Quirion at Memorial University) characterizing its low-temperature structural and 

magnetic phase transitions. 

In the first part of this thesis, we investigate the elastic properties of this compound 

in the neighbourhood of the magnetic and structural phase transitions at 11 K and 

14 K. The goal is to understand the measured temperature dependence of the elastic 

constants of CuFe02 . In the high-temperature rhombohedral R3m phase, we observe 

that the elastic constant C66 shows a strong softening. This softening behavior is also 

non-linear. Our Landau model reproduces key features of the data and we therefore can 

conclude from our studies that the structural transition at 14 K is pseudoproper ferroe

lastic. The crystal structural symmetry changes from the high-temperature rhombo

hedral R3m to lower-temperature monoclinic C2/m at this structural transition. This 

work has recently been published ([1] G. Quirion, M.J. Tagore, M.L. Plumer and O.A. 

Petrenko, Phys. Rev. B 17, 094111 (2008)) . 

In the last part of this thesis, we examine the impact of the magnetoelastic cou

pling. First, we develop a Landau model free energy which depends only on magnetic 

degrees of freedom (the spin density). Analysis shows that there are two magnetic 

phase transitions at TN! and TN2 , coincident with anomalies in the ultrasound data. 

Second, we analyze a Landau model free energy which contains spin, elastic, and mag

netoelastic coupling energy. We again obtain the temperature dependence of three of 

the six independent elastic constants of CuFe02 and demonstrate strong effects due to 
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spin-lattice coupling. 
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Chapter 1 

Introduction 

Geometrically frustrated antiferromagnetic systems have recently attracted consid

erable attention, due to their magnetic and multiferroic (ferromagnetic and ferroelec

tric) properties [2, 3]. Recent studies show that these types of materials can exhibit the 

novel magnetoelectric effect under a modest magnetic field. In such systems, it is found 

that an applied electric field induces a magnetic response and under a magnetic field it 

shows an induced electric polarization. The magnetoelectric effect is thought to be due 

to strong magnetoelastic coupling, which couples the lattice and magnetic moments. 

Some materials have two types of transitions at the same time, which are magnetic 

and structural transitions. CuFe02 is one of these classes of compounds, which we are 

going to study in this thesis. These types of materials are being developed for potential 

technological applications, such as in magnetic sensors for storage devices [4]. 

CuFe02 is one of many AB02 type compounds where A is a nonmagnetic monova

lent ion and B is a magnetic trivalent ion. These materials form a delafossite structure 

[5] which provide good examples of antiferromagnets on a triangular lattice [2]. It also 

provides the opportunity to study the influence of geometrical frustration on magnetic 

systems. LiCr02, and CuCr02 are another set of materials that have the same geomet

rical frustration. CuFe02 has ABC stacking of triangular lattices of Fe3+ (see Fig. 1.1 

(a)) . Recent studies on CuFe02 [6, 7, 8] show that both magnetic and structural tran

sitions occur together due to magnetoelastic coupling, at TNI ~ 14K and TN2 ~ llK 
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at zero applied magnetic field (see Fig. 1.1). 

'( 
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(a) Magnetic Field (T) (b) 

Figure 1.1: (a) Crystal structure of CuFe02 . Only Fe3+ magnetic ions are shown. (b) 
Temperature (T) versus magnetic field (B) phase diagram of CuFe02 with B applied 
along the c- axis [7, 8, 9]. 

Experimental studies [7, 8, 10] suggest CuFe02 undergoes many antiferromagnetic 

transitions (see Fig. 1.1 (b)) as a function of temperature and applied field. In 

zero magnetic field, successive magnetic phase transitions occur from a collinear four

sublattice phase (i j 11) (T ~ TN2 ) with the magnetic moments along the c- axis ( ee 

Fig 1.1 (b) - CM(1/4)), through a partially incommensurate phase (see Fig. 1.1 (b) 
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- ICM) (TN2 :::; T :::; TNI) with sinusoidally amplitude-modulated magnetic structure 

with magnetic moments along the c-axis. Above TN 1 there is no long range magnetic 

order (paramagnetic - see Fig 1.1 (b) ). Below TN2 , when we apply a magnetic field 

along the c-axis, we see that CuFe02 (see Fig 1.1 (b)) exhibits successive magnetic 

phase transitions. The inserts in Fig 1.1 show the schematic illustration of the mag

netic structures on Fe3+ sites. With an applied magnetic field along the c-axis [7], a 

transition occurs from collinear four-sublattice (j j 11) ground state (see lower insert 

left area in Fig 1.1 (b)) to a field-induced incommensurate helical state at B1 "' 6.5 T 

(see grey area in Fig 1.1 (b)) where spins lie in the basal plane (st ..l c), followed by a 

transition to a collinear commensurate five-sublattice state (j j j 11) at B2 ""' 13.5 T 

(see lower insert right area in Fig 1.1 (b)), with 8' II c. 
Let us discuss briefly the structural phase transition. A crystal is said to have a 

structural phase transition when its structural state (orientation state) can be shifted 

from one to another due to the external effect on it such as temperature, pressure, 

mechanical stress etc. More about it can be found in Chapter 4. 

The magnetoelastic effect involves coupling between the lattice (elastic stress) and 

spin degrees of freedom. If this coupling is strong in a material, its elastic properties 

depend on its magnetic state, and its magnetic properties are influenced by the applied 

and internal mechanical stresses. This concept is quite general, and has been observed 

in ferromagnets, ferrimagnets , antiferromagnets, paramagnets, diamagnets and super

conductors. Due to this magnetoelastic effect in CuFe02 , it has the both structural 

and magnetic transitions [7] at the same temperatures. 

The focus of this thesis work is investigating elastic and magnetoelastic effects in 

CuFe02, using the Landau Theory of phase transitions. This approach has been used 

successfully as the theoretical background of many studies of systems undergoing phase 

transitions. It has been demonstrated most clearly when it has been applied to intri

cate sequences of transitions observed in structural and magnetic systems. So first we 

derive relevant theories, then we analyze our problem. To discuss our results, we have 
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presented six chapters here. In Chapter 2, we develop the elastic theory and calcu

late the elastic energy and wave propagation for longitudinal and transverse ultrasonic 

velocities modes for CuFe02 . In Chapter 3, we give a short account of the Landau 

Theory of Phase Transitions in general. In Chapter 4, we derive our model to explain 

ultrasonic experimental data, which was taken here at Memorial on CuFe02 . Then 

we discuss the results of the model calculations fit to experimental data. In Chapter 

5, we discuss the possible impact of the coupling between elastic and magnetic de

grees of freedom. In Chapter 6, we conclude our project and discuss possible future 

developments. 



Chapter 2 

Elastic Theory 

This chapter serves as a brief review of Stress and Strain in elastic media. The 

discussion of this chapter follows that of Dieulesaint and Royer [12], Musgrave [13] and 

Kittel [14]. The force acting on a unit area of an elastic body is called Stress and 

the fractional displacement is called Strain. Consider a simple deformation of a one 

dimensional example to understand these terms. 

x+Ax 

].,..; ___ X ----+• ~ 
• 
• 
N 

Figure 2.1: Lattice positions before the force action [12] . 

J~; ___ x+Ax-H(x+l«). _ ---· • . , 
x+u(x) ---· M' N' F 

Figure 2.2: Lattice positions under the force F [12]. 
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Strain : e = lim u(x + 6x)- u(x) = du 
L:.x--+0 6x dx 

(2.1) 

M'N'- MN u(x + 6x)- u(x) 
Relative deformation of MN = MN = 

6
x . 

Next, we are going to discuss the deformations of solids. The deformations of 

solids depend on their shape: Under external forces, there is no reason for two points, 

even neighboring points to move in the same direction. Angular distortions also ap

pear, as well as variations in length. Let us illustrate briefly. 

Let 0 be the origin and an arbitrary point be P(x, y, z) = r. All points in crys

tal move under the influence of external forces. If u = u(x , y, z) is a continuous 

displacement, then the new position is 

r' = r + u (2.2) 

Before the force acts on it, the separation vector between two neighbouring points M 

and N is 

(2.3) 

Components of dr are dx, dy and dz, which move away from or towards each other at 

the same time as the orientation of MN changes. Since 

Then we have 

r~ rM +uM , 

r',. fN +UN, 

UN UM + du, and 
au au au 

du -
0 

dx+ -
0 

dy+ -
0 

dz. 

dr' 

(dr') 2 

(dr') 2
- (dr)2 = 

X y Z 

dr+du 

(dr)2 + 2 dr du + (du)2 

2 GUo d d{3 au"! au"! d d{3 
8{3 a + oa 8{3 a . 



N 

N' 

0 

Figure 2.3: Elastic distortion [12]. 

where a, (3, 1 = x, y , z. Permuting the dummy indices a and (3, we get 

~~ da df3 = ~~ da df3 

(dr')2 - (dr)2 - (aua + au{3 + au,., au..,) d df3 
a(3 aa aa a(3 a 

= 2 eaf3 da df3 

where 

Since our deformations are assumed to be small, so ~~ « 1 

This means we can ignore second order infinitesimals, so that 

_ ~ (aua auf3) 
ea 13 - 2 a(3 + aa 

Furthermore, the strain tensor is symmetric: 

ef3a = ~ ( ~~ + ~~) 
ea{3· 

7 

(2.4) 
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Only six components of the strain tensor e0 f3 are distinct. It depends on the point M, 

where the deformation is observed. 

2.1 Geometrical Interpretation of strain. 

~--------------- ------- ------ . 

,'': ,'': 
, I , I 

,,'' : ,,'' : 
,'' : 

... / ' ' 
~----- ----- ----------------~ 

' 

' ' ' -- :---~ 

~------.J• · 1+exx 
I , : ,'' 

~·: -------------------------- _l,' 

1+eyy 

(a) 

' 
' ' ' 

' ' 

1+eyy 

(b) 

Figure 2.4: Elastic distortion: 2 D view [13]. 

... ·· ...... ayz 
::.: .. ······ 

1+9zz 

Consider a unit cube. In Fig. 2.4 (a), the deformation of this unit cube by ex

tensional strains exx, eyy, ezz parallel to the edges is shown. The volume before the 

deformation is V = 1. The volume after the deformation is given by 

V' = (1 + exx)( 1 + eyy)(1 + ezz) 

= 1 + exx + eyy + ezz + O(e2
) 

Thus 

.6.V V'- V 
-- = = exx + eyy + ezz v v 



~------------------------------------------------------------------------------------
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The sum of the principal extensional strains measures dilatation, which is the frac

tional increase of volume associated with this deformation. This means that volume 

change remained invariant under rotation operations. Note that the dilations along 

each principal axis are given by 

Llx 
- = exx, 

X 

Lly 
- = eyy, 

y 

In Fig. 2.4 (b), the deformation of the face of a unit cube showing angular change 

a11z related to the difference of principal strains e 1111 and ezz is illustrated. We have 

tan ( ~ + a 11z) -
1 + tana11z 

1- tana11z 

1 + e1111 

1 + ezz 

1 + ey11 - ez.z: + O(e2
) 

Since the deformations are small so are the a 11z , then we get: 

1 + Oyz 
1 + eyy- ezz 

1- Oyz 

Oyz ~ eyy - ezz 

Similarly, we can have 

Ozx 
~ ezz - exx ~ 

Oxy ~ exx- eyy 

So 

Oxy + Oyz + Ozx = 0. (2.5) 

This means that the angular changes are not independent. We can conclude that 

the three principal extensional strains define one volume change and two angular or 

shape changes - the dilatation and two shear deformations. 

2.2 Equilibrium Conditions. 

In static mechanical equilibrium, the net force and torque on any given volume 

must be zero. Assume that stress comes from forces applied to the surface. Let T( r) 
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be the mechanical stress on the boundary surface S at position r and F be the force 

on this volume (see Fig. 2.5). We have 

(a) (b) 

Figure 2.5: Equilibrium forces [12]. 

F = fsT(r)dS 

Ti(r) = Tikrk 

Fi h ~krk dS 

18'IikdV 
v fJxk 

[By Green's Theorem] 

fj Efiik 
= ' fJxk 

where fi is density of force per unit volume of the strained medium. When the solid 

is subjected to forces exerted on its surface only, the static equilibrium condition is 

Fi = 0 => fi = 0. Thus, 

(2.6) 

I . 
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Suppose we have an external force density, for example gravitational field g, so the 

equilibrium condition becomes: 

fflik 
-- +pgi =0 
axk 

(2.7) 

where p is the density. The torque of the stress T about the origin is G = x x T . In 

tensor analysis, it is an antisymmetric second rank tensor T1 xi- 7j x1. The net force 

tensor is: 

Mij k(Tj xi -7jx1)dS 

- fs(r1k xi- rik x1)lk d s 

- r B(Tjk Xj- Tik Xj) d v [By Green's Theorem] 
lv axk 

r (arjk Xj- fflik Xj + Tjk axi - Tjk axj) d v 
lv axk axk axk axk 

fv (Tjk 8ik - Tik 8jk)d V [By equation (2.6)] 

i.e. Mi1 = fv (T1i - TiJ )d V = 0. 

T1i = 7i1, for all i and j. (2.8) 

The stress tensor is symmetric; this reduces the number of independent components 

to six. which are following: 

Tu, T22, T33: stress normal to the sides 

T12, T23, T13: shear stress 

Suppose we have an external torque G per unit volume, then the torque on the 

volume Vis 

M,1 + fv GkdV, 

where k is such that the (ijk) permutation is even. So the equilibrium conditions are: 

(2.9) 

vVe can see from the above equation that the stress tensor is no longer symmetric. 

This case is in practice encountered only for polar crystals in an electric field. In our 



12 

discussion, we assume that for a small torque the symmetry of the tensor Tij remains 

unchanged. 

2.3 Elastic Constants. 

A medium is said to be elastic if it returns to its initial state after the external 

forces are removed. It returns to the initial state due to the internal stress. Let us 

discuss in the case of small deformations, using Taylor expansion, how we can express 

the stress as follows: 

Since 7i1(0) = 0 

Ciikl ekl [Hooke's Law] 

(&Iij) 
8ekl eki=O 

(2.10) 

(2.11) 

(2.12) 

(2.13) 

The coefficient Cijkl is a fourth rank tensor (the elastic stiffness tensor) , 7i1 and ekl are 

rank two tensors. 

A fourth rank tensor has 34 = 81 components, but Tii and ekl are symmetric tensors 

so that 

(2.14) 

Hooke's law (2.11) can be written in terms of the displacements: 

1 auk 1 OUt 
1i1 = -

2
C,Jkt-

0 
+ -

2
C,jkt-

xt 8xk 

Since Cijkt = Cijtk, we have 

(2.15) 

By symmetry, we are left with only 36 independent elastic constants instead of 81. 

The following Voigt notation is thus useful 

(x x) {:} 1, (y y) {:} 2, (z z) {:} 3, (y z) = (z y) {:} 4, 

(z x) = (x z) {:} 5, (x y) = (y x) {:} 6 
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CafJ = Cijkt, a, {3 = 1, 2, 3, 4, 5, 6; t, J, k, l = x, y, z . 

a<=? (ij) {3 ¢:? (k l) 

Eg: c,4 = Cxxzy = CXXJIZ• 

Using this notation, we can rewrite equation (2.11) as follows: 

(2.16) 

Inversion of the Hooke's Law gives: 

where Sijkt is called Elastic compliance constants. With the above approach, the 

equations become: 

(2.18) 

2.4 Elastic Energy in Distorted Media. 

The energy provided by the external forces during the deformation is stored in the 

medium as elastic energy. After the forces are removed from it, the internal stress is 

released, which makes the solid return to its initial state. During the deformation , the 

work done by the external forces for a variation d u of the displacement u consists of 

two parts: forces per unit mass g and the external force p acting on the surface. 

~ W = fv egdu dV +is p .du dS 

fv {2 g, dui d V + is Pi dui d S 
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As per our assumption: The system is always in equilibrium, so this transformation is 

thermodynamically reversible and the equilibrium equations are valid: 

ow 

Thus oW 

The internal energy variation per unit volume is 

dU = oW+ 8( 

where 8 ( is the heat received per unit volume. According to the first law of thermo

dynamics: U is a function of state and dU is exact, while 8 W and 8 ( separately are 

not. For a reversible transformation, the second law of thermodynamics is: 

8( = Tdu, 

where T is the absolute temperature, u is entropy per unit volume. So 

dU = T d u + T,kdSik 

u = U(u, Sik) 

giving Tik = (:~k) q 

Inserting similar expressions for Ttj and Tkt into (2.13) , we get 

Oiij 8Tkt 
cijkl = askl and ckllj = as,j ' 
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so that, 

(2.19) 

Exchanging the first two indices with the last two does not change the value of the 

isentropic elastic moduli, these are involved in elastic wave propagation, where the 

vibration is so fast that there is no time for a thermal exchange with the external 

medium. Thus 5 ( = 0 implies de5 = 0. 

The free energy F for isothermal transformations is given by: 

F = U-TC5 

dF -(5 dT + Tik dSik 

So that 1ik = ( 8
8F) and for isothermal elastic constants: 

Ssk T 

(T) ( 8
2
F ) (T) 

cijkl = asij askl r = cklij 

Within the domain of validity of Hooke's Law, 

After permuting the dummy indices (ij) and (kl), we get 

Integrating this relation gives 

U(C5, sik) = Ua(C5) + ~ci1~~sijSkt, 

(2.20) 

(2.21) 

(2.22) 

(2.23) 

where U0 (C5) is the internal energy of the undeformed medium: U0 (C5) = U0 (C5, Sik = 0) . 

In a similar way, we can have the expression for free energy: 
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Thus the elastic potential energy ~ is 

With the elastic moduli in matrix notation expressed as 

Cu c12 C13 C14 C1s C16 

c12 c22 c23 C24 C2s C26 

C13 c23 c33 c34 c3s c36 
(2.24) 

C14 C24 c34 c44 c4s c46 

C1s C2s c3s c4s Css Cs6 

cl6 C26 c36 c46 Cs6 c66 

The most general crystal system with only translational symmetry is triclinic. In 

this case all 21 components of the elastic tensor are independent. For other crystal 

systems with point groups symmetries, we can reduce the number of independent 

components. The physical constants of an isotropic medium do not depend on the 

choice of the orthonormal reference frame. Elastics tensor Ciikl must be invariant 

under all transformations of the reference frame (rotation, symmetry with respect to a 

point or a plane etc .. ). 

2.5 Crystals 

The general invariance condition for a stiffness tensor is: 

(2.25) 

where a represent the point groups element operation for a given crystal symmetry and 

af represents the ipth element of a. We can derive any crystal 's independent elastic 

stiffness constants by using point group symmetry operations. Note that it is enough 

to use the generators of the Point group element class to find the symmetry of the 

elastic tensor a given crystal class. 
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Example: For trigonal system: 

Generators for this crystal are I (inversion) and Ct (three fold rotation) , which is 

(2.26) 

First we apply the rotation (2.26) to elastic stiffness tensor matrix (2.24), we get 

Cu c12 C13 C14 -C15 0 

c12 Cu C13 - C14 C15 0 

( CoiJ) = 
C13 C13 CJJ 0 0 0 

C14 -C14 0 c44 0 c,5 
(2.27) 

-C15 C15 0 0 c44 cl4 

0 0 0 C15 C14 c ii - C1a 
2 

For any one of the point groups element classes 3m, 32 or 3m, the elastic stiffness 

tensor matrix (2.27) then reduces to 

ell c,2 c ,J c,4 0 0 

c12 Cu c,J -Cl4 0 0 

(CoiJ) = 
cl3 c1J CJJ 0 0 0 

(2.28) 
C14 -Cl4 0 c44 0 0 

0 0 0 0 c44 C14 

0 0 0 0 c ,4 Cu - C la 
2 

2.6 Elastic Energy 

The elastic energy of a crystal syst m is a quadratic function of the strains, m 

the approximation of the Hooke's law (similar to the expression for the energy of a 

stretched spring). Thus we may write 

{2.29) 



.--------------------------- ----- ----
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where Cii is elastic stiffness tensor and ei is strain tensor. Therefore, the elastic energy 

expression (2.29) becomes for high temperature R3m phase of CuFe02 , 

(2.30) 

where C = Cu +Cl2 and C = Cu - Cl2 p 2 66 2 . 

2. 7 Elastic Waves 

2.7.1 B rief Note about waves 

There are a great variety of elastic waves. Some examples are Rayleigh waves, 

Bleustein - Gulyaev waves, Lamb Waves, Love waves and Stonely waves. There are 

two common types of waves: ( 1) Longitudinal waves or Compression waves: Particle 

displacement is parallel to the direction of the propagation. Polarization is parallel 

to the wave vector. (2) Transverse waves or Shear waves: Particle displacement is 

perpendicular to the direction of the propagation. (In the most general case, none of 

the wave is purely longitudinal or transverse.) For any given direction, there can be 

three waves: 

• A quasi longitudinal wave (particle vibration and the wave vector make a non

vanishing angle) 

• A fast quasi-transverse wave 

• A slow quasi-transverse wave 

The polarizations of these three waves (with different propagation velocities) are always 

mutually orthogonal. 
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2. 7.2 Elastic Waves in an Infinite Crystal: 

The displacement of any point in a crystal depends on the initial coordinates Xk and 

time t, and is 

(2.31) 

where xk is the initial coordinates. Let us derive the propagation equation for a wave 

in the crystal. 

Propagation Equation: 

The force density per unit volume of stressed material is given by 

I- rmj 
I- OXj 

We neglect effects due to gravity and all other external forces. So the acceleration ~t~i 
along the ith axis for the unit volume mass e obeys 

02
Ui arij e- = - . ot2 OXj 

By using Hooke's Law: 

the equations of motion become 

82
ui 82

u1 

e ot2 = c,jkl ax1 axk (2.32) 

This is a set of three second order differential equations for wave propagation. 

The propagation equation in a fluid is isotropic so that 

The general solution for it is given by 

with 2 1 v = -
ex 
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So by using this analogy, solution for equation (2.32) is a wave, traveling in the direction 

of the unit vector n(n1, n 2, n 3 ) perpendicular to the wave planes n · x = Ete: 

( n. x) ( n· . x·) 
ui = ui F t - - v- = ui F t - 1 

v 
1 (2.33) 

To calculate the phase velocity v and the wave polarization u (i.e. particle displace

ment) using equations (2.32) and (2.33), we get 

OUt 'nJ = -u1F-
OXj v 

fJ2u1 F" nJnk = Ut --
OXj OXk v2 

So F" 
F" 

{2 Uj = cijkl nj nk nt - 2 
v 

or {2 v2 ui = cijkl nj nk nt, 

where 

(2.34) 

and the Christoffel equation is 

(2.35) 

where ui is an eigenvector of the C1 tensor with eigenvalue ev2 = r· Finally, the veloc

ities and polarizations of those plane waves with a stiffness tensor CiJkl are obtained by 

solving for the eigenvalues and eigenvectors of the tensor ril = Cijkt ni nk. Generally, 

for a given propagation direction, there are three velocities, which means that there 

are three roots of the following secular equation: 

Properties of Elastic Plane Waves: 

Note that fti = CtJki n1 nk = CkilJ nJ nk 

rli = ril 

(2.36) 

cijkl nj nk = ril , which means that 

The eigenvalues of C1 are real and they ar positive. Since the eigenvalues are real 

and positive, there are in general three waves propagating in the same direction with 



different velocities, and mutually orthogonal polarizations. 

Example: Trigonal System: 

Recall the elastic Stiffness tensor matrix (2.28): 

Cu C12 CtJ c,4 0 

C12 Cu c,J -Ct4 0 

(Ca/3) = 
Ct3 Ct3 c33 0 0 

Ct4 - C,4 0 c44 0 

0 0 0 0 c44 

0 0 0 0 Ct4 

The propagation tensor components are 

ru Cu n~ + C66n~C44n~ + 2 C14n2n3 

r12 (C12 + C66)n1n2 + 2Ct4ntn3 

rl3 2Ct4 n1n2 + (CtJ + C44)n1n3 

0 

0 

0 

0 

Ct4 
CII -CI~ 

2 

r22 = C66 n~ + Cnn~ + C44n~- 2 Ct4 n2n3 with c66 = 

r23 - C14(n~- n~) + (Ct3 + C44)n2n3 

r33 = c44 ( n~ + nD + c33n~ 

21 

(2.37) 

Cu - C12 
(2.38) 

2 

For example if propagation is along the x axis, n 1 = 1, n 2 = 0, n3 = 0, and our tensor 

ril is 

r = ( ~ 1 
;,6 ~4 J 

o c,4 c44 

which implies a longitudinal wave of velocity V = ~' its polarization is (1 , 0, 0) 

and two shear waves of velocities V2 and V3 such that 

2e V2
2 - c44 + c66 + j(c44 - c66)2 + 4C?4 

2e V32 c44 + c 66 - j(c 44- c 66)2 + 4C?4 

(2.39) 

(2.40) 
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( 
c44- c66 + j(c44- c66)2 + 4C?4 ) 

and its polarizations are 0, -
2014 

, 1 and 

( 
c44- c66- j(c44 - c66)2 + 4C?4 ) 

0, -
2014 

, 1 respectively for each shear waves. 

In a similar way, we can calculate other propagations along the y and z axes. We list 

these in the following Table 2.1 for Trigonal crystals. Table 2.2 contains the expression 

for p v2 and propagation for Monoclinic crystals. 

In next chapter, we review the Landau theory of phase transitions. 



Table 2.1 : Polarizations and expressions pv2 for velocities for Trigonal (R3m) Crystals 

Direction of propagation Polarization Velocity 

[100] L Cu 

(o.-c44- c66 + J(c44- c66)2 + 4Cl4 ' 1) [100] Hc44 + c66- J(c«- c66)2 + 4Cf4) 
2Ct4 

(o.-c«- c66- J(c«- c66)2 + 4Cf4 ' 1) ~(c« + c66 + J(c«- c66)2 + 4Cf4) 
2C14 

[100] T c66 

(o.-Cu- C«- V(Cn- C44)2 + 4Cf4 ' 1) ~(Cn + C«- V(Cn- C«)2 + 4Cf4) 
2Ct4 

(o.-Cn- C« + V(Cu- C«)2 + 4Cf4 ' 1) [010] HCn + c44 + J(Cu- C44)2 + 4Cf4) 
2Ct4 

[001] L c33 
[001] [010] T c44 

[100] T c44 



Table 2.2: Polarizations and and expressions pv2 for velocities for Monoclinic (2/m) Crystals. Note that we are 
using a coordinate system with the twofold symmetry axis parallel to x, not the conventional setting of twofold 
symmetry axis parallel to z. 

Direction of propagation 

[100] 

[010] 

[001] 

Polarization 

[100] L 

( 
Css- C66- V(Css- C66)2 + 4Cg6 ) 

O, - 2Cs6 ' 1 

( 
Css- C66 + V(Css- C66)2 + 4C~ ) 

O, - 2C56 ' 1 

(
o, c33 - c«- J(c33- c«)2 + 4~ 

1
) 

2C34 

[100] T 

Velocity 

Hc33 + c« + J(c33- c«)2 + 4~) 

c55 

~(C33 + c«- J(c33- c«)2 + 4~4L 
*"'" 



Chapter 3 

Landau Theory of Phase 

'Iransitions. 

3.1 Brief Introduction 

A phase characterizes a given assembly of atoms or molecules, which can be de

scribed by thermodynamic variables such as volume V, pressure P, temperature T 

and the free energy F. A phase transition or phase change is the transformation of a 

thermodynamic system from one phase to another. The distinguishing characteristic 

of a phase transition is an abrupt sudden change in one or more physical quantities 

(e.g. heat capacity, volume, entropy, etc ... ). The identification of this property is 

(these properties are) an important step to understand this considered transition. L t 

us describe this transition by using the free energy F. When the fr e energy is a mini

mum, the phase will be stable under some specified thermodynamic conditions. As the 

thermodynamic variables such as temperature, pressure, volume or any other variables 

acting on the ystem is changed, the free energy is also changed. Whenever we have 

such variations in free energy, we can have changes which lead to the fr e energy b ing 

minimized by a different phase of our syst m. By minimizing the free energy we can 

thus describe phase transitions. 

25 
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Landau theory is useful to understand structural phase transitions. The proce

dure of this theory is general and is one of the most useful tools in condensed matter 

physics. By using it, we can describe and understand the nature of phase transitions 

among the states both ordered (low temperature phase) and disordered (high temper

ature phase). We can also use it as a starting point for understanding the behavior of 

ordered states. The discussion in this chapter follows that of Toh~dano [15], Salje [16] 

and Burns [17]. 

A phase transition is characterized by an order parameter (Q), which can charac

terize an atomic displacement, electric polarization, magnetization etc. It is non zero 

at low temperature and becomes zero above a certain temperature Tc, which is called 

the transition temperature. Transitions are said to be continuous/ second order phase 

transitions if its order parameter decreases continuously to zero as the high-symmetry 

phase is approached (see Fig. 3.1 (b)) and discontinuous transitions are said to be first 

order phase transitions, and in that case the magnitude of the order parameter changes 

suddenly at Tc as illustrated in Fig. 3.1 (a) . Note that since we will be concerned only 

with uniform deformations, gradient terms in the free energy are zero. Let us begin 

with a discussion of symmetry. 

3.2 Role of Symmetry. 

Let us now talk briefly about how the space group/subgroup play a role in phase 

transitions and Landau theory. For some transitions, the physical quantity which 

characterizes the transition not only changes between the two phases, but it is also 

changes in each phase when some external variables such as temperature or pressure 

are modified. For example the case of the liquid-vapour transition, a relevant property 

is the fluid 's density (or specific volume). We need to give qualitative differences 

between phases, which can be defined precisely in terms of symmetry. The symmetry 

of a phase is characterized by its space group, which contains the set of geometrical 

transformations. The geometrical transformations are all possible transformations such 
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(a) (b) 

0 0 . . .... ~ .. l) 1i 

~ 
E 
!'!! 

"' 1l Q. 

~ ~ 

6 6 

Temperature T Temperature T 

Figure 3.1: Order parameter as a function of temperature. Plot (a) represents a first 
order transition, here Q decreases to zero discontinuously at Tc. Plot (b) represents a 
second order transition, Q decreases to zero continuously at Tc [15]. 

as rotations, reflection, inversion etc such that the system remains unchanged. So phase 

transitions can be described in another way, as a symmetry change from one phase to 

another phase [18]. 

Phase transitions also satisfy a group/subgroup relation: In a phase transition, if 

phase I represents a (space) group G0 and phase II represents another (space) group 

G, then G is a subgroup of G0 . To illustrate this, let us consider our thesis project 

phase transition in CuFe02 : R3m ---+ C2/m. Consider the unit cell of the crystal 

CuFe02 (see Fig. 3.2). Phase I (trigonal) is left invariant by symm try elements of 

R3m (symmetry elements of R3m are E, ct, c:;, C2x, c21/l c2ZI I, s:, S6, a XI/! ai/ZI 

azx). Clearly the product any two symmetries will also leave the structure unchanged. 

The phase II (monoclinic) (see Fig. 3.2 (b)) is left invariant by its space group C2/m 

(symmetry elements of C2/m are E , C2z, I, az)· We can see from this that elements 

of C2/m also belong to R3m: C2/m is a subgroup of R3m. 

In Landau theory, the free energy must b invariant with r p t to space group 

symmetry and the Landau free energy can be expanded as a power series of order 
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(a) (b) 

Figure 3.2: (a) Represents the R3m space group structure (Trigonal), (b) repr sents 
C2/m space group structure (Monoclinic) [19]. 

parameters near the transition temperature. Space group symmetries determine the 

systems properties and the possible phase transitions that can occur. 

3.3 Landau free energy for the simplest case of one 

order parameter: Even order invariants of the 

order parameter 

In the vicinity of a phase transition one can expand the Landau free energy in a 

power series of order parameter. Let us begin with following general form up to sixth 

order: 

1 1 1 1 1 
F L( Q) = Ao + A 1 Q + 2 A Q2 + 3 b Q3 + + 4 B Q4 + S c Q5 + 6 C Q6

. (3.1) 

The first derivative of FL( Q) is: 

oF;~Q) =AI+ A Q + bQ2 + +B Q3 + cQ4 + CQ5
. (3.2) 
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At high temperatures, the order parameter Q 1s always zero. Then equation (3.2) 

becomes 
8FL(Q) _A 

oQ - I· 

For the minimum of FL(Q) (since any stable state corresponds to a minimum of FL), 

the first derivative of FL(Q) must be zero. Hence A1 = 0. FL - Ao represents the 

change in Landau free energy, so it is convenient to set Ao = 0. 

FL( Q) is constructed so as to be invariant with respect to the symmetry of the high 

temperature phase I. So symmetry of the system plays an important role to determine 

the Landau free energy for a given system. Suppose we have any symmetry which gives 

Q --+ -Q , then the system can have only even powers of Q. Let us assume in this 

section of our discussion we have this inversion symmetry. So (3.1) becomes 

(3.3) 

where A is assumed to be strongly temperature dependent, and both B (which can be 

either B > 0 or B < 0) and C (always C > 0) are assumed to be constant forT"' Tc. 

Let us now look at this power series to see under what conditions there is a minimum 

which moves around as we change the temperature. First, we assume A, B and C are 

all positive. Then all of the terms increase the Landau free energy for all values of 

Q, so the minimum occurs when Q = 0. This describes the disordered phase. In the 

ordered phase, one of them must be negative and this constant to be large enough 

compared to the others. As A is temperature dependent in the Landau's assumption, 

we can take A = a(T- T0 ), with a > 0, where To is transition temperature. Then the 

Landau free energy (3.3) becomes 

1 2 1 4 1 6 
FL(Q)=2.a(T-T0 )Q +4BQ +5CQ . (3.4) 

To analyze further, we can have two main situations based on the sign of constant B: 

• B > 0 - Second Order Phase Transitions (Continuous Transitions) 

• B < 0 - First Order Phase Transitions (Discontinuous Transitions) 
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3.3.1 Second Order Transitions: 2-4 potential 

The transition is second order if B > 0. In this case, let us consider the simplest 

case of FL (2-4 potential): We neglect the sixth power term from our calculation. So 

equation (3.4) becomes: 

The equations minimizing FL( Q) are: 

Solution of (3.6) is 

aFL(Q) 
aQ 

[)2 FL(Q) 
[)Q2 

Q 

Q 

Ja(To- T) 
B , 

0, 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

The first solution represent the low temperature phase (T < T0 ) and the second corre

sponds that high temperature phase (T > T0 ), where Tc = T0 is the critical temperature 

(transition temperature). (see Fig. 3.3) . 

3.3.2 First Order Transitions: 2-4-6 potential 

The transition is first order if B < 0. In this case, we need to keep sixth power term 

in our calculation to restrain FL(Q) (2-4-6 potential) from going to minus infinity (see 

Fig. 3.4(a)). 

The equations minimizing FL( Q) are: 

aFL(Q) 
8Q 

[)2 FL(Q) 
[)Q2 

(3.9) 

(3.10) 
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Figure 3.3: Free energy FL is a function of the order parameter Q for various values of 
temperature T. The minima occur at the equilibrium values of Q for each T [15]. 

B2 
ForT> T2 = T0 + 

4
a C only one real root of (3.9) is Q = 0, because of B2- 4 a C(T-

T0 ) < 0, so we can have only one stable phase, namely the parent phase I. 

At T = T2 phase II with 

1 _ (-B + JB2
- 4aC(T- T0 )) 

2 

Q-± 2C (3.11) 

appears as a metastable state (i.e. it is corresponding to secondary minima in the 

non-equilibrium curve FL(Q) [Fig. 3.4(a)]). 

For T < T2, the stability of phase II increases. Phase I and II are equally stable at 

T = T1 , where T1 is found , when the additional condition FL(Q) = 0 is fulfilled, i.e. 

FL(Q) = 0 

Q=O 
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r. T, T, Temperature ... 

Figure 3.4: (a) Variation of the non-equilibrium potential FL as a function of temper
ature, (b) Temperature dependence of the order parameter [15] . 

For a real solution: 9B2 
- 48 a C(T- T0 ) 2:: 0, which leads, 

3B2 

T :S: T1 =To+ -C. 
16a 

(3.12) 

Below T1 , phase I becomes less stable than Phase II , and remains as a metastable state 

until B changes sign forT= T0 . Thus, a first order phase transition occurs at T = T1 . 

3.4 2-3-4 Potential: Landau free energy for sim

plest case of one order parameter. 

We now consider cases where a third order ( Q3 ) contribution to FL( Q) is allowed 

by symmetry. The Landau free energy expression for this case is, (with C = 0 for 

convenience) . 

The minima equations are 

8FL(Q) 

8Q 

(3.13) 

Q(a(T- To)+ bQ + BQ2
) = 0 (3.14) 



[)

2

FL(Q) = a(T - T.) + 2bQ + 3BQ2 > 0 
a~ 0 -

Assuming b < 0, B > 0, as we discussed in the above, we can have 

2b2 

T1 = To+ gaB ' 
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(3.15) 

(3.16) 

the low-temperature phase appears as metastable. The high and low temperature 

phases are equally stable for: 
b2 

T2 = To+ 4 aB' (3.17) 

The transition is always first order if a third order ( Q3 ) term is allowed by symmetry 

in the free energy. The Fig. 3.5 illustrates the transition. 

-T<T 
0 

-----T•T
2 

.. .... .. T>T
2 

---·-·- T • T, 
... _ .. _ .. T > T, 

a 

Figure 3.5: Variation of the non-equilibrium potential FL as a function of temperature 
[15]. 

Based on the basic principles of the Landau theory of phase transition described in 

this chapter, we can now apply this to the structural phase transition in CuFe02 . 



Chapter 4 

Landau Free Energy Analysis of 

Ultrasonic Data on the Ferroelastic 

R3m -----+ C2/m 'fransition in 

CuFe02. 

4.1 Brief Introduction 

In this chapter, we are going to use Landau theory to investigate the R3m -+ C2/m 

structural phase transition in CuFe02 . First, we derive a Landau free energy compat

ible with the symmetry properties associated with the R3m high temperature phase. 

Then, we verify the compatibility of our theoretical results with experimental observa

tions obtained on CuFe02 . In particularly, we compare theoretical calculations with 

elastic constants determined from ultrasonic sound velocity measurements, realized as 

a function of temperature by Dr. Guy Quirion at Memorial University. 

As shown in Fig. 4.1, the data on the elastic constant C66 shows a large variation 

of 50 % ( ~~66 ) as the temperature is reduced to TN! ~ 14 K . This large variation 

34 
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m the value of C66 indicates that some of the acoustic modes in CuFe02 substan

tially soften close to 14 K. Similar softening is also found in ferroel ctric compound 

(SrBr2(NbTa)209 [20], Sr2T~09 [21], KNb03 and KTa03 [22]), as well as in proper 

ferroelastic (Te02 [23], Na2CO [24], (NH)4 LiH3(S)4)4 [25], KBr : KCN [26]) and pseudo

proper ferroelastic (NasA13Ft4[21], LaP5 0 14 , KH3(Se03)2 , [23) Rb4LiH3(S)4)4 [27]). In 

general, this softening can be accounted for by a linear-linear coupling term, such as 

e Q between the strain e and an order parameter Q. In the case of ferroelectric mate

rials, the order parameter is naturally the electric polarization. For proper ferroelastic 

compounds the order parameter is rather the strain e associated with the softening of 

an acoustic mode [24, 26] . Finally, for pseudo-proper ferroelastic transition the order 

parameter can be associated with a soft optical mode [21, 27) . 

Nlm' 
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1.6x10'0 

1 1.<4x1010 

() 

1.2x1o•• 

1.0x1o•• 

8.0x101 

0 20 <40 60 80 100 120 1<40 160 

TK 

Figure 4.1: Experimental values for the elastic constant C66 as a function of tempera
ture for CuFe02. 

Since CuFe02 shows both structural and magnetic phase transition at TN 1 [2, 19], it 

would be natural to assume that the order parameter Q is the spin S. However, as the 

coupling term e S breaks the time reversal symmetry, this coupling is not allowed and 

thus the spin moments cannot lead to the observed strong softening on C66 . Another 

possibility would be to assume that the order parameter is associated with an acoustic 
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mode, which leads to softening at high temperature and a structural transformation 

observed below TN!. In that case, the transition is called proper ferroelastic and the 

temperature dependence of the soft-acoustic mode is linear over a wide range [27, 28]. 

As shown in Fig 4.1, this is not the case for CuFe02 . The last scenario is to consider 

that the softening is driven by a soft-optical mode. In that case, the temperature 

dependence is non-linear [21, 27] and could potentially account for the temperature 

dependence of C66 , as shown in Fig 4.1. Thus, in this chapter, we derive the free en

ergy assuming that the character of the transition is a pseudo-proper ferroelastic. For 

this reason, we give a short account of ferroelastic materials. 

4.2 Ferroelastics and Ferroelastic Transitions 

A crystal is said to be ferroelastic [11, 29] when it has two or more phases (ori

entation states or structural domains) in the absence of mechanical stress. Any of 

these structural domains are identical or enantiomorphous (structural mirror images). 

These domains can be shifted from one to another by mechanical stress. The crystal 

comes back to its original domain state soon after the removal of the mechanical stress. 

There is an analogy between ferroelastic and ferromagnetic materials. In a ferromag

netic crystal, the magnetic domains can be shifted from one to another by an external 

magnetic field. Thus, for a ferroelastic transition the mechanical stress corresponds to 

the external magnetic field while mechanical strain corresponds to magnetization. A 

ferroelastic transition is associated with a symmetry breaking spontaneous strain. The 

symmetry change taking place at a ferroelastic transition is characterized by an elas

tic tensor that has more independent components in the ferroelastic (low-symmetry) 

phase than that of the tensor associated with the paraelastic (high-symmetry) phase. 

Consequently, the high and low temperature phases must belong to different crystal 

systems (point groups). In Toledano's paper [23], a detailed list of possible ferroelastic 

point group changes, along with corresponding macroscopic properties, can be found. 
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4.3 Landau Free Energy for the R3m --+ C2/ m Fer

roelastic Transition in CuFe02 • 

In this section, we derive a Landau free energy for the ferroelastic R3m ---+ C2/m 

phase transition. According to group theory, the order parameter associated with a 

R3m ---+ C2/m structural transition belongs to a two dimensional irreducible repre

sentation E [30], represented by 

( 4.1) 

These representations are very useful as they can be used to determine how the order 

parameter components transform under symmetry operations, even if the exact nature 

of that order parameter is unknown or undetermined. 

Assuming the most general form of a Landau free energy, which includes all possible 

terms up to fourth order in Q1 and Q2 , 

(4.2) 

the allowed terms can be identified by applying the symmetry operations associated 

with the high temperature R3m point group. In fact, it is sufficient to only consider 

operations associated with the generators of this point group. Thus, the invariant terms 

can be identified using the symmetry operation (C2x, C3z) which correspond to a 180° 

rotation around x-axis and a 120° rotation around z-axis. Thus , under these generator 

operations, it is easy to show that the order parameter components must transform as 

shown in Table 4.1. For example, according to the Table 4.1 , the contribution term 

Q 1Q2 is not allowed, so A3 = 0. When we apply all transformation relations given in 

Table 4.1, the Landau Free energy 4.2 reduces to 

which is identical to the result published by TolE~dano[23]. 
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Table 4.1: Cartesian coordinate representations of the order parameters and the cor
responding transformations under space group generators 

xy 

4.4 Derivation of the Model 

In order to calculate the variation in the elastic properties associated with a R3m ----+ 

C2/m structural phase transition, the free energy must contain terms involving order 

parameters, the elastic energy, and the coupling energy due to the coupling between 

the order parameters and strains. Thus, the total free energy can be written as 

F(e, Q) = F1(Q) + Fe(e) + Fc(e, Q). ( 4.4) 

As discussed , the Landau free energy for R3m ----+ C2/m structural phase transition is 

given by (4.3) with A = a1 (T - T0 ). Here To defines the transition temperature in the 

absence of elastic coupling. As we noted in Chapter 3 section 3.4, the above Landau 

free energy ( 4.3) is a 2-3-4 potential. Consequently, the phase transition observed at 

T Nl should be first order or weakly first order. However, based on the experimental 

data, the transition at 14 K shows no indication of any discontinuity or hysteresis. 

Therefore, we simplify the analysis and set the third order coefficient in Landau free 

energy to zero. So the considered Landau free energy becomes 

(4.5) 

In Chapter 2, we derived the elastic energy Eq.(2.30) for our model 

1 )2 1 2 1 ( 2 2) 1 2 F(' (ed = 2cp(e t + e2 + 2c33e3 + 2c44 e4 + e5 + 2c66e6 + 

~C66(e t - e2)2 + C13 (e t + e2)e3 + C t4 (e1e4 - e2e4 + e5e6) (4.6) 
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h C 
c11 + c12 

w ere P = 
2 

Table 4.2: Strains under the generators 

Strains C2x c3z 

e1 (x2) 
e1 3e2 \13e6 

et -+----
4 4 ~ 

e2 (y2) 
3el e2 3e6 

e2 - + - +--
4 4 4 

e3 (z2) e3 e3 

e4 (yz) 
e4 \13es 

e4 --- --

}3e4 
2 

e5 (zx) 
es 

-es ----
2 2 

e5 (xy) 
JSe1 V'Se2 e6 

-e6 -------
2 2 2 

Finally, we need to include the coupling energy terms between the strain and the 

order parameter. Because the high temperature phase has R3m symmetry and this 

structural phase transition is ferroelastic, the order parameter component Q 1 trans

forms as e6 and e5 while Q 2 must transform as e1 - e2 and e4 [15, 23]. Here, we 

consider only two type of coupling terms, they are linear-linear coupling Qi ei and 

linear-quadratic coupling Q~ ei For linear-linear coupling terms, Q 1 e3, Qt e4, Q2 e5 , 

Q2 e6 are not allowed by symmetry operations (see Tables 4.1 and 4.2), but coupling 

terms Q 1 e5 , Q1 e6 Q2 (et - e2), Q2 e4 are allowed with symmetry invariant combina

tions Q2 (et - e2) + Ql e6 and Q 1 e5 + Q2 e4 [15, 23]. For convenience, we can combine 

these linear-linear coupling term combinations with two coefficients {33 and .X in the 

form {33 ( Q 1 (e6 + .Xe5) + Q2(e1 - e2 + .Xe4)). For linear-quadratic coupling terms, we can 

see that only two linear-quadratic coupling terms {31 (Q~+Q~)e3 and /32( Q~+Q~)(eJ + e2) 

are allowed by symmetry operations (see Tables 4.1 and 4.2). So, the lower coupling 

terms considered for our model have an energy given by: 

Fc(e, Q) = f3t(Q~+Q~)e3+ f32(Q~+Q~)(e t + e2)+ /33(Qt(e5+.Xes)+Q2( 1-e2+.Xe4)) . 

(4.7) 
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where {31, f32 {33 and A represent the coupling constants. 

The equations which minimize F(e, Q) Eq. 4.4 with respect to strains and order 

parameters are: 

oF 
0 for a= 1, ... 6. (4.8) = Oe0 

oF 
0 for {3 = 1, 2. (4.9) - - = oQ{J 

General solutions of equations ( 4.8) in terms of order parameters Q1 and Q2 are: 

e1 + e2 -
_ 2 (Q~ + Q~)(f3t CtJ- fJ2 C33) 

Cr3 - C11C33 

e1- e2 - 2 
Q2 {33( A Ct4 - C44) 

c?4- c44c66 

eJ 
(Q~ + QD(fJI C11 - fJ2 CtJ) (4.10) -

C'f3- C11C33 
Q2{33( - Ct4 +A C66) 

e4 -
c?4- c44c66 

Qtf3J( -Ct4 +A C66) 
es 

cr4 - c44c66 

e6 
Qtf3J( - C44 +A Ct4) 

-
c?4- c44c66 

Solving equations ( 4.10) lead three possible sets of solutions for the order parameters 

Qt and Q2. 

(ii) Q1 = 0 and Q2 =I= 0. 

(iii) Q1 =I= 0 and Q2 =I= 0. 

Case (i) corresponds to the high temperature R3m paraelastic phase. For case (ii), 

strains e5 and 6 are zero, which means that there is no elastic deformation along the 

xz and xy planes. But other stains e1, e2 e3 and e4 are non zero, whi h m ans that there 

are elastic deformations along x y z ax s and yz plane. This changes the length of the 

crystal axes and the shape of the struct ur that corresponds to monoclinic symmetry. 
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Changes in the basal plane associated with e1 and e2, are shown in Fig. 4.2. So case 

(ii) corresponds to the phase transition from Trigonal to Monoclinic (R3m -t C2/m). 

This is the case we are going to discuss here. Case (iii) corresponds a transition from 

a high temperature R3m trigonal phase to a low temperature I triclinic phase. 

/ 
/ 

/. 

/ 

A 
/ 

Figure 4.2: Structural phase transition in CuFe02: R3m represented by solid lines and 
C2/m represented by broken lines [31] . 

For the R3m -t C2/m transition in CuFe02, the complete solution set (case (ii)) can 

be written as follows: 

Q, 0 

Q2 i- 0 

e1 + e2 = 2 
Q~(,e, c,3 - A c33) 

C?3 - CpCJJ 

e1 - e2 = 2 
Q2.8J( ->.. c,4 + c44) 

c?4- c44c66 
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ea 
Q~( -(J~ Cp + fJ2 Cia) 

-
Cra - CpCaa 

Q2fJa( -CI4 + -\ Css) 
e4 

cr-~- c44c66 
e5 0 

e6 - 0 (4.11) 

Next, we need to calculate the critical temperature Tc (Tc is the transition temperature 

from high temperature phase to low temperature phase). To calculate it , we first 

substitute the above solutions (4.11) into our total free energy (4.4) . This will give 

that the total free energy expression (4.4) depends only on Q2 . Which is F(Q2 ) given 

by 

Q~(a1 (T - To)(Cr4 - c44C6s) + fJ~( - 2-\ C14 + -\2C66 + C44) 
2(Cr4 - c44c6s) + 

Q~(2Cp(J~ - 4fJifJ2Cia + B Cia+ (B Cp + 2(Ji}Caa) 
4( Cra - CpCaa) 

(4.12) 

As we discussed in Chapter 3, section 3.3.1 , the above energy expression clearly shows 

that transition is second order. Let us now calculate the transition temperature Tc. 

First, we differentiate F( Q2 ) with respect to Q2 , and find 

Q2 fJ~ ( - 2-\ C14 + -\2Css + c44) = 
0 

c r4 - c44c66 · 
(4.13) 

Therefore at temperature T = Tc the order parameter Q2 goes to zero. Using this fact 

in equation (4.13) leads to an expression for Tc which is 

(4.14) 

4.5 Effective Elastic Constants 

In this section , we derive the temperature dependence of the (effective) elastic 

constants for the trigonal and monoclinic phases. We show how the elastic constants 

can be obtained from a Landau fr e energy, defined as a function of a multi-component 
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order parameter and strains. First, we consider the simplest case where the free energy 

is only a function of strains (F(ei)), with the effective elastic constants Cij given by 

(4.15) 

Next, we consider the case where the free energy is a function of a multi-component 

order parameter and strains (F(ei, Q1)). As the order parameters Q1 and strains ei 

are coupled, we must use the chain rule. In that case, the effective elastic constants 

cij can be obtained using the following mathematical calculations, where cij is given 

by 
cij = a2 F + L d Qm a2 F 

a ei a ej m d ei a Qm a ej 

We have to eliminate terms ddQm in order to get the formula for Cii · 
ei 

aF .. d(aF) At equilibrium: a Qm = 0. So, the condition d ei a Qm = 0 leads to 

For convenience, let us introduce the following notation: 

d Qm a2 F a2 F co = a2 F 
Rm,i = dei ' FQmQn = aQmaQn' FQm e; = aQmaei' 'J aeia ej 

Using this notation , equations (4.16) and (4.17) become 

cij = Cfj + L Rm,i FQme;· 
m 

n 

(4.16) 

(4.17) 

(4.18) 

(4.19) 

These two sets of equations can be solved in order to obtain effective elastic constants. 

For this project, as we have two order parameters, Q1 and Q2 , we get 

cij = Cfj + ~ [ -FQI e; FQI e] FQ2Q2 - FQ2e; FQ2 ej FQl Ql + 2 FQ2 e; FQl e)FQl Q2]. 

(4.20) 
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where D = FQ1 Q1 FQ2 Q2 - FJ
1
Ql · Equation (4.20) has been used with the free energy 

( 4.4) in order to calculate the effective elastic constants. The results are conveniently 

given in Table ( 4.3) in term of A(T) and the order parameter Q2 = Q by defining 

A(T) = a1(T- To) 

y+ - 2 Q f32 + {33 

y_ 2 Q f32 - {33 (4.21) 

Z1(Q, T) - A(T) + n 
Z2(Q, T) - A(T) + 3 B Q2 + n 

n 2 Q2(2 f3t fJ2 C13- {3; Cv- f3i C33) 
-

-Ct3 + CvC33 

4 .6 Experimental Results 

The principal elastic constants of CuFe02 are obtained using the experimental 

ultrasonic sound velocity measurements provided by Dr. G. Quirion at Memorial Uni

versity. The relationships between these velocities and the elastic constants for any 

corresponding acoustic modes can be derived using Christoffel equations [12] , which 

we discussed in Chapter 2. In Table 4.4, we list the important principal modes, which 

can be used to calculate the principal elastic constants of CuFe02 . The complete list 

can be found in Chapter 2 (Ref. Tables 2.1 and 2.2). 
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Table 4.3: Effective elastic constants for both phases of CuFe02 . 

Elastic Constant Trigonal (R3m) Monoclinic (C/2m) 

(32 co - Y+(Q)2 
Cn co 3 

11 - A{T} 11 ~1 {~ , T} 
(32 

C12 co + 3 c o - Y+(Q- Y_(Q) 
12 A{T} 12 ~ ~Q Tb 

C13 Cf3 
c o - 2 d-0\ {- J 

13 ~1{Q , T} 
(32 co - >. ,83 Y+(Q) 

C14 co >. 3 
14 - A~T} 14 ~1 {~ , T} 

c22 co (33 c o - y_ Q)2 
11 - A{T} n ~ ~Q Tb 

C23 Cf3 
co - 2 QL-;}7_ {- J 

13 ~1 {Qz T} 
(32 - co - >. (33 Y_(Q) 

C24 co >. 3 
- 14 + A{T} 14 ~~{~ z T} 

c33 cg3 co 4Q (3~ 
33 - ~1{~ z T } 

c34 0 
2 Q /31 3 :X 

~1~T) 
c 43 0 

2Q 1 3:x 

~1{Q , T} 
,82 >,2 (32 

c44 c o >,2 3 c o 3 
44- A{T} 44 - ~~{~ z T} 

(32 co >. ,B~ 
c55 co >,2 3 

44 - A(T} 44 - ~2{Q z T } 
(3~ >. ,82 

c56 co >. 3 co 3 
14- A~T} 14- ~2{Q , T} 

(32 
c66 co (33 co 3 

66 - A{T} 66 - ~2{Q z T } 



Table 4.4: Expression of p v2 for trigonal and monoclinic phases 

Acoustic modes Dir. /Pol. Trigonal R3m phase Monoclinic C/2m phase 

(100] Lx [100] Cu Cu 

Ty"' (010] ~ ( c« + c66- j(c«- c66)2
- 4Cf4) ~ ( Css + C66 + V(Css- C66)2

- 4C~) 

(010] Tx [100] c66 c66 

(001] Lz [001] c33 ~ ( c33 + c« + j(c33- c44)2- 401) 

Tx [100] c« Css 
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10 20 30 40 50 0 .0 ----- ----- ---·· 0 .00 

-0 .01 ··-... 
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0.002 
0.002 

0.001 
0.000 

~ -0.002 ~ 
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<l 
<l 
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-0.0011 

(c) 
-0.0011 

~-Oat• I 
= -- - Model Lz -0.002 

- Data 
· ----- Model 1 TxPz 

Model 2TyPz 
-0.003 

(d) 
-0.004 

Figure 4.3: Normalized Velocity Plots: (a) ~ VLx/VLx (C 11 ) , (b) 
~ Vrx(P11 )/Vrx(P11 ) (C66) , (c) ~ VLz/VLz (C33), (d) ~ Vrx(Pz)/Vrx (P11 ) (C44) -
We are using a different scale for each plot in order to show the good compatibility of 
the model and data. 

The temperature dependence of the relative variation of the velocity ~vjv mea

surement data was taken for the five modes (listed in Table 4.4) between 4 and 300 

K In Fig. 4.3, we present the temperature dependence of the relative variation of the 

velocity ~vjv measurement results from 4 K to 50 K. For convenience, all velocity 

curves have been normalized relative to the maximum value observed around 100 K. 

We observed from Fig. 4.3 that there are two distinct anomalies at TN 1 = 13.7 J( and 

T 

T 
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TN2 = 10.6 K. These temperatures coincide very well with the zero-field magnetic and 

structural phase transition temperatures ob erved previously in specific heat, magne

tization [8], X-ray [15, 19], and neutron diffraction [8, 32] experiments. At TN2, a 

thermal hysteresis at !:l. T = 0.5K is observed in the experimental measurement of all 

modes [1]. This shows that the transition at TN2 is weakly first order. Above TNI, we 

observe that the velocity of all modes presented in Fig. 4.3 increase non-linearly as a 

function of temperature. This observation alone is a good indicator that the anomalies 

observed at TNt are associated with a pseudo-proper ferroelastic transition [23, 27]. 

The observed softening on C66 is also very large, almost 50%. At the same time, the 

softening on C33 and C44 is at least two orders of magnitude smaller, shown in Fig. 

4.3c and Fig. 4.3d. Finally, Figs. 4.3a and 4.3b (note difference in scale) indicate that 

the softening on ell is small compare to c66, nevertheless it is significant as VLx shows 

a decrease of 6.5% at TNI· 

4. 7 Numerical Calculation and Model fitting to Ul

trasonic Experimental Data on CuFe02 

4. 7.1 Numerical Calculation 

The absolute sound velocities of longitudinal waves (propagating along x and z direc

tions) and for transverse waves (propagating along x direction) have been measured at 

room temperature [1] (see Table 4.5). 

Table 4.5: Velocity values at T = 300 K 

(mjs) 3767 4400 1400 1900 
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The relationships between velocity and elastic constant for each mode are given by 

C11[T] pVfx[T] 

c33[TJ pVfz[T] 

c44[TJ p Vrz(Px) 2 [T] 

c66[TJ p Vr11(Px) 2 [T]. (4.22) 

The density of CuFe02 is p = 5410kgjm3
. We can use these equations 4.22 and the 

velocity values listed in Table 4.5 to find some of the bare elastic constants ( Cn, C12 , 

C33, C44 , C66 ). To calculate C14 , we have to find a 1 and .>.. For convenience, we fixed 

a1 = 1, and then try a number of values for >. in order to get the best model fit for the 

ultrasonic experimental velocity data VLx on CuFe02 for the temperature range from 

0 to lOOK. This leads to >. = 0.07. We use experimental values of velocity VLx (which 

is VLx(Tc) = 0.938 x VZx see Fig: 4.3a) and the elastic constant Cn at T = Tc and first 

equation of (4.22) to calculate C14 . Next we use again experimental values of velocity 

VLx (which is VLx(15) = 0.965 x VZx) and the elastic constant Cn at T = 15 K and 

the first equation of ( 4.22) to calculate {33 . Using bare elastic constant values listed 

in Table 4.6 and the values of a1 , .>. , /33 listed in Table 4. 7, we can find the elastic 

tensor matrix at high temperature (above Tc). Next, we can determine some strain 

values at T = 0 K: e1 (0) = -0.0024, e2(0) = +0.0026, e3 (0) = 0.00001. First we use 

e1(0)- e2(0) and the fourth equation of (4.11) to find Q2 (0) , then we use Q2 (0) , e3(0) 

and e1(0) + e2 (0) (see complete values set in Table 4.8) and the equations from (4.11) 

to find rest of the {31 , /32 , B (see Table 4. 7). Using all these values, we can find the 

elastic tensor matrix at low temperature (below Tc). 

4. 7.2 Summary of the calculation and model fitting of the 

data 

The following values are calculated for our model. Table 4.6 shows the elastic constants 

at 300 K. Coupling constants and other variable values resulting from the fit to the 

data are listed in Table 4. 7. Strains and order parameters values at T = 0 I< are in the 
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Table 4.6: Elastic Constants at T = 300 K 

Elastic Constant Cu c12 C13 C14 c33 c44 c66 

xl0 10 (N/m) 7.68 3.77 1.89 1.11 10.47 1.06 1.95 

Table 4.7: Coupling/other constants 

Coupling/other Constant at B f3t {32 {33 >. 

(N/m) 1 1 -90.52 -182.21 238320 0.07 

Table 4.8: Strains (S) and order parameters (OP) values at T = 0 K 

S/OP 

- 0.0024 0.0026 0.00001 0.005 0 0 0 180.14 

Table 4.9: Other values: mass density, critical temperature. 

To p 

13.7 K 10.6214 K 3.07862 K 5410 kg j m3 

Table 4.8. Let us first plot the order parameters and strains. The plot of the order 

parameter Q2 (see Fig. 4.4) verifies that our transition is continuous (second order 

transition). This agrees with the solution of Q2 (see second equation of (4.11)). The 

plots of strains em and e4 exhibit temperature dependence like Q2 and verifies that our 

transition is second order. The plots of strains ep and e3 exhibit a linear dependence of 

temperature (see Fig. 4.5) as these solutions depend on Q~ (see equations of (4. 11)) . 

Next, we will focus on the ultrasonic experimental data and model plots of the 

normalized velocity vs temperature (see Fig. 4.3). Our first plot in Fig. 4.3 (a) is 

the normalized velocity data for longitudinal modes along the x and y directions. The 

solid line is our data and the dashed and dotted dashed lines are from the model along 
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Figure 4.4: Plot of the order parameter Q2 , equation (4.6) 

the x and y directions of the longitudinal modes. We notice from this fit that there are 

two phase transitions. One is at about lOK and the other one about 13. 7K. We can 

also see from the Fig. 4.3 (a) that the longitudinal waves propagating along [100] with 

a [100] polarization (VLx) agree very well with our experimental data. Both directions 

(x and y) of polarizations agree with data above Tc. The second plot in Fig. 4.3 (b) 

corresponds to Vrx(P11 ). Here the dashed line of the model exhibits the soft mode 

(b. V/V ~ 80%) behavior. This is also seen in Fig. 4.3 (a). Unfortunat ly, due to large 

acoustic attenuation for that particular mode, we were unable to obtain data in the 

ferroelastic phase below 13 K. The third plot Fig. 4.3 (c) corresponds to VLz , here w 

did not see any agreement between data and experiment above Tc ~ 14 K. There is 

deviation between the model and data for low temperature part. However, we notice 

from the scale of Fig. 4.3 (c) that b. VLz/VLz ~ 1%. The anomaly in Fig. 4.3 (c) i 

shown in the next chapter 5 to be du to magnetoelastic coupling. Our fourth plot in 
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Figure 4.5: Temperature dependence of the strains. Plots correspond to the equation 
e1 + e2 e 1 - e2 (4.6): (a) e, = 

2 
, (b) em= 

2 
, (c) e3, (d) e4 
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Fig. 4. 3 (d) corresponds to Vrx ( Pz) . The model (transverse wave propagation along 

[001] with a [010] polarization) shows by dotted line agrees with the data for both low 

and high temperature. We see from all data plots except the soft mode, there is another 

transition about lOK. Anomalies in these modes are also visible, and variations near 

critical point are small order in magnitude. 

The overall good quality of the model fit to experimental data for t:l. VLz/VZz and 

t:l.Vrx(P11 )/Vrx(P11 )0
, which exhibit nearly soft mode behavior, suggest that our theory 

captures the essential features of the ferroelastic phase transition in CuFe02 . These 

results have recently been published [1 J. 
As mentioned in the Introduction, CuFe02 also exhibits magnetic transitions at 

T m ~ 10 K and T m ~ 14 K, which correspond to the temperatures at which anomalies 

are seen in the ultrasound data. The possible impact of coupling between elastic and 

magnetic degrees of freedom is explored in the next chapter. 



Chapter 5 

Magnetoelastic Coupling 

So far, we analyzed the elastic properties of CuFe02 using a Landau theory of 

phase transition which ignores the magnetic degrees of freedom. As shown in Chapter 

4, this preliminary model accounts well for the structural phase transition observed 

at 14 K. However, it fails to reproduce any of the anomalies observed on the velocity 

measurements at 11 K. In this chapter, we are going to investigate how the magne

toelastic coupling affects the elastic properties of CuFe02 . Again, an approach based 

on a nonlocal Landau free energy functional, as described by Plumer and Caille [33] , 

is used. First, we consider the spin ordering alone, followed by the derivation of the 

coupling between the elastic and magnetic degrees of freedom. Finally, the impact of 

the magnetoelastic effect on the elastic constants cij is presented. 

5.1 Spin Energy 

5.1.1 Theoretical Approach 

In this section, the free energy, as a functional of the spin density s(r) is derived at 

H = 0 T. According to neutron diffraction experiments on CuFe02 [2, 6] at zero field , 

all spins align along the c-axis so that the spin polarization is parallel to the z-axis 

which coincide with the c-direction. Moreover, due to time inversion symmetry, only 

54 
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even powers of s(r) are allowed. Consequently, the spin free energy up to fourth order 

can be expressed as 

(5.1) 

where the second order spin contribution is 

(5.2) 

with the fourth order contribution given by 

Here, the summation convention has been used with a, {3, /, fJ = x, y, z with V 

representing the volume of the crystal. Knowing that the space group of CuFe02 

is R3m, we impose that the free energy (5.1) remains invariant under the symmetry 

operations of the group generators C2x and C3z. Using this argument, the second order 

terms (5.2) can be written as 

F2s = 
2

1
V j dr1dr2J(ri , r2)s(r1) ·s(r2) + 

2
1
V j dr1dr2Jz(rl , r 2)sz(rt)sz(r 2), 

(5.4) 

and the fourth order spin energy (5.3) can be expressed as 

F4s = 
4

1
V j dr1dr2dr3dr4B(rt , r 2, r3 , r4)s(r1) ·s(r2)s(r3) ·s(r4) + 

/v j dr1 dr2 dr3 dr4 Bzt(rt , r 2, r 3, r 4)s(r t) · s (r 2)sz(r 3) sz(r4) + (5.5) 

4
1
V j dr1 dr2 d r3 dr4 Bz2(r1 , r 2, r3 , r4)sz(rt) Sz(r 2)sz(r 3) Sz(r4 ) + 

4

1
V j dr1 dr2 d r3 dr4 E(rt, r 2, r3 , r4) [3sx(r t) sx(r2) - s11 (rt ) s11 (r 2)] s 11 (r 3) Sz(r4 ). 

Here, J and B are coefficients associat d with isotropic contributions while the other 

constants ar related to anisotropic contributions. The fourth order free energy (5.5) 

can be simplified further using that s (r ) II z II c (at H = 0) o that 



56 

where B = B + Bz1 + Bz2 · Note that S II z II c, minimizes the free energy (5.1) for 

Jz < 0. For simplicity, we assume that the anisotropy contribution (second term of 

(5.4)) is of the single-ion form -D J dr[sz(r)F . 

The long range ordering of the magnetic ions can be described by a quantity p(r), 

which is related to the spin density s(r) [33] by 

v 
s(r) = N L p(r) c5(r- R), 

R 
(5.7) 

where R represents the lattice vectors and N is the number of Fe3+ ions. We assume 

further that p( r) [33] can be represented by a single component Fourier expansion 

(5.8) 

where S is the spin polarization vector and Q represents the wave vector of the mod

ulation restricted to the first Brillouin zone. The polarization vectors for the ABC 

triangular layers is assumed to have the following form [35]: 

(5.9) 

where the magnitude S is real and <Pis an overall phase angle and r is the phase angle 

difference between the two adjacent layer stacks. Using (5 .7), (5.8) and (5.9) in (5.4) , 

the second order contribution to the free energy reduces to 

(5.10) 

with AQ = a 1 (T + JQ) , where a 1 is a constant, T is the temperature, and JQ [35] 

represents the strength of the effective spin-spin coupling given by 

(5.11) 

As illustrated in Fig. 5.1 , 11 is the near neighbour (NN) in plane (triangular) exchange 

coupling, J 2 is the 2"d NN coupling in plane, 13 is the 3rd NN coupling in plane, and 

J' is the coupling between planes. For this geometry, one finds [35] that k i = 1, 2, 3 



and f' ar given by 

1 
j 1 - COS X + 2 COS 2 X CO y 

3 
f2 - COS 2y + 2 COS 2 X 0 y 

h = 

!' 

cos 2x + 2 co x co 2y 
1 2 1 1 1 1 

3(1 + 2 cos ¢)[cos(3y- 3z) + 2 cos 2x cos(3y + 3z)], 
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(5.12) 

(5.13) 

(5.14) 

(5.15) 

where x = aQx, y = bQy, z = cQz, and a is the in-plane lattice constant, b = J,fa 

and c is the z-axis lattice con tant ( panning three triangular layers). 

Figure 5.1: Spin-exchange paths J 1 J 2 and h within an F 0 2 layer (in plane) and 
spin-exchang path J' between adjacent Fe02 layers (planes) [34]. 

Substituting (5.7), (5.8) and (5.9) in (5.6), the fourth ord r contribution to the fr 

energy can be written as 

(5.16) 
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where 

~ 1~ 

= BQ,-Q,Q,-Q + 2.BQ.Q, -Q, - Q, 

1 ~ 
= 2BQ,Q,Q,Q· (5.17) 

One can find expressions for BQ and CQ in Ref. [33], while ~4Q, G represents the 

Kronecker Delta function given by 

~ 1 "'e4iQ·R 
4Q, G = N~ 

R 

(5.1 ) 

with G being a reciprocal lattice vector. Substituting (5.10) and (5.16) in (5.1) , the 

free energy can finally be written as 

(5.19) 

where F1e represents the free energy contribution for an incommensurate modulation , 

(5.20) 

where BQ = B1e for the incommensurate modulation Q . The free energy Fu is associ

ated with the a Umklapp term allowed only for a commensurate modulation associated 

with ~4Q, G, so that 

(5 .21) 

with BQ = Be. Note that Q = ~G does describe the observed period-4 spin structure 

forT< TN2 . 

Let us first restrict our analysis to the incommensurate modulation. In this case, 

the free energy is given by (5.20) . Minimizing the free energy with respect to S gives 

2 a1 ( D) SIC =--- T + JQ- - , 
2Bie a1 

(5.22) 

As the tran ition is continuous, we immediately obtain that TN! = - JQ + D. Using 
aJ 

(5.22) in (5.20) , the free energy for an incommensurate modulation is 

(5.23) 
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For the commensurate modulation, considering that the Umklapp term ~4Q, G = 1 and 
7r 

1 = 4' the free energy reduces to 

where A0 = at(T + J0), with Jb being calculated using (5.11) for Q 

BQ = B1e +Be. Minimizing with respect to S gives 

(5.24) 

iG, while 

(5 .25) 

We immediately see that, for a continuous phase transition, the order parameter would 
I D c normally be zero at a temperature T0 = - JQ + -. However, as the transition 10r 

a I 
the commensurate phase is first order, the actual transition temperature has to be 

obtained by comparing the incommensurate free energy (5.23) with the commensurate 

free energy Fe given by 

Fe = 
a~(T- T0 )

2 

4(BQ- CQ) 
(5.26) 

with the condition that TN2 < T 0 < TNI· Considering that both free energies must be 

equal at the critical temperature TN2 , this leads to the condition that 

~ ( TN2- To) 
CQ = BQ - B 1e T T . 

N2- N1 
(5.27) 

5.1.2 Numerical Calculation 

For the moment no experimental results relative to the exchange couplings con-

tants: J1 , J2 J3 and J' exist. For that reason, the normalized valu used in this 

work: J1 = 1, J2 = 0.27, J3 = 0.3, and J' = 0.4, are similar to those used in Ref. [36] 

in ord r to reproduce the series of phases observed as a function of the magnetic field 

at T = 0 K. With these values, the wave vector associated with the spin modulation 

is obtained by minimizing (5.11 ) with respect to x, y and z. For the incommensurate 

phase, we obtain 

( 
271' 27r 7r ) Q = - 0.26-, 0.675-, -
a b c 

with JQ = - 0.9776, (5.2 ) 



60 

which is consistent with the wave vector of the spin modulation observed by neutron 

scattering [10]. Setting a1 = 1, Bic = 1, and D = 0.1 (for convenience) with equations 

(5.22) and (5.23), we then get 

sic= o.nJ-Lo8 + r, (5.29) 

and 

Fic(T) = -0.25( -1.08 + T)2
. (5.30) 

From equation (5.29) the transition temperature is Tm = 1.08 in units of J1. 

0.00 ---------· 

-0.02 , , 

>-
C) , ..... , 
Q) 
c -0.04 w 
Q) 

, 

l--- ~~ I ' Q) ' ..._ , 
LL -0.06 ' 

' ' , , 
' 

' -0.06 

0.60 0.82 0.64 0.66 0.66 0.90 

Temperature 

Figure 5.2: Plot of the free energies for incommensurate and commensurate phases. 
Fie , and Fe represent the equations (5 .30) and (5.32), respectively. 

Regarding the commensurate phase, as neutron scattering measurements [10] indi

cate that the wave vector of the spin modulation corresponds to a period-4 , we set the 

x, y and z parameters as x = ~~ y = ~ , z = 0 with ¢ = 0 and 1 = f [35] . With these 

values, we then get Jb = - 0.78 and T 0 = 0.88. The constant CQ = 1.08 is determined 

by setting BQ = 1.1 and imposing the experimental condition that TN2 = :! Tm with 
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equation (5.27). Substituting all these values into the equations (5.25) and (5.24) we 

then get 

Sc = 5.05J -0.88 + T, (5.31) 

and 

Fc(T) = -12.73( - 0.88 + T) 2
. (5.32) 

The first order transition temperature between incommensurate and commensurate 

phases is found to be TN2 = 0.85, which can be determined from Fig .. 5.2, where Fe= 

Fie· Combining equations (5.29) and (5.31), the mean field temperature dependence 

of the spin amplitude is 

{ 

5.05J- 0.88 + T, T ~ TN2; 

S(T) = 0.71J-l.08 + T, TN2 ~ T ~ TN1; 

0, otherwise, 

(5.33) 

where TN1 = 1.08 and TN2 = 0.85 are there-normalized values defined with respect to 

J1 . The temperature dependence of S(T) is shown in Fig. 5.3 where the temperature 

has been rescaled in order to coincide with the observed transition temperatures TN1 = 

14 K and TN2 = 11 K. 

5.2 Effect of the Magnetoelastic Coupling 

In this section, we are going to determine the magnetoelastic coupling terms and 

analyze their impact on the elastic properties of CuFe02 . For that purpose, the fr 

energy must include the magnetic degrees of freedom (spin density) derived in section 

5.1, the elastic energy, derived in section 2.6, and the magnetoelastic coupling energy 

due to the coupling between the magnetic degrees of freedom (spin density) and strains. 

Thus, the total free energy can be written as 

F(e, S) = FL(S) + Fe(e) + Fmc(e, S). (5.34) 

where FL(S) corresponds to equation (5.19) and the elastic energy Fe(e) given by 

equation (2.30). We now derive the allowed coupling terms betwe n the spin density 
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T 

Figure 5.3: Rescaled temperature dependence of the magnetic moment according to 
equation ( 5.33). 

and strains. For our analysis, we consider two type of magnetoelastic coupling terms, 

linear-quadratic (e S2
) and quadratic-quadratic (e2 S2

). Thus, for our analysis t hese 

contributions are represented by 

!':' - plq + pqq 
rme - me me> (5.35) 

where p;:;_c and F:f.t~ are the linear-quadratic and quadratic-quadratic coupling terms, 

respectively. 

The general expressions for the linear-quadratic and quadrati -quadratic coupling 

energy can be written as 

(5.36) 

and 

F~~ = 
4 
~ j d r1 dr2 d r3 dr4 Afa{J-y6( 17 (ri , r 2, r3 , r4) eao( r i) e-y 6(r2) s<(r J) s,1(r4), 

(5.37) 
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where V is the volume of the crystal. Again , the summation convention is used with 

a, {3 , / , 6, ( , TJ = x, y, z . The invariant terms can be identified by applying the sym

metry operations associated with the R3m point group as described in ection 5.1.1. 

Both linear-quadratic and quadratic-quadratic coupling terms can be reduced consid

ering that S II z II c. Thus, the possible terms compatible with the high temperature 

symmetry correspond to 

(5.38) 

and 

F!~ = M1e~S2 + M2(e~ + e~)S2 + M3( 4eie2- e~)S2 + M4(e1 + e2)e3S
2 

+ Ms((et - e2)e4 + ese6 )S2 + M6(2e~ + 2e~ + e~)S2 , (5.39) 

where K 1, K 2 are linear-quadratic (LQ) constants and Mt, M2, M3, M4, Ms , and M6 

are quadratic-quadratic (QQ) constants. Minimizing the total free energy F (e, S) 

(5.34) with respect to strains gives six equations: 

8F 
-
8 

= 0 fora = 1, ... , 6. 
ea 

(5.40) 

Neglecting the quadratic-quadratic coupling, solutions for the system of equations 

(5.40) in terms of the spin polarization S correspond to 

e, 
(K,C33 - K2C13)S2 

-20,32 + (Cu + C12) C33 

e2 
(KtC33 - K2Ct3)S2 

- 2Ct32 + (Cu + Ct2) C33 

e3 
S2 (K2C11 + K 2Ct2 - 2K1 C 13) 

(5 .41) 
- 2C 132 + (C 11 + C12) C33 

e4 = 0 

es 0 

e6 0 

The strains e1, e2 and e3 exhibit a linear temperature dependence (like S2 - see solution 

5.33) . As the strain e1 = e2 with e4 = e5 = e6 = 0, these solutions indicat that th 



64 

magnetoelastic coupling does not change the crystal's symmetry. Other terms, such 

as the coupling between the spins and the soft mode might account for the observed 

symmetry change at low temperatures. The total free energy (5.34) can also be used to 

calculate the elastic constants using (4.16). The elastic constants for this current model 

with both linear-quadratic and quadratic-quadratic magnetoelastic coupling are listed 

in Table 5.1. We note from Table 5.1 that the number of independent elastic constants 

is unchanged. Again, this indicates that there is no symmetry change associated with 

the magnetoelastic coupling. We also see that, the model predicts a jump at Tm 

(S=O) for the elastic constants that depend on the linear-quadratic coupling constants 

Ki· As the experimental observations for CiJ do not exhibit any discontinuity at Tm, 

we can consider that the linear-quadratic coupling coefficients are small and we thus 

set K 1 = K 2 = 0. 

5.2.1 Numerical model calculation and its prediction 

In order to make contact with experimental data, the temperature scale of the spin 

order parameter, as defined in equation (5.33), has been rescaled in order to coincide 

with the anomalies observed on the ultrasound data presented in chapter 4. Let us 

first analyze the temperature dependence of the velocity of longitudinal modes prop

agating along the z-direction. This mode is particularly interesting as, according to 

the non-spin model presented in chapter 4 (see Fig .. 4.3 c), the coupling with the soft 

mode is weak. At the same time, the prediction associated with the spin polarization, 

Table 5.1' indicates that ij,VVL; rv -2
1 

0 /j,CC33 should be proportional to 5 2 
0 Thus, we 

Lz 33 

compare in Fig. 5.4 the temperature dependence of /j,vvL. with that of the square of the 
Lz 

spin polarization as given by equation (5.33). In that Fig. , the experimental results 

are represented by black continuous line while the mean field prediction corresponds 

to the red continuous line. We immediately note that critical phenomena is significant 

at low temperatures. In order to obtain a more realistic prediction , we also present 

in Fig. 5.4 a non-mean field calculation (see continuous blue line) , by replacing the 

mean-field critical exponent (3 = 0.5 with (3 = 0.3 (close to Ising universality) , where 



65 

Table 5.1: Effective elastic constants for both phases of CuFe02 as a function of 5 . 

Elastic Constant Trigonal (R3m) Monoclinic (C/ 2m) 

Cn Cft co Kr 4M 52 
u- 2CQ + 6 

C12 Cf2 co Kr 4M 52 12 - 2cQ + 3 

C13 Cf3 co - KtK2 +4M 52 
13 2 CQ 4 

C14 Cf4 Cf4 + M5 5 2 

C24 - Cf4 - Cf4 - Ms52 

c33 C33 co Ki 2M 52 33 - 2cQ + 1 

c44 c~4 c~4 +2M2 5 2 

c66 cg6 Cg6 + 2(-M3 + M6)52 
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Table 5.2: Values of coupling constants (LQ and QQ) 

0 0 2.4 X 109 1.1 X 107 

S "' (TN - T) /3 . This value seems reasonable as we obtain a good agreement with 

the experimental data. All proportional constants used for comparison in the present 

calculations are given in Table 5.2. 

0.03 

0.02 --Data 
-- JJ = 0.5 - Mean field 

0.01 
=Jl = 0.3 

0.00 

-0.01 -+---.-......--..---r-....... --.-........ -r----.----. 
5 10 15 20 25 30 

T 

Figure 5.4: Normalized Velocity Plot: ~ VLz/VLz· Red curve r presents the mean field 
result and blue curve represents the non-mean field. 

We now focus our attention on the effect of the magnetic coupling on the velocity of 

longitudinal and transverse modes propagating along they-direction (VLy and VryPz). 

For those particular modes, shown in Fig. 4.3 (a) and (d) , it is clear that the coupling 

with the soft mode associated with the structural phase transition must also be taken 
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0 .04 

0.02 

~ 0.00 

~ -0.02 

-0.04 

-0.06 
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Elastic model - Ly 
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--Combined model 
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T (a) 

> 
> 
:::1 

0.004 

0.002 
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--Data 
Elastic model 

--Spin model 
--Combined model 

0 5 1 0 15 20 25 30 35 40 45 50 

T (b) 

Figure 5.5: Normalized Velocity Plots: (a) !:::. VLy/VLy, (b) !:::. VryPz/VryPz - We are 
using a different scale for each plot in order to show the good compatibility of the 
model and data fit. 

into consideration. To clearly illustrate the relative weight of both contributions, w 

present in Fig. 5.5 each contribution separately. Thus, in Fig. 5.5, the experimental 

data are again represented by a black continuous line while the contributions associ

ated with the spin and the soft mode are illustrated by a blue, and red continuous line, 

respectively. In this Fig. 5.5, the coupling constants M 1 and M2 given in Table 5.2 

have been adjusted in order to reproduce the amplitude of the discontinuity observed 

at TN2. Moreover, the spin contribution presented here correspond to a non- mean 

field calculation using {3 = 0.3 as determine in Fig. 5.4. In Fig. 5.5, the continuous 

green line represents the combined model, which includes both soft and spin contribu

tion. It shows good agreement with experimental results. Our analysis indicates that 

magnetoelastic effects principally account for anomalies observed on the velocity mea

surements below TN2 while those observed around TN1 are dominated by the coupling 

with a soft mode. 



Chapter 6 

Conclusions 

In this thesis, we study the temperature dependence of the elastic properties of the 

magnetoelectric compound CuFe02 near structural and magnetic phase transitions us

ing various Landau model free energies. The results of this analysis are compared 

to the experimental ultrasonic velocity measurements provided by Dr. G. Quirion at 

Memorial University. 

In the first part of this thesis work, we investigated the elastic properties of this 

compound, in the neighborhood of the magnetic and structural phase transitions near 

14 K. The temperature ranges in our investigation was 4 K- 50 K. Dr. Quirion's high 

resolution sound velocity measurement show that CuFe02 undergoes two phase transi

tions at TNl = 13.7 K and TN2 = 10.6 K, respectively. We derived a theoretical model 

to explain these experimental results. In the high-temperature rhombohedral R3m 

phase, we observed that the elastic constant c66 shows a strong softening, while ell 

and C44 show less softening. These experimental results agrees with our assumptions 

and numerical predictions derived from the model. The softening behavior on C66 is 

large and non-linear. Therefore we can conclude from our study that the structural 

transition at TN 1 is categorized as pseudo-proper ferroelastic. The observed structural 

phase transition corresponds to R3m-+ C2/m symmetry change. Using the ultrasonic 

sound velocity measurements, we obtained the temperature dependence of the inde

pendent elastic constants of CuFe02 . 

68 
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In the last part of this thesis work, we analyzed the impact of magnetoelastic cou

pling. A Landau model free energy which depends only on magnetic degrees of freedom 

(spin density) shows that there are two magnetic phase transitions at TN 1 = 1.08 and 

TN2 = 0.85 in units of near-neighbour exchange coupling J 1. A Landau model free 

energy containing spin, elastic, and magnetoelastic coupling was analyzed. We ob

tained the temperature dependence of three of the six independent elastic constants of 

CuFe02 due to spin-lattice effects. We found that the transition at TN2 is first order. 

For the moment we don't have experimental results to figure out the exact values of 

the interaction quantities J 1 , J 2 , J3 and J'. However, we conclude that our current 

rescaled theoretical results agree with the experimental data for Cii· We also reproduce 

the amplitude of the discontinuity observed in three principal modes at TN2 , which we 

could not explain with the soft modes only. Our study shows that the anomalies at 

TNl are dominated by the coupling with a soft mode while the anomalies at TN2 are 

correlated to the spin polarization. Thus, we conclude that magnetoelastic coupling is 

strongly impacting the elastic properties of CuFe02 and that this results in magneto

electric coupling [7]. 

Our theoretical studies are based on a Landau model free energy which was de

veloped from symmetry arguments. We found good numerical predictions consistent 

with the temperature dependence of the measured ultrasonic sound velocity modes. 

However, our current theoretical model is not complete. For a complete quantitative 

analysis, we need to expand our Landau model free energy, constructed from the sym

metry arguments, to include coupling between spin polarization (S) and the structural 

order parameter (Q). This would then lead to a free energy with a multitude of terms 

involving e, Q and S: F =Fe+ FQ + Fs + FeQ + Fes + FQs , where Fe, FQ and Fs , are 

elastic, structural Landau, spin energies and FeQ, Fes and FQs are coupling involving 

strain and the structural order parameter, strain and the spin polarization, and spin 

polarization and the structural order parameter respectively. 
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