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Abstract 

Maritime communications is fast b coming a growing ar a of interest. Use of a 

'commercial-off-the-shelf ' (COTS) integration approach to system d sign, mcreas­

ing inter st in maritime security and demanding bandwidth requir ments of sensor 

make understanding the effects of the sea on the communications channel an impor­

tant d sign consid ration when d veloping reliable and high bandwidth communica­

tions links. Conventional VHF communications are being replaced with SATCOM 

and cellular te hnologies for a variety of vehicular, sensor, life craft and urvival 

suit system . Considering this occurrence, the marine communications channel and 

the effects of the sea surface have remained an area of limited study, particularly in 

comparison to the efforts placed on research for terrestrially-bas d communication 

channels. Urban environments, mountainous terrain, seasonal is ues, and foliage are 

well studied in regard to effects on communications channels. To support design of 

systems for marine applications, the contribution of this research ffort is the develop­

ment of communications channel models by novel theoretical and numerical method-



ologies. The results of these efforts are models suitable for use in quantifying sea 

surface shadowing effects on communication channel performance in fully developed 

deep sea locations. 

First, a theoretically-based marine geometrical theory of diffraction (Marine GTD) 

model is developed , whereby a diffraction methodology is devised specifically for single 

sea surfac waves. For this segment, a sea surface wave is considered as an obstructing 

object between transmitter and receiver creating a shadowing condition. The physical 

sea surface attributes are studied using the modified Pierson-Moskowitz model for the 

north North Atlantic such that a novel Geometrical Theory of Diffraction wedge is 

synthesized based exclusively upon sea surface height. The wedge is thus physically 

representative of a fully-developed deep sea surface wave, and may be used to estimate 

diffraction loss. Complete formulations of the generalized model are given such that 

path loss effects due to diffraction are easily determined requiring only the height of 

the sea and the positions of the transmitter and receiver. 

Second, a marine communications channel modeling methodology is developed 

using transient electromagnetic simulation methods to simulate overwater propaga­

tion of VHF to 3 GHz signals above a realistic fully developed random deep sea 

surface. The field of computational electromagnetics is focused upon use of numer­

ical methods to obtain solutions to Maxwell 's equations for probl ms not addressed 

easily analytically, or for which no analytic solution is possible. This is very much 

the case with the marine propagation environment . The complexity of the sea sur-
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face makes analytical solutions extrem ly difficult , and the stochastic nature of the 

surface makes detailed knowledge of the sea over the entire physical channel at the 

precise time of measurement nearly impo sible. The propo ed m thodology of using 

the Finite Diff renee- Time Domain (FDTD) method allows high accuracy propa­

gation analysis over a weB-known realistic random sea surfac . In th post analysi 

segment of th FDTD simulation effort, conventional wireless ommunications chan­

nel m asurem nt analysis methods are appli d to characteriz chann 1 performance 

using the path lo s equation. This propo ed methodology olves Lhe. key historical 

problem of conducting marine propagation studies. Specifically propagation analysis 

can hereafter b conducted whereby d tailed knowledge of the s a surface over which 

propagation occurs is readily availabl . From the collective analysis of multiple com­

munications channels consisting of variou random sea surfaces, novel parameterized 

chann l mod ls are developed. The end result of the numerical segm nt of this re­

search is compact g neralized models that are functions of both fr quen y and wave 

height that quantify marine communications channel performanc during ea surfac 

shadowing conditions. 

For both analytical and numerical methods, the Pierson-Mo kowitz s a surfac 

spectral functions are used to develop the required sea smfac phy ical profile and 

subsequent random sea surfaces. Although this research effort has b n conducted 

in support of the application of Unmanned Aerial Vehicles for maritim surveillance, 

the propos d methods may be used Lo e timate channel performanc for any wir -
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less technology operating in the marin environment, however, the Pi ron-Moskowitz 

model is regionally specific to the north North Atlantic. Th r sults are suitable 

within that geography for circumstances as outlined per the chann l topology with 

consideration to the frequency limitations of th geometrical th ory of diffraction 

and the conduct d FDTD simulations. Both models are verified for validity by direct 

comparison to th well-known analytic knife edge diffraction mod l. 
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Chapter 1 

Introduction 

· This research thrust is conducted to further understanding of the marine commu­

nications channel. This work presents two novel methodologies to model marine 

communications channel performance. A theoretically-based extension of the geo­

metrical theory of diffraction (GTD), hereafter referred to as the marine geometric 

theory of diffraction (Marine GTD) , will be given such that the diffraction around 

a fully developed single sea surface wave can be quantified based on the observable 

wave height and the positions of the t ransmitter and receiver. Second, a numerical 

methodology for marine propagation analysis is proposed and developed based on the 

Finite Difference - Time Domain (FDTD) method [1] . The FDTD approach over­

comes the single most difficult aspect inhibiting the study of over water propagation. 

The proposed methodology allows propagation analysis to be conducted while retain­

ing detailed knowledge of the sea surface over which the propagation occurs. This is 

accomplished by implement ing a realistic random sea surface synthesized using th 

well-known Pierson-Moskowitz spectral functions whereby the sea surface functions 

as a perfect conducting boundary condition for the transient electromagnetic simula­

tion. Post simulation analysis for a variety of random sea surfaces has produced novel 

models characterizing communications channel performance as functions of frequency 

and sea surface height in the north North Atlantic region. The models are valid from 
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VHF to 3 GHz and for sea surface waves up to 14 m. Comparison of the marin 

geometrical theory of diffraction to the well-known knife edge method of diffraction 

analysis is· given, and the validation of the EM simulation tool in regard to the ability 

to accurately perform diffraction analysis is established by numerical simulation of a 

knife edge .topology and t hen directly compared to the analytical knife edge equation 

for the same physical topology. 

Increasing interest in maritime security is a global occurrence as acts of terror­

ism and piracy are commonly cited in the news. To increase situational awaren ss, 

modern sensors and video surveillance are finding implementation in .th marine en­

'rironment [2]. Life craft and life suit are also becoming increasingly sophisticated, 

incorporating transponders and communications equipment to assist mariner in the 

event of emergency. This research effort offers dir ct insight into appli ation of wire­

less communications devices and their effectiv ness in various sea state conditions 

when used specifically for such purpose. In support of such applications, it is nec­

essary to increase under tanding of the sea on marine communication channel and 

furthermore quantify the limitations of the "COTS integration" approa h of system 

design in an accurate fashion. Channel performance estimation is an important de ign 

consideration and a fundamental step in the architecture and design process of every 

wireless system. For d veloping reliable and high bandwidth technologies for marin 

applications, this effort i focused on obtaining communications cpann 1 understand­

ing specifically for the marine environment, such that the same design proc s can b 

used for marine applications as is used for terr strially-based ·systems. 

Conv ntional VHF communications links are being replaced with SATCOM [3], [4] 

and cellular technologies for a variety of vehicular, sensor, life craft, and survival suit 

systems [5]. This research thrust has been a supporting effort to an Unmanned Aerial 

Vehicles (UAV) program wher by efforts to control the vehicle using satellite com­

munications systems is of concern during maritime surveillance operations [6]. The 

interest is driven for UAVs by a decrease in advanced modern computing and sen or 
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costs, whereby the sophisticated and costly systems of a previous generation of tech­

nology are widely available as low cost or even commodity products [7] . More often, 

these new syst ems are dependent upon a dat a uplink provided by cellular or satellite 

communicat ions infrastructure. Current communications technology is a fundamen­

tal technology gap [8], [2] for the application of UAVs for general aviation purpos s 

by the Federal Aviation Administration (FAA). Generally speaking, loss of commu­

nications link is perceived as loss of cont rol of th vehicle. Visibility and tran mission 

elevation angles are of particular concern when relying on a satellite communica­

tions network [9], [10] . Predict ion algorithms have been devised to overcom outage 

and delay limitations of communications links [11] but prevention of link los is ul­

timately the prim objective for vehicular control and safety. Multipath effects, a 

common source of outages, in wireless channels cannot be adaptively controlled in 

the same manner that transmission line system paths can be specified [12],[13] nor 

can reflections in the wireless channel be directly compensated as in P CB (print d 

circuit board) communications channels [14], [15] to offset adverse analog effect . The 

proposed metho"dologies developed in this work provide insight into the fading and 

shadowing effects that are often the cause of communication link loss. Understand­

ing the communications channel is fundamental to understanding the limitations of 

the communications system for UAVs as well as any marine surface ve el or en or. 

The obje t ive of this r search thrust is two fold . First, to develop a theoretically­

based model to quant ify sea surface shadow effects suitable for marine applications, 

and second, to devise a unique methodology using highly accurate numerical methods 

for computational electromagnetics to conduct overwater propagation analysis during 

sea surface shadowing condit ions. Both these approaches have produced generalized 

performance models relevant to propagation in the marine communications channel. 

The models are practical and sui table for quantifying shadowing effects and benefit 

the link budget calculation component of the system design process. 

The process of communications channel model development is significantly di:ffi r-

3 



ent than those used for conventional RF circuit model d v lopment [16], [17] [18]. 

Considering the importance in understanding th effects of the sea surface on the reli­

ability and performance of the wireless communications link, the marine communica­

tions channel and the effects of the sea surface have remained an area of limited tudy 

particularly in comparison to the effort placed on research for terr strially-based com­

munications channels [19] [20] [21]. This aspect of maritime communication is stated 

explicitly by Ohmori [22] in 1985, when at that time it was cit d that th re wer no 

investigations into fading effects and relations between the wave height and frequ ncy, 

. and furthermore obtaining such understanding would be highly de irable. Urban en­

vironments, mountainous terrain seasonal issues, and foliage have all b en heavily 

studied in r gard to effect on wireless communications channels. Shadowing effe t 

[23] in common terrestrial environments [24] is a problem that every mobile u r is 

familiar with. However, solutions to these problems, such as fixed di tributed anten­

nas systems (DAS) [25] in the urban environment; are often not well suited to marin 

vessel or air raft application to mitigate sea surface shadowing condition . System 

must be designed to operate within their respective environmental conditions. 

Propagation analysis and channel modeling are conducted by on of. two m ch­

anisms. First, analytical and theoretical models which use fundamental theory to 

establish propagation effects serve as a common estimation means of channel p rfor­

mance. Th knif edge model is a typical example of this approach [23]. Though 

the topologies of such models are not fully representative of the physical ommuni­

cations channel of int rest they often serve as reasonable approximations. Second 

measurement of an actual channel for performance to develop a model independ nt 

of the physical structure is often accomplished using the path loss equation [26]. This 

method offers g neralized parameters, such as the path loss exponent and standard 

deviation of power fading regardless of the physical channel topology. The param­

eters of the pass lo s equation are univ rsal and well understood, as they provid 

insight into the typical behavior of a communications channel as propagation occurs. 
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The models are often developed based on regional studies, such as specific cities, 

or rural areas. Rata [19] devised one of the most utilized models for variou urban 

environments based on this approach. This work will focus directly on marine commu­

nications with a methodology for numerical characterization of the path los equation 

for various sea surface conditions for the ·north North Atlantic region. Through thi 

work the prime historical difficulty that has inhibited the study of the marine channel 

is overcome through EM simulation. This method provides the unique advantage of 

conducting propagation analysis over a realistic sea surface for which th d t ails of 

the physical attribut s are fully known. Such details during pr vious measurement 

agendas [27] were not available, and the respective lack of knowledge was ited as a 

limit ing factor during pr viou measurement efforts [22]. 

For the theoretically-based model development component of this work, a sea sur­

face wave is considered as an obstructing object betwe n transmitter and ~eceiv r , 

creating a shadowing condition. A path loss model is created to quantify marin 

communications channel diffraction effects as the peak of the waveform nvelop is 

modeled as a perfectly conducting wedge typical of the geometrical theory of diffrac­

tion (GTD). Synthesis of the model begins by establishing that the single relevant 

parameter that effect the spectral content of the fully d veloped sea surface is exclu­

sively the significant sea height. Theoretical analysis is demonstrated on th Pier on­

Moskowitz spectral model [28] for the north North Atlantic region to liminate the 

wind speed from the accepted form of the spectral functions. Analysis i conduct d 

to establish the most appropriate approximation of a single sea surface wave u h 

that it is effectively represented by an obstructing wedge as prescribed by the GTD 

[29]. Establishing the parameter models of the sea surface, and subsequently th 

establishment of a synthesis method for the GTD wedge, produc s a nov l and ef­

ficient extension of the GTD methodology for marine propagation analysis r ults 

that requires no knowledge of the sea surface with the exception of the s a surface 

height. The result and major theoretically-based contribution is the exten ion of th 
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GTD, the marine geometrical theory of diffract ion, and its complete formulation for 

diffraction analysis may be easily implemented for estimation of sea surface shad­

owing effects in a marine communications channel for any wireless communications 

application. 

The second significant contribution of this research effort is the development of 

an EM simulation methodology for marine communications channel overwater prop­

agation analysis [1] using the Finite Difference - Time Domain method [30] . This 

approach, overcomes t he inadequacies of the t heoretical modeling approach by us­

ing highly accurate numerical methods to solve propagation effects of a random sea 

surface, thus producing results based on a realistic channel boundary condition. Typ­

ically, inadequacies in the theoretical models are t he driving force behind conqucting 

extensive measurement agendas for channel characterization of propagation environ­

ments. Numerical methods are often used to solve problems for which an analytic 

result is not possible or not easily attainable. This proposed method attempts to ac­

complish two objectives. First, to provide high accuracy analysis of overwater propa­

gation for a known random sea surface during shadowing conditions. Second , to use 

the population of data. analysis to produce generalized formulae of key performance 

parameters based on physical attributes of the known sea surface [1]. The complex 

and random nature of the sea surface makes application of numerical methods a very 

appealing mechanism to studying overv.;ater radio propagation. 

The FDTD numerical simulation produces direct solut ions to Maxwell 's equations 

using a central difference approximation [30] during transient analysis. "This approach 

will provide higher accuracy solutions as they are obtained directly from Maxwell's 

equations, particularly when compared to convent ional propagation analysis methods 

such as ray t racing [23]. Ray tracing provides propagation analysis by explicitly eval­

uating signals reflecting from various surfaces in the physical propagation channel. 

Typically, it does not account for higher order phenomenon such a!? diffraction or 

scattering. Using the FDTD method will overcome this deficiency, and in the process 
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create two primary technical chall nges. First, the FDTD technique r quires a dis­

crete element r pr sentation of the physical communications chann l. Each of the 

discrete elem nts represents a physical location whereby EM field olutions are calcu­

lated. The ize of the physical chann 1 in application of.the FDTD m thod is limited 

by available computer memory. In this case, the size of the chann l is on the order of 

one hundr d m tres, and is designated in an attempt to maximiz the 1 ngth of the 

physical chann l. Allocating length of channel is favored over h ight. For thi type of 

modeling, th total finite difference grid is larg in comparison to typical RF cir uit 

applications of the FDTD method [31]. For distributed circuits, th analysis is gener­

ally conducted ov r only a few wavelength of the relevant frequ ncy. In the channel 

modeling ca e, the ize of the structure i everal hundred wavelength . Thi aspect 

alone poses a hall nge to the computational abilities of mod rn omput rs specifi­

cally with 1 ngthy computation times, as w ll as numerical effe t uch as dispersion 

that increase with total grid size. Similar studies investigating indoor wir less local 

area networks [32] have demonstrated obtaining direct solutions of Maxwell's equa­

tions for a communications channel is pos ible, however, in thes ca s the phy ical 

channel is on the order of only several metr s and furthermore th boundary con­

dition are typically w ll defined. The econd primary challeng in th d velopment 

of the marine communications channel propagation analysi tool i th ynthesis of a 

random s a urfac to be used as a boundary condition. For thi case, the surface will 

beg nerat d using th modified Pierson-Moskowitz (PM) sp ctral model [33]. Sin 

the modified PM was d veloped for sp cific representation of th north orth Atlanti 

sea urface, th po t analysis re ults ar specific to that r gion. How v r thi uffice 

for demonstration of the novel methodology, and any realistic a urfac model suit­

able for a diff r nt region can b us d for other areas of interest. Thi ynthesized s a 

surface is enforced during the numerical analysis as a perfectly conducting boundary 

from which detailed knowledge of th ea surface during propagation is r tained and 

readily availabl during post simulation analysis. 
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Once th simulation engine is established, a shadowing study is conducted to 

numerically evaluate communications ch~nnel performance when the ocean surfac 

obstructs line of sight between a transmitter and receiver. The software for this ef­

fort is a completely custom developm nt based on the proposed m thodology and 

implement d in Matlab. The software does not use any existing comm rcially or pri­

vately availabl products. The sea surface is generated for various significant wave 

heights, emulating a random sea surface existing in deep wat r J28]. Subsequent 

novel mod ls obtained from post simulation analysis quantify shadowing effects for 

frequencies from 162 MHz to 3 GHz as a function of observabl ea surface height. 

These models can be used directly in th link budget calculation for any marine 

communication system using a wir le communications link. Figure 1-1 illustrate 

the cone ptual dev lopment and analysis required to produce the marin g ometrical 

theory of diffraction (Marine GTD) for diffraction analysis due to a surface obstruc­

tion between tran mitter and r ceiver and Figure 1-2 shows th d velopment agenda 

of the FDTD simulator for overwater propagation analysis based on obtaining highly 

accurate olution to Maxwell's equations. 

The structur of this thesis will first include a review of related and relevant pre­

vious works. Thi is followed by th development of the propo d th or tically-based 

marine geom tri al theory of diffraction, which is an extension of the well-known 

GTD, whereby the perfectly conducting wedge is synthesized based on the physi al 

attributes of a single sea surface wav . The results of the Marine GTD are compared 

to an equival nt topology using the knife edge model for v rification and valida­

tion. Thi work is followed by th dev lopment of the FDTD imulation methodol­

ogy. Overwater propagation analysis is conducted using a Pier on-Mo kowitz rando~ 

deep sea surfac . The accuracy of the FDTD simulation engine is also stablished 

by simulation of a knife edge topology, providing direct comparison of the FDTD 

numerical propagation and diffraction results to be directly compar d to the well 

established knife edge diffraction equation for common topologie . um rica! valida-
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-+ 

r-- - --------------------- ----~ 
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Develop PM Wave Generation 
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1. PM model wave generator. 
2. OFT algorithm development. 

Envelope Analysis 
1. 1'lf2"d Order Derivative zero 

location. 
2. Period Analysis. 
3. GTD Wedge Analysis 

Figure 1-1: Theoretically-based model developm nt. 

Result: 

Generalized 
fonnulation of 

Marine Geometrical 
Theory of 
Diffraction 

tion of a simulation engine is often accomplished by simulation of analyti al models, 

and this approach i used to verify the ability of the FDTD engin in conducting 

overwater propagation analysis during shadowing condition by valuation of knife 

edge diffraction loss. Propagation analysis using the FDTD tran i nt imulation of 

various random a urfaces is ther aft r p rformed. Post simulation analysis of th 

numerical results for numerous random ea surface chann Is of variou observable sea 

heights is us d to synthesize general parameterized models for communications han­

nel performanc as functions of fr quency and observable ea urfac h ·ight. Thi 

includes. path loss standard deviation , m an excess delay, root m an square delay 

and rice factor. A brief measurement ag nda is also performed at an inland location, 

between fixed transmitter .and receiver. This measurement ffort is not to validate 

all generalized mod ls produced by th numerical study, but rath r to support the 

general result that standard deviation of fading in the marine communications chan­

nel increase as a height increases, which was suggested by th numerical results 
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Chapter 2 

Literature Review 

The field of wirele s communications is an ext n ive and w 11 studied area primarily 

because of th wide pread use of commercial cellular system . Th application and 

subsequent r s ar h of this technology has be n centered on supporting th typi al end 

user. Terrestrially-based channel and propagation measur ments for path lo s studies 

are extremely ommon in publish d lit rature [34] [26],[35],[36], and [37] . Marin 

communications channel studies hav had very few works conduct d in comparison. 

The lack of marine communication studies was stated explicitly by Ohmori [22] 

in 1985, wh n at that poin:t in time there wer no studies what o v r in regard to 

the r lations betw n Lhe amount of fading and both the wav h ight and frequency. 

Although Ohmori 's work demonstrat d clear relationships betwe n wave height and 

fading, it did not produce a generalized mod l suitable for wideband u ag of channel 

performance as a function of both frequency and wave height·. Furth rmore, the tudy 

proceed d to state that the method of m asurement of the a surfa e during the ex­

perimental portion of their investigation was "objective." Another work by Karasawa 

[38] focused upon theoretical analysis of s a surface fading, also known as ducting 

whereby the significance of the wav h ight was measured in regard to Lhe l vel of 

fading. Unlik conventional tr"ansmission line communication sy t m that can b 

configured for distinct signal paths, [12],[13], the multipath ffe t in wir l s marin 
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communication channels due to the sea surface can result in either a constructive 

or destructive effect and generally cannot be controlled. Karsawa's study resorted to 

statistical analysis as it investigated fading effects for maritime satellite communica­

tions. The importance of signal fade levels and quantifying the effect was cited in 

regard to the system design process. The degree of coherent and incoherent compo­

nents in the transmission was of prime interest in this study. Once again, Karasawa's 

work did not produce a generic model uitable for usage in the link budget, and fur­

thermore limited it's studies to seas less than four metres in height. Other works 

state explicitly the difficulty of sea surface waveform measurements when conducting 

overwater communications channel measurements [39],[40]. Studies regarding the sea 

surface have previously focused on the coherent and incoherent signal components 

[41],[42] in which the fading is directly attributed to changes in the water urface [43]. 

Fresnel zon s are often mentioned in these studies in regard to multipath effects, but 

are addres ed only in concept and not in a quantita~ive fashion. 

Channel modeling is typically accomplished by one of two mechanisms. Fir t , 

analytical methods are employed to study propagation effects in proximity to ideal 

structures. This includes entities uch as cylinders, spheres or corn r . One such 

common model for studying shadowing effects or Fresnel zones, is known as knife 

edge diffraction [23], whereby an obstruction is approximated at th highest point 

by a straight perfectly conducting edge. Although this method provid s fundamental 

understanding of underlying principles, very few structures within an actual physical 

propagation environment are well represent d by such an ideal g ometry. Pragmati­

cally, the use of ideal structures in propagation analysis is typically for estimation by 

approximation of the genuine structure by an ideal equivalent. Th second methodol­

ogy commonly used for the study propagation effects is the development of the path 

loss model by direct measurement. Determining the generalized parameters of the 

path loss equation [44] results in a portable model of fixed form. The path loss equa­

tion is a generic representation of relevant parameters that is the defacto standard 
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to channel characterization through measurement. In t his case, the relevant param -

ters do not provide any physical information about the propagation environment but 

do provide pertinent information about what is experienced by signals propagating 

through the channel [45],[46]. Understanding of the path loss model is univ r al in 

the field of propagation an.alysis, and it 's parameters give meaning to any propagation 

environment , with no need for physical knowledge of the channel whatsoever. 

Each channel is unique in it's physical features , and typically channel p rformance 

is stochastic [47],[24]. For this reason relevant previous works towards th develop­

ment of analytical methods and characterizing methods using the path loss equation 

will constitute a significant component of the literature review. As an alternativ to 

a direct channel measurement approach, numerical methods will be dev loped and 

used in this work to conduct propagation analysis and provide characterization of the 

marine communications channel via the path loss equation [20]. Rappaport [44] is a 

key authority on thi ubject, and widely regarded as the leading expert in the field. 

For this effort the finite differenc - time domain method w1ll be used [30] in obtaining 

marin channel impulse responses such that evaluation of the parameters of the path 

loss equation for a known sea surface is possible. This approach is a novel methodol­

ogy to conducting marine communication channel analysis and overwater propagation 

. studies. It requires a sea surface boundary co.ndition that retains detailed knowl dge 

of the sea surface that would otherwise not be available during a measurem nt agenda 

[1),[48] . The best known formulation of a parameterized model based on measur -

ment and which retains the form of the path loss equation was derived by Rata [19]. 

Developed for path loss estimation for a variety of terrestrial mobile communication 

chaimels, Rata's model was synthesized from measurements of various r levant physi­

cal parameters such as antenna height and frequency. Measurements wer conducted 

in a number of geographic regions including·urban, suburban and rural environment . 

The general form of Hata's model is heavily focused upon practical application for 

the link budget component of the system design process, and has retained promin nt 
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significanc in the field of mobile communications for terrestrial chann ls because of 

this praCticality. 

There are currently a limited number of papers in th IEEE database r garding 

EM simulation from a communications perspective focu ing on marin application 

[33],[49]. These studies focus specifically on the fading of a marine communication 

channel with respect to time. The efforts were conducted evaluating the fading eff ct 

of th marine communi ations channel u ing the method of moment approach of EM 

simulation [30] . Iotably, in both of these cited studies the ocean surface i generated 

as a perfectly conducting surface. The uniqu ness and difficulties of th · marin 

communications channel are acknowledged by m thods for mitigation of fading in a 

small number of publications [27],[50] regarding hardware de ign for urfac v ssels. 

Thus, the :ff ct of channel degradation b cause of increased sea urface height i 

clearly a recogniz d phenomenon, yet compared to terrestrial channel fading, it i an 

understudied probl m. 

Th oncept of scattering from the ocean surface is, however, a well t udied ph -

nomenon from the per pective of radar systems [51], [52]. There have be n numerous 

publication documenting back catter at various frequencie of inter st during variou 

ea stat conditions [53]. For example, a method of predicting wind conditions based 

on HF radar backscatter has been dev loped [54]. 

Modeling and synthesis of the random deep sea surface is a well known proce s 

[28] . In this case th modified Pi rson-Moskowitz mod I ~or th north North Atlantic 

region is used, how v r any sea urface model would be applicable to th propo d 

methodology depending on the region of int rest. For the subject of random sea 

surface g n ration, many of the recently published articles are focu d on modern 

computer graphics rendering of sea surfac s [55]. These work d mon trate methods 

to render a realistically appearing sea urface for visual effects, wher by th actual 

spectral models developed by Pierson as a sea condition prediction tool are employed 

[28]. Although the study of the sea surface and scattering from the water surface i 
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a relatively matur field, the foundation of this work has not be n for th purpose 

of communications channel characterization. This aspect makes this r s arch effort a 

particularly unique endeavor. 

The difference in all wireless communications channel studies i primarily the 

physical surroundings or propagation nvironment, under which propagation ffects 

are analyzed. For xample, varying channel attributes such as antenna height or ra­

diation pattern [20], as well as variations in the frequency of inter st ar ontrolla.ble 

features of a propagation channel, whereas the effects of the environment for urban, 

suburban and rural areas [47],[24] tend to have drastically differ nt ffects on any 

wireless ignal propagating in these r gions. Regardless of these phy i al diff r nc s, 

the proc of channel modeling to quantify the amount of attenuation fading, and 

delay spr ad ar all characterized in the same manner. These generaliz d parameter 

provide the system design or implementation engineers a generic languag to directly 

compare the effe ts of the locale without knowing the details of th phy ical environ­

ment [56] . Und rstanding and quantifying the generalized behavior of path loss in 

cities, suburban or rural areas has been the historical focus [26] [35],[36] of research 

and measurement fforts. Moreov r path los eff cts have attempt d to characterize 

propagation in the regions also in proximity to specific terrain feature common 

within tho e ar as. This research ffort attempts to add to Lhi body of knowledge 

with the dev lopment of two nov 1 m thodologies of quantifying marin ommunica­

tions channel p rformance using theoretically-based and numeri ally-based mod l , 

such that diffraction effects experienced during sea surface shadowing onditions can 

be easily ·quantified in a manner that is pragmatic to the syst m l v 1 d igner. 

The g ometrical theory of diffraction was developed in th mid-1970 by Kouy­

ournjian and Pathak [57] for high frequency diffraction analysi of an 1 tromagnetic 

wave obliquely incident upon a smooth curved surface. The work was ba d on efforts 

originally by Keller for optical diffra tion [58],[59]. In the early 1980 , Chamberlin 

and Luebb r [29] developed a subsequent methodology for quantifying path loss be-
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tween transmitter and receiver based on actual physical terrain data implemented as 

obstructing "wedge" features between tran mitter and receiver. Th GTD model had 

some difficulti s in calculations of particular physical occurrences for peaks of equal 

height in succes ion, moreover when one edge i illuminated by tran ition region 

fields diffracted by a preceding wedge [60] [61]. Overall the GTD model generated 

excellent results and has found applications in a widespread vari ty of subsequent 

propagation analy i methods. Calculated results from a profil of hilly terrain for 

the GTD compar d to measurements conducted on the same region prov d to dif­

fer typically on th order of 5-10 dB [29]. Knif edge studies often produc great r 

discrepancies in comparison to GTD applications [62], due to the stronger physical 

resemblan e of the wedge to a terrain f ature than a straight vertical dg . The knif 

edge discrepanci ompared to measur ments are typically on th order of 10 to 

20 dB [61]. Simulations using the method of moments [63] have al o d monstrated 

extremely low levels of discrepancy wh n compared to analytical solution obtain d 

through GTD. Mor recently, the GTD has een specific applications for propagation 

environments to upport mobile communications platforms [64],[65] . Also more de­

tailed geometri s uch as material coating [66] and evolved modeling methods for 

accurate analy i uch as heuristic [67] [68] and parabolic equations [69] have b en 

employed to aid in diffraction analysis. 

The FDTD method is a num rica! analy is technique using finit lem nts that 

has seen numerous applications in re ent years. This method was propo d by Yee in 

1966 [70], and the original paper illu trat the technique in full form. How v r, du 

to the computational resources required to implement any useful algorithm applying 

Yee's method , it is only in recent years that the method has be n widely adopted 

by the electromagnetics community [30],[48]. This technique is not only applicabl 

to electromagnetics, but to any circumstance where curl equations ar involved and 

a central difference approximation can be applied. Other common applications in­

clude thermodynamics and acoustic [48]. The application of th FDTD method in 

16 



the field of electromagnetics has b en primarily for conventional RF and microwav 

distributed circuit analysis [71], [72] . This includes common RF structures such as 

transmission line , filters , and antennas [73],[7 4], [75]. However, a r cent generalized 

thrust of applications of EM method for channel modeling hav u ed the FDTD 

method for propagation analysis. This include propagation environm nts such as 

office and ~uilding space areas [32] . Unlike method that use approximations uch as 

ray tracing methods [23] to yield approximate propagation effects, the FDTD method 

can be employed to produce direct. solutions based on Maxwell's quations. This· ap­

proach provid s high accuracy simulation results whereby the eff ts of refi ction, 

diffraction and scattering are accurately modeled. Thus, it i advantageous to uti­

lize any method which provides direct solutions to Maxwell's quation , where th 

computational re ources make the effort feasible. The FDTD t chniqu for this appli­

cation is not limited by the physi~al size of the channel, as is th cas with the other 

numerical m thod. that utilize ·a solution based on Green 's fun tion . Th Method of 

Moments [76] becomes increasingly prone to error with increas d paration betw en 

discrete elem nts, and therefore u e of the FDTD method for chann l mod ling is an 

emerging fi ld taking advantage of low cost computational resource . 
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Chapter 3 

Marine Geometrical Theory of 

Diffraction 

3.1 Theoretical Development of a Marine Propa­

gation Channel Model 

The developm nt of a novel theoretically-based model relevant to th marin commu­

nications channel i focused upon quantifying propagation loss s during s a surfa 

shadowing conditions. The objective is to produce a practical, g n raliz d methodol­

ogy to quantify diffra tion effects for a fu lly-d veloped singl d ep a wav obstruct­

ing line of sight l etween a transmitter and r c iver. This work is an xten ion of Lh 

geometrical th ory of diffraction. Th formulation will be a unique and pragmatic 

mechanism wh reby the methodology allows stimation of diffraction lo by approx­

imating a single s a surface wave in the. same fashion a conventional kni£ edge is 

used to repre ent t rrain featur s on land, with the added accuracy of the perfectly 

conducting wedge as used in the GTD. Thi wedge bears closer phy ical r semblanc 

to the physical form of a single sea surface wave then would a knife edg . The rep­

resentation of the physical sea surface wave is innate to the propos d model, as only 
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the sea surface height within which the wireless communications system is specified 

to operate is required. The formulation thus alleviates the system designer from 

requiring . any specific knowledge of t he sea surface and respective wave geometries 

around which desired diffraction is to be quantified. It is important to realize that the 

case for the sea surface boundary is a fully-developed sea, such that the wind speed 

can be eliminated from the synthesis of the random sea surface. However, any sea 

surface synthesis procedure or measured data can be used in the presented method­

ology. Also, the analytical based extension of the GTD uses a worst case scenario to 

develop a waveform envelope, whereby the phase of the spectral .content of the sea 

is formulated to add constructively. The subsequent method and formulation will be 

hereafter referred to as the marine geometrical theory of diffraction (Marine GTD). 

The process required for development of the novel Marine GTD will be carried out 

with the following milestones: 

1. Pierson-Moskowitz model examination to demonstrate which physical attributes 

are relevant to the specification of a random sea surface. 

2. Analysis of the GTD wedge model as a theoretical concept applied to the phys­

ical attributes of the single wave obtained from the PM model. 

3. Finalized form of t he newly devised marine geometrical theory of diffract ion 

(Marine GTD) as an extension of the geometrical theory of diffraction. 

Although t his formulation will be based on the modified Pierson-Moskowitz sp -

tral models due to the specific geographical interest of the north orth Atlantic to 

the researcher, any other sea surface model deemed suitable for a different locale 

may be used with t he proposed methodology. The process of the random sea sur­

face generation is intended as a demonstration of the technique, and the reader is 

encouraged to use whatever model the best feel is appropriate, and resulting channel 

performance parameters for use in the wireless link budget calculations should be 

considered accordingly. An overview of t he knife edge model for comparison purposes 

19 



to the proposed method is given such that the Marine GTD may be directly compared 

with a knife edge diffraction analytic result for a common phy ical channel topology. 

3.2 Pierson-Moskowitz Model Examination for Wave 

Physical Attributes 

The Pierson-Moskowitz model is based on the spectral content obtain d by measure­

ments for a fully develop d random s a surface in a deep water location [28]. This 

investigation examin s the paramet rs us d in the PM spectral content model to 

establish if all parameters presented in th th ory are relevant in specifying a sea sur­

face. The premi e of the modified Pi rson Moskowitz model is bas d on the following 

parameters A and B , whereby [28]: 

(3.1) 

and 

(3.2) 

where g is acceleration due to gravity, and V is the wind velocity at 19.4 m. The 

significant wav h ight, H 8 , can be express d as a function of wind velocity for a fully 

developed s a in deep sea location as 

v2 
Hs = 0.21·­

g 

which allows the previously defined constant B to be expressed in the form, 

B = 0.0323 · (~J 
2 

= 
3~/. 

A and B are th n used to generate the Pierson-Moskowitz spectral fun tion, 
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(3.3) 

(3.4) 



S(w) = Aw-5 xp( -Bw-4
). (3.5) 

As an alt rnate, the modified Pierson-Moskotwitz model specific to th north orth 

Atlantic region i formulated as, 

and 

[ 
4 · 1r

3 
· H';] . ( -16 · 1r

3 
) 

T 4 . 5 exp T4 4 · 
z w zw 

A 
mo= 4·B 

.fiA 
m2=--. 4JB 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

When simplifi d, the wind speed plays no rol in magnitude of the p ctral content for 

a fully develop d sea surface. Once again, thi approximation is for a fully-develop d 

sea with infiniLe d pth no swell and unlimited fetch. Other mod l or m thods for 

generation of a random sea surface may b used, and the formulaLion in this case i 

intend d for d monstration of the propos d methodology. The read r is encourage to 

use any method th y feel is better suit d to th specific application at hand. Using this 

approximation allows us to conv ni nLly characterize the diffraction xclu ively as a 

function of a sea urface height. The assumption made in the synth si of the random 

sea surface is the magnitude of the spectral function is used to generate Lhe waveform 

envelope, and then the phase element is introduced by random distribution through 

spatial assignm ni. Alternatively, the random phase compon nt can b introduced 

at the tim the spectral function is gen rated. 

To illustrate what measured data resembles compared to Lh aforementioned 
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Pierson-Mo kowitz spectral functions, 3-1 illustrates the significant wave height v . 

wind spe d , while 3-2 illustrates significant wave height vs. peak p riod (http:/ jwww.med -

sdmm.dfo-mpo.gc.ca/). 
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Figure 3-1: M asur d data of the significant wave height vs. wind sp d off the coast 
of ewfoundland at the tail of the Grand Banks during the 1990- 2007 time period. 

. 3.3 Overview of the Knife Edge and Conventional 

Geometrical Theory of Diffraction Models 

The conventional forms of the knife dge (KE) model [23] and the g ometrical theory 
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Figure 3-2: Measured data of the significant wave height vs. peak period off the coast 
of ewfoundland at the tail of the Grand Banks during th 1990- 2007 time period. 

of diffraction (GTD) model [57] are overviewed in this section. The KE model is a 

commonly us d propagation mod l whereby an obstruction b tw en iransmitt r and 

receiver is approximated by a perfectly conducting straight edge for which there i 

an analytical expression available and easily evaluated. The KE mod I will be us d 

as a benchmark for the direct comparison between the analytic re u!L for the KE 

and the proposed Marine GTD for diffraction calculations. The KE will also b u d 

for a second purpose, to evaluate the accuracy of the FDTD simulation results by 

simulating a phy ical knife edge and then comparing the analytic r ulis with tho e 

obtained num rically through the FDTD imulation engine. Th GTD propagation 

model provid a greater degree of physical approximation to the ob tructing obstacle 

in comparison to the KE with the u age of a triangular wedge rather than a straight 

conducting body of equal height. This research effort propos s a nov 1 formulation of 

the GTD mod l predisposed to sea surfac shadowing conditions that is an extension 

of the GTD and easily usable for diffraction analysis in th yst m d sign proces . 

23 



The GTD model will be overviewed as a precursor to the newly propo ed extension, 

the marine geometrical theory of diffraction model, as a key contribution of this work. 

Shadowing can be quantified by th usage of the knife edge equation, whereby an 

obstructing body between a transmitter and r ceiver is approximat d by a straight 

perfect conducting edge. Figure 3-3 illustrates the knife edge physical approximation 

for diffraction analysi . Typically, to timat shadowing effects of ommon terrestrial 

obstructions, th y are approximated by locating the conducting edge at the high st 

point of th obstructing object. In this case, the signal strength at th rec iver, EKE, 

due to incid nt fi ld Eo is given as, 

h 

y 
TX 

----
d1 

' ' ....... 

' ' ' ' ' d2----'y 
RX 

Figure 3-3: The knife dge topology. 
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(3.10) 

such that u = h 2~~~~2 ) • For the knife edge equation, k is . the wave number, >. is 

the wavelength and d1 , d2 and h are dimensions as depicted in Figure 3-3. Clearly, 

ExE is a function of wavelength, and thus need be calculated for all frequencies in 

the relevant band of interest. 

Unfortunately, for the purposes of communications channel modeling, this widely 

accepted model does not account for the geometry of the actual obstruction, which has 

significant effect on the multipath propagation distance around the obstacle, and thus 

the delay spread for the channel. Previous efforts illustrate discrepancie in diffraction 

calculations for terrain features approximated by the KE model typically to be on the 

order of 10- 20 dB [61] when compared to measurements. In actuality, a ea surface 

is a superposition of many single waves. Thus, in this effort we propo e that for th 

purpose of communications channel modeling, a single wave can b approximat d 

more accurately by a perfectly conducting wedge, rather than a knife edge. Though a 

combination of randomly positioned single waves is used to create a sea surface, it is 

difficult to evaluate diffraction effects for multiple waves simultaneously. Therefore, in 

an effort to produce a theoretically-based model that will provide a useful mechani m 

for diffraction analysis to the system designer, an extension of the geometrical theory 

of diffraction (GTD) is developed to provide insight into the diffraction around a 

single wave, which is predominantly a function of observabl sea surface h ight, h, 

and is more physically representative then the knife edge approximation. Th phy i al 

topology of the GTD is depicted in Figure 3-4 showing the wedge structure with Lhe 

respective transmitter and receiver locations. 

The generalized diffraction coefficient, D , as utilized for the GTD may be x­

pressed as [29], 

25 



u 

y 
TX 

"0" Face "n" Face 

Figur 3-4: The geometrical th ory of diffraction topology. 

-e- j(Tr/4) 
D = X 

2nv"iif 

cot ( "'+(;:<~>') ) · F(kLa+(cp - ¢'))+cot ( Tr-(;:<~>') ) · F(kLa-(cp- ¢')) 

+Ro · cot ( "'-(;:<~>') ) · F(kLa- (cp + ¢')) 

+Rn ·cot ( "'+(;:</>') ) · F(kLa+(cp + ¢')) 

(3.11) 

such that Ro and Rn are the reflection co fficients for ither th perp ndicular or 

parallel polarizations of the "0" face, with incidence angle ¢' and for th "n" face, 

reflection angle mr - ¢. Furthermore, 

(3.12) 

is a Fre nel int gral such that L = 8'/( + ') and a±(f3) = 2 o 2 en"'~±-13 ) su h 

that f3 = cp ± ¢'. s and s' are depicted in Figure 3-4. N are th intcg rs that satisfy or 

nearly sati fy 2mr N+ - f3 = 1r or 2mr N - - f3 = - 1r . In the ca of n ~ 2, the GTD 
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result and th knife edge result are almost identical. 

For a perfectly conducting wedge, where the transmitter and receiver are not 

close to either a shadow or reflection boundary, the diffraction coeffici nt is given in 

a simplified form as [77], 

e-j(tr/4) sin(tr/n) 

D = ----==--
nVhl [ 

1 ' 1 

cos('rrjn)- cos ('I>~<P') =f cos(1rjn)- co 
(3.13) 

where k is the wave number, ¢ is the ru1gl of diffraction, and ¢' is th angle of inci­

dence as illustrated in 3-4. n1r is the exterior wedge angle. The :r= term is dependent 

upon the polarization of the incident wav for either perpendicular or parallel re­

spectively. Since the s a surface is commonly approximated as a perf ctly conducting 

surface, this simplifi d formulation of the diffraction coefficient is most suited for the 

development of a generalized marine g om trical theory of diffraction model. 

3.4 Synthesis of the Diffraction Coefficient for the 

Marine GTD 

In exrunination of the sea surface it is proposed that the GTD w dg model can be 

applied to a single sea surface wave and be furthermore us d in a imilar capacity 

to which it is u ed for the evaluation of propagation around fixed terrestrial objects 

such as hill and buildings. For th purpo e of the marine communi ations channel, 

the perfect conducting wedge is acceptabl b cause of the alt wat r s a surface thai 

comprises the w dge. This designation of the sea su~face as a p rf ct conducting 

surface is a commonly us!=!d approximation [33]. As the peak of the a surface i 

also assumed to be the most dominant physical feature of the singl sea surface wave 

effecting the propagation diffraction in the marine communications channel, it is thus 

proposed that the physical application of th wedge topology to the sing! sea surfac 

27 



wave will be applied in uch a way as is illustrated in Figure 3-5. 

30 
Exterior Wedge Angle 

J 

20 Quarter __.• 
Wedge Angle 

-10 

2000 3000 4000 5000 
Distance (m) 

Figure 3-5: Applying the GTD to the Sea Surface. 

For a field point not near the shadow or reflection boundary with a perfectly con­

ducting wedge, which is an appropriate approximation for the sea surface, the fi ld 

given by the diffraction around the wedge peak is given by EcTD [77] where, 

. e - jks' 

EcTD = Eo-- · D · 
s' 

I 8 - jks -----..,.... e 
s(s + s') (3.14) 

whereby D is the diffraction coefficient and was previously defined for a perfectly 

conducting wedge in the previous section. Since it has been previously establi bed 

that the only parameter that plays significant role in the frequency spectrum of th 

fully develop d sea surface in a deep sea location is the wave height, we will develop a 

novel theoretically-based model as per the physical attributes of th single a surface 

wave that is created by application of a wedge structure suitable for GTD diffrac­

tion analysis to the form of a single sea surface wave. This generalized formulation 

can then be used for link budget analysis during the system design process whereby 

no further detailed knowledge of the physical attributes of the sea are required oth r 

than observable sea surface height. Thus, as a theoretically-based model development 
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component of this research , the Marine GTD methodology may b u d as a diffra -

tion estimation tool in the same mann r as the knife dge i u d to approximat 

an obstruction betwe n transmitter and r c iver, with th added advantage of the 

higher accuracy of the geometrical th ory of diffraction, and without th difficulty 

in stabli hing th w dge geom try of a single sea surface wav . Th fir t egment 

of thi dev lopm nt process is to valuate the sea surface attribut with changing 

sea surface h ight. The modifi d Pi rson-Mo kowitz (PM) sp ctral function ar the 

basis of thi analysi . Figure 3-6 illustrates the magnitud versus frequency for the 

modified Pi rson-Mo kowitz spectral functions with varying . ea surface heights from 

1 m to 25 m. The lower sea height sp ctral functions have higher fr qu ncy domain 

content, wh r by th lower frequ ncy ont nt increases for each p tral function as 

illustrat d. Cl arly, lower spectral ontent increases in magnitud as wave height 

increases. 
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Figure 3-6: Th modified Pierson Moskowitz spectral function for in reasing wav 
height. 

The p ak of th magnitude of the PM mod 1 can be s en to be lower in frequ ncy 

as the ea urfac h ight increases. P rforming an Inverse Dis r tc Fouri r 'Iransform 
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(IDFT) on this spectral content [78] , the transient displacement of a single point 

because of a single sea surface wav can be numerically determined. Figure 3-7 

illustrates the transient displacement of the sea surface as per a single sea urface 

_wave obtained from the modified Pierson-Moskowitz spectrum model and Figure 3-8 

illustrate the effects on the displacement of the sea surface over time as well as th 

temporal spreading of the sea su·rface peak structure. 
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Figur 3-7: Modified PM sea urface wave temporal point di placement. 

Once th transient displacement of the sea surface is obtain d, assuming that 

the wave does not change it 's waveform envelope as it travels spatially, lead to th 

physical wav ov r distance [79]. The length of this physical wav , Ld, is determined 

using clas i al wav theory, wh reby the length of the wave i d p nd nt upon the 

period [79]. 

Ld = ( -
9 

) ·T/ 
2·11' 

(3.15) 

The period of the single wave also incr ases as a function of sea surface h ight. Figure 

3-9 depicts this relation hip. 
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Figure 3- : Sea surfac di placement for increasing wav h ight. 

The p riod of each wave is then u d to xtrapolate th spatial form of a singl 

wave. Figure 3-10 hows the wav form nvelope of a sing] a surface wav as 

obtained from Lhe Pierson-Moskowitz p ctrum model with the l ngth d termined 

based on th p riod . 

Figure 3-11 illu trates single wav of variou heights from 1 m to 25 m obtain d 

by DFT analy is. T he ea surface wav form of single wav ar o- ntered at each 

· peak for clo r xamination and omparison of the changing attribut of ingl wav 

with changing peak heights. 

Once the ingl waves for a vari ty of sea urface heights are obtain d by numeri al 

analysi , th at tribut s of each wave are quant]fi d with Lhe as i tan of the 1st and 

2nd derivativ s, illu tr·ated in Figure 3-12 and 3-13 respectiv ly. The d rivative ar 

evaluat d num ri ally uch that th 1 L and 2nd zeros can b u d in applying th 

propos d w dg approximation at th top of th high st peak for ach ob rvabl 

wave. Figur 3-14 illu trates this. 

Once the distance· to each peak has b en established, it is po . ibl to calculat 

the a ttribut of the wedge as they pertain to th geometrical th ory of diffraction . 
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Figure 3-9: Period as a function of sea surface height. 

The wedge angle from a normal perpendicular to the vertical vector of the wave i 

first det rmined in this process. Figure 3-15 illustrates this result . 

The analysis leads to a polynomial function for the quarter wedg angle, QW as 

a function of sea surface height, h: 

QW(h) = 3.027 X 10- 4 h3 - 1.773 X 10- 2h2 + 0.514h + 1.135. (3.16) 

The polynomial fi t compared to the original data is excellent , as illustrated in Figure 

3-16. 

Similarly, the exterior wedge angle (EW) can be examined as a function of ob erv­

able sea surface height. The exterior angle is more explicit ly described as the out ide 

angle from the rising edge sea surface wave to the falling dge. Figure 3-17 illustrat es 

that th exterior wedge angle increases as the observable wave height incr ases. 

Similarly this physical attribute can be characterized through a polynomial function 

fitted to the analysis results as a function of observable sea surface height. Th 

exterior wedge angle and the polynomial fitting function are given in Figur 3-18 as 

functions of observable sea surface height. 
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Figur 3-10: Pierson-Moskowitz single sea surface wav form nv lop 

EW(h) = 6.054 x 10- 4h3
- 0.0354h2 + 1.028h + 182.27 (3.17) 

Once the ext rior wedge angle is determin d, the n value for the GTD is calculat d 

as, 

n = EWj1r, (3.1 ) 

wh r th xterior angle EW, increases as the wave peak incr ases. Th ref ore, for a 

fiat surface, n = 1, and n is observ d to increase as the wave peak height increase . 

The n value an b calculated by applying the wedge geometry to the p ak of th 

single wave obtain d from the Fourier Transform 'of the modifi d Pi r on-Mo kowitz 

spectral mod L Thus, n is determined for th range of singl wav from 1 m to 25 

m as illustrat d in Figure 3-19. 

The wedg n valu is thus determin d through regression analy i of ingle wav s 

from 1 m to 25 m in height to be of th form: 

33 



.-------------------------------------

E 
:;::­
.J.::. 
Ol 
·a; 
I 
Q) 
0 

~ Oli!=iil!lllll!lil 
(/) 

It! 
Q) 

(/) -1 0 

2500 3000 3500 
Distance (m) 

4000 

Figure 3-ll: Pierson-Moskowitz single waves. 

n(h) = -3.363 X 10- 6 h3 + 1.970 X 10- 4h2
- 5.712 X lQ- 3h + 0.987 (3.19) 

Figure 3-20 illustrates the relationship between n observable sea surface h ight 

with the polynomial fitting function. Clearly, for a flat sea surface, n = 1, and n 

subsequently increases as sea surface wave height increases. 

The polynomial fitting function has excellent agreement when compared to the 

numerically determined values from the afor mentioned process. This model of n an 

now be used to apply the geometrical theory of diffraction to a single sea surfa 

wave for propagation analysis based exclusively on the observable sea surface height. 

The proposed methodology requires only calculation of the n values for the perf ctly 

conducting wedge and the quarter wave angles based on the transmitter and receiver 

locations in proximity to the wedge peak. It provides an easy mechanism for the 

designer to estimate diffraction loss in the system design process without requiring 

further knowledge of the physical sea surface, only the observable sea surface height. 
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Figure 3-12: Pierson-Moskowitz waveform envelope fir t derivatives. 

The polynomial function modeling the quarter wave angle (QW) can then be used 

to directly det rmin the ¢ and ¢' in conjunction with the position of the TX and 

RX locations providing estimation of diffraction loss in the marin ommunications 

channel due a single obstructing sea surface wave. 
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Figure 3-13: Single Pierson-Moskowitz waveform envelope econd d rivatives. 
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Figure 3-14: PM single wave distance to 1st minimum. 
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Figure 3-16: Quarter Wedge angle and Polynomial Fitting Function (Blue) vs. Ob­
servable Wave Height. 
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Figure 3-17: Exterior Wedge angle (EW) vs. Observable Wave Height. 
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3. 5 Finalized form of the novel Marine Geometri-

cal Theory of Diffraction 

The propo ed marine geometrical theory of diffraction model tak s th following form: 

(=i!!. . ( 7T )) D(h) = exp 4 sm -3.363xlo- 6h4 +1.970xl0 4 hL5.712xlO 3h+0.9 7 X F 
( -3.363 X 10-6h4 + 1.970 X IQ- 4h3- 5.712 X 10- 3h + 0.9 7).JfiiC 

(3.20) 

such that 

(3.21) 

whereby, 

A= cos ( -3.363 X IQ-6h4 + 1.970 X 1;_4h3 - 5.712 X IQ- 3 h + 0.987) 
(3.22) 

B =cos ( 
¢-# ) 

-3.363 X IQ-6h4 + 1.970 X IQ-4h3 - 5.712 X IQ- 3h. + 0.987 
(3.23) 

C=co ( 
¢+# ) 

- 3.363 X 10-6h4 + 1.970 X IQ- 4h3 - 5.712 X IQ- 3 h + 0.9 7 
(3.24) 

The quarter wedge angle for the symm trical ea surface wedge i d t rmined by 

QW(h) = 3.027 X 10- 4 h3 - 1.773 X 10-2 h2 + 0.514h + 1.135. (3.25) 

Tl)e TX and RX, QWrx and QWRXpositions may be determin d through the trigono-
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metric relation , 

(3.26) 

and · 

QWRX = tan- 1 
( h -d:xh). (3.27) 

Thus ¢ and ¢' ar giv n by: 

¢ = QW(h) + 180 + QWRX (3.28) 

and 

¢' = QW- QWrx· (3.29) 

Through the u~ag of the marine geom trical theory of diffraction mod 1, the los 

because of diffraction from a tran mitter and receiver during s a surface shadowing 

conditions can b easily approximated for a single fully dev lop d d ep sea wave 

requiring only th ea surface height and th relative position of th TX and RX 

locations. This methodology offers a ~nique and pragmatic me hanism for the system 

designer, wh r by the theoretically-based marine geometrical theory of diffraction 

allows estimation of loss becau e of diffraction by approximating a singl s a surface 

wave in the same fashion a conv ntional knife edge is used with th add d accuracy of 

the geometrical theory of diffraction repre enting the physical wav form. No furth r 

knowledge of th ea surface physical geometry is required in using this proce . 

The system de igner need only know th sea surface height in which hi wireles 

communications system is designed to operate. 
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Chapter 4 

Marine G TD Numerical Results 

4.1 Marine GTD and Knife Edge Comparison 

The marine geometrical theory of diffraction (Marine GTD) is evaluated for validity 

by direct comparison to the knife edge diffraction result. The knife edge is one of the 

most commonly used approximations for diffraction estimation. The objective for the 

development of the Marine GTD is to provide a pragmatic formulation with which a 

system designer can evaluate diffraction loss in the marine communications channel 

during sea surface shadowing conditions without requiring detailed knowledge of the 

sea surface profile around which propagation occurs. The only knowledge required 

in this novel formulation is the observable wave height, such that diffraction analysis 

may be conducted in the same fashion that a knife edge approximation i used with 

a formulation that i more r presentative of the physical obstructions experienced in 

the physical channel, and hence more accurate [29]. This is advantageous as in the 

published literature the knife edge diffraction estimation demonstrated larger discrep­

ancies during comparative studies [62] than observed when compared to the highly 

accurate GTD results for terrestrial propagation environments. An example of a com­

munications channel of the physical topology whereby the proposed methodology is 
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applied i giv n in Figure 4-1. 

5m 

Wedge 
Approximation 

Model 

IX 300m 

Sea Surface 
Wave 

Figure 4-1: Propo ed Marin GTD evaluation topolog . 

25m 

Applying the newly propo ed marin geom trical theory of diffra t ion th diffra -

tion coeffici nt ar determined numerically and illu trated in Figur 4-2 for perp n­

dicular and parall I polarizations of th valuation topology, as p r Figur 4-1. 
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Figur 4-2: Marine GTD Diffraction Coefficient vs. Fr qu ncy. 

Figure 4-2 illustraLes th results for a hann 1 topology with a 25 m wav , with th 

transmitter and r eiv r located at 5 m heighL, both of which are position d an equal 

300 m di tan e from the base of the p ak. Figure 4-3 and Figur 4-4 ompar th 
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diffraction loss calculation for perpendicular and parallel polarizations of the Marine 

GTD to the knife edge diffraction calculation. 
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Figure 4-3: KE and Marine GTD diffraction of a 25 m wave for perpendicular polar­
ization. 

Similarly, calculations with a sea surface height of 10 m are performed. The 

transmitter and receiver located at 300 m from the base of the peak. The diffraction 

coefficient is observed in Figure 4-5 to be of higher order in magnitude. Intuit ively, 

the diffraction loss is observed to be significantly less. 

Figures 4-6 and 4-7 illustrate the diffraction loss parallel and perpendicular polar­

izations compared to the knife edge diffraction of a 10 m wave, with the transmitter 

and receiver located at 300 m from the base of the peak. Less diffraction loss is 

observed than for the 25 m high wave channel topology. 

4.2 Marine GTD Evaluation Summary 

In closing, the marine geometrical theory of diffraction has been developed and pre­

sented in generalized form. This approach, which is an extension of the generalized 

GTD, provides an easy mechanism for the estimation of path loss due to diffraction 

44 



-120 
0 0.5 1 1.5 2 

Frequency (GHz) 
2.5 3 

Figure 4-4: KE and Marine GTD diffraction of a 25 m wave for parallel polarization. 

around a single obstructing wave in a marine communications channel during sea sur­

face shadowing conditions. Unlike the knife edge approximation, which is commonly 

used for typical terrestrial obstructions, the Marine GTD is devised to r tain a closer 

form to the physical attributes of the obstruction, as opposed to the straight vertical 

perfectly conducting knife edge. The knife edge is located at the peak of the obstruc­

tion, and more often then not bears little or no resemblance to the obstructing feature 

with the exception of the overall height. The Marine GTD method was developed 

using the physical attributes of a single sea surface wave obtained by analysis of the 

modified Pierson-Moskowitz spectral.model. Although the sea surface is compo ed of 

a superposition of multiple waves, this theoretically-based concept provides a direct 

means to estimate diffraction loss based on only the topology of the transmitter/ re­

ceiver locations and the sea surface wave height in the same manner as the knife edge 

diffraction model is used where the location of the tallest wave is approximated by the 

peak of the Marine GTD. Comparison of the calculated results by t he Marine GTD 

prove to be very close to those obtained from a direct knife edge application for both 

perpendicular and parallel polarizations. With the well established record of highly 
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Figure 4-5: "Perpendicular and Parallel Marine GTD diffraction coefficients for a 10 
m wave. 

accurate GTD calculations in comparison to diffraction measurements over known 

physical terrain features [29], the typical discrepancies observed between the knif 

edge ·calculations and the Marine G TD formulation in this study support validity of 

the proposed marine geometrical theory of diffraction. 
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Figure 4-6: KE and Marine GTD diffraction loss of a 10 m wave for parallel polar­
ization. 
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Figure 4-7: KE and Marine GTD diffraction loss of a 10 m wave for perpendicular 
polarization. 
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Chapter 5 

The Practice of Channel Modeling 

5.1 Overview 

Modern wireless communications systems employed in the marine environment pri­

marily use either VHF, cellular or satellite technologies [3]. As is the case with most 

commercial personal communications systems, the relevant frequency range currently 

used for these devices is approximately 100 MHz (VHF) to 3 GHz (Microwave) . 

The objective of this segment of research is to provide a novel numerical modeling 

methodology to study overwater radio propagation over a random sea surface. Mea­

surements conducted to characterize channel performance is typically accomplished 

through obtaining parameters of the path loss equation [45] for terrestrially-based 

mobile communications channels. The same form path loss equation will be used in 

this case to generate novel parameterized models characterizing the marine communi­

cations channel performance over random sea surfaces during post FDTD simulation 

analysis. Path loss and multipath effects, from which communication degradation 

results [9] in the form of either signal fading or intersymbol inter£ renee are quanti­

fied as functions of frequency and observable wave height. In this effort, the novel 

approach of replacing the typical measurement segment of the process with FDTD 

overwater propagation analysis offers the distinct advantage of retaining with detail 
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the physical attributes of the random sea surface over which t he propagation occurs. 

Determination of the path loss exponent, characterizing the random fading contri­

bution, as well as the mean excess delay and root mean square (RMS) delay can be 

accomplished with a detailed profile of the random sea surface. In previous works, 

this lack of knowledge of the sea surface during measurements has been the most diffi­

cult aspect in establishing parameterized relat ion hips between channel performance 

and sea surface height while conducting measurement studies for overwater Tadio 

propagation [39],[40],[22] . For the system level designer, high accuracy parameterized 

models developed as functions of both frequency and observable wave height offer a 

distinct advantage in the link budget and timing analysis segment of the system de­

sign process for any marine communications application. This chapter will" overview 

the standard parameters used to characterize communications channel performance 

[46] . Since these formulae are well established and universally accepted in the channel 

modeling field, the formulae are simply presented such that they are readily available 

to the reader due to their importance to this work. 

This chapter begins by providing an overview of ideal propagation in free space. 

Free space propagation provides the theoretical foundation for understanding the path 

loss exponent. Propagation phenomenon affecting the received signal including power 

loss as well as fast and slow fading are given as relevant background in this work. The 

path loss equation [20] , which is the most commonly used means of channel charac­

terization is given in detail, as well as time delay methods of channel performance 

characterization. During post simulation analysis of overwater propagation studies 

conducted by FDTD method in this work, novel parameterized channel performance 

models as functions of both frequency and observable wave height will be derived in 

demonstration of the proposed methodology for conducting propagation analysis in 

the marine communications channel as the basis for this research effort . 
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5.2 Ideal Propagation in Free Space 

The fundam ntal aspect of radio frequ ncy propagation analysi may be ummarized 

as free space paLh lo s. Sp cifically, thi oc urs when propagation is complet ly 

uninfluenced by any phy ical body. ln thi cas , the att nuation xp rienc d by a 

radio signal it pr ad outwardly from a point ource i analyti in nature. Thi 

is gen rally at pi al of any practical communications chann 1 on arLh. Free pace 

path lo may b illu trated through 2-dimen ional electromagn ti (EM) imulation 

graphically with Gaussian excitation, as in Figure 5-l, illu trating th ame point 

excitation at two diff r nt points in time. The right illustration how the E-fi ld aL 

a later tim of r f r nee than the l f . 

Figure 5-l: 2-dimen ional Ele tromagn ti Free Space Propagation Simulation 

As th RF n rgy radiates away fTom th source, the ampli tud d rease. as fr 

space lo , L5 , is observ d. Math maLically, this free space lo equation i commonly 

known Lo follow the form [23] , 

L5 (d)_ = ( 
4:d) 2 

(5.1) 

wh re d is the distance of separation beLw n the transmitter and r ceiver, and .A i 

the wave! ngth of th propagating signal. 

Fr c pa lo sumes Chat th hannel path between Lh tran mitter and r -
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ceiver is free from all objects that may result in further levels of attenuation or 

multipath effects. It is easily understandable that this circumstance is not the case 

for any terrestrial application, whereby at minimum, even for airborne applications, 

the ground acts as a reflecting surface between any transmitter and receiver locations. 

In other words, transmission occurs such that propagation between two points results 

in multiple signal pathways that are a result of these reflections. This phenomenon 

is commonly referred to as multipath propagation. Multipath effects g nerally result 

in the inadequacy of the free space path loss equation to be used for quantification 

of terrestrial communication channel loss. It is noteworthy that the quivalent path 

loss exponent for free space as it pertains to the path loss equation, is 2. This is 

becau e of the exponent in the free space loss equation. 

5.3 Mobile Radio and Propagation in Terrestrial 

Environments 

Communications channels rarely adhere to any analytical form. The path lo s 

equation [44] offers a means to characterize propagation and channel performance in­

dependent of the physical features of a channel. Mobile radio and the study of chann 1 

modeling is typically an empirical and measurement-based science [23] , [20]', [21 J. This 

has resulted in a more generalized approach to characterizing channel p rformance in 

a variety of typical environments [56]. With the advent of wireless communications 

from a PCS and WLAN perspective, these studies have focused heavily on urban n­

vironments [46] for mopile cellular applications. Furthermore, increasing acceptanc 

of WLAN technology within office and residential environments [32] has also con­

tributed to t he overall body of work. However, no two communications channels are 

identical, and furthermore environments that appear physicalfy similar in topology 

may perform radically different with respect to their wireless communications chan-
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nel performance [24]. Many communications channels are also heavily stochastic in 

nature. That is, their propagation characteri tic change with time. This may be 

due to changing multipath effects in the environmental such as moving vehicle or 

weather conditions that change during wireless communications operations. Ioneth -

less, it is widely accepted that propagation in any wireless channel is influenced in its 

performance by three distinct mechanisms: [4 7] , [80]. 

1. Reflection - Occurs whenever a signal is incident upon an electrically large 

structure in comparison to the wavelength of the propagating signal. 

2. Diffraction - When an electrically large body shadows the r ceiver from the 

transmitter, and secondary waves are formed behind the ob tructing obj ct 

such that some signal reaches the receiver without a line of sight path to the 

transmitter. 

3. Scattering - Is relevant when obstructions exist between the transmitter and 

receiver that are of physical size on the order of the electrical wavelength of 

the propagating signal or smaller. In thi circumstance energy is scattered 

outwardly in all directions from these objects. 

These ph nomena each contribute directly to the r ceiv d waveform envelope. 

Such effects are typical of transmissions between a mobil subscrib r and a base sta­

tion, and vice versa. The degree to which each effect contributes is highly d pendent 

upon the frequency of the signal, and the physical features through which th signal 

propagates [44]. When evaluating th power delivered to a receiver from a transmit­

ter through a physical environment these mechanisms manifest themselves in three 

propagation phenomena: 

1. Path loss and variation of signal strength with distance. 

2. Slow fading, which is observed in the form of a lognormal distribution of received 

signal strength. 
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3. Fast fading, which may contribute largely to overall measured signal strength as 

a result of multiple signal paths and their constructive or destructive interference 

effects between the transmitter and receiver. This is experienced most often 

when scattering occurs in the region of the receiver. 

The effects of these phenomena on received signal power contribute directly in the 

system design process to the establi hment of the link budget. Establishing the link 

budget is often the first step in the system design process, as it leads to the spec­

ification of system performance param ters such as transmitter power and antenna 

gain to provide efficient and simultan ously effective wireless communications be­

tween transmitter and receiver locations. Understanding the effects of path loss, slow 

and fast fading and furthermore the capability of quantifying these effects accurately 

for a specific communications channel is a di tinct advantage in the specification and 

design of a wireless communications system. The relevant system parameters can be 

quantified and then used to determine the maximum allowable path loss in the system 

to sustain a predetermined quality of service. The path loss of the channel is primary 

in defining the sy tern performance requirements. For example, th acceptable lo se , 

Lp, in a channel may be defined through a basic link budget which may ta~e the form, 

(5.2) 

where th acceptable path loss, in dB is equal to the combination of the transmitted 

power (Dt) th gain of both the transmitting and receiving antennas (Gr,GR resp c­

tively). Th ability of the receiver to detect signals in the pre ence of noi e is also 

included in the link budget and defined as (SRx)· Other parameters are relevant and 

may also be included depending on the specific circumstances. For example, 
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where channel slow fading loss, Lslow, fast fading, LFast, shadowing, ]Vfshad , and inter­

ference loading, L1, reduce the link budget whereas GHo , the handoff gain, increas s 

the maximum allowable path loss. 

The contributions of slow fading, shadowing and fast fading due to multipath 

effect are often the most difficult aspects of the link budget to quantify. Furthermore, 

they are often the most detrimental to maintaining a communications link. Multi path 

effects causing fading and ducting [43] is a predominantly studied topic in the field of 

marine communications. They are highly regarded as a detrimental factor in channel 

performance as changing multi paths [41 J, [42] are generated by a changing sea surface. 

This effect is also observed to worsen with increasing sea surface height [38],[81] 

and roughness. For this reason, in this effort we seek novel. methods to quantify 

these detrimental effects in a pragmatic fashion suitable to aid in the link budget 

calculations of the system design process. 

The link budget may also be used to provide insight into mitigation of commu­

nications problems. For example, the consideration of increasing the transmitted 

power, or replacing either antennas with one of a higher gain can be directly eval­

uated as a solut ion possibility to a poor quality of service communications link by 

re-examination of the link budget . However, if more detailed knowledge about the 

communications channel perfor!l1ance is available during the preliminary design pro­

cess, it is a clear advantage to t he system designer as quality of service problems can 

be innately avoided in the original system architecture. 

5.4 Large Scale Fading (Shadowing) 

Large scale fading, or shadowing, is referred to as the average loss of signal power 

over large areas, that is, the result of either path loss or attenuation within propa­

gating mediums [23] . Unlike multipath fading, shadowing is caused by large terrain 

features located between the base station and the mobile subscriber. Typically, these 
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large objects include terrain features such as hills or mountains [61] tr e , and build­

ings [82], [21]. In short, the receiver can be de cribed as being "shadowed" by the e 

large sized g ographical features. Th signal strength that is r ceived, E, at an an­

tenna from a source E0 , may then be expressed as, 

(5.4) 

where F is an attenuation coefficient and 6.c.p is a phase shift corr ponding to th 

electrical length of each signal path. Using the path loss equation, it has been de­

termined for non-id a! propagation paths the loss could b expressed gen rically as 

[83] , 

(5.5) 

where d is distan e and do is a measured value of reference to a point tak n in the far 

field of the ant nna. The value of the loss exponent, n, commonly ref rr d Lo as the 

path loss xpon nt, is dependent on physical attributes such as ant nna h ights, Lhe 

wavelength, and the physical propagation environment. ormally n varie between 2 

and 4, howev r in urban environm nts [21] in which streets can hav a "waveguide' 

effect, th valu of n can be less than 2 [20] . This is particularly interesting as in thes 

circumstanc s the loss experienced in the propagation environme~1t as a function of 

distance is a tually less than that of free space loss. 

Th path lo s as expressed above represents only the averag valu of att nuation. 

Realistically, a random contribution to the total loss is ob rv d. To include this 

effect, the path loss quation is modifi d to become, 

(5.6) 

where Xu r pres nts the zero m an Gaus ian random variable with tandard devia­

tion of CJ . Th random contributions in typical mobile user propagation nvironments 
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[26],[84] of this term can contribut as much as 10 dB to the total path lo s [24]. This 

formulation constitutes the primary objective for wireless communications channel 

modeling, wher by measurements are conducted to determine explicit ly both n and 

X a· This study will also be the case wher by these paramet rs will be determined 

based on numerical simulation of a marine communications channel under a sea sur­

face shadowing ondit ion for a vari ty of random sea surfaces. Th nov lty in this 

segment of work is utilizing the FDTD simulation method to establish path loss pa­

rameters with the advantage of a known sea surface using th same methodology 

whereby measurements are normally conducted and for the marine case the details of 

the sea surfac ar relatively unknown. This novel approach to th study of marine 

communications channels is a distinct olut ion to explicitly valuating the contribu­

tions of shadowing and multi path fading of a pecific sea surface as xp ri nc d during 

communications channel measurement studies [38]. 

5.5 Small Scale Fading and Subsequent Transient 

Channel Effects 

Small scale fading is commonly referred to as fast fading and i typically a result 

of multipath effects in proximity to th receiver. Slight spatial motion, on t he ord r 

of a wavelength , can dramatically effe t the received signal amplitude and phase. It 

is a common probl m for terrestrial mobile communications [24]. Satellite communi­

cation syst m usually stipulate that a line of site be maintain d to th sky, whereby 

the line of sit signal component normally dominates the ampli tude of th receiv d 

signal [4], [10] . How v r, for typical terre trial based commercial ellular systems it is 

rare that a lin of sight condition exists betw en the base station and the mobile user . 

Moreoften, t h receiver is not within a visible path to the transmit t r , particularly in 

urban environments [44]. In the case where no line of sight exists, small cale fading, 

or Rayleigh fading, is observed to occur. Spatial variation on th ord r of partial 
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wavelengths between the t ransmitter and receiver can result in significant changes in 

the received signal amplitude and phase. This is due to the individual multipath sig­

nals contributing eit her constructively or destructively at the physical location of th 

receiver. Each specific l'nultipath component will experience a specific phase shift and 

attenuation resulting from it's respective signal propagation path. This is illustrated 

in 5-2, whereby the magnitude and latency of each multipath changes in t ime. Ulti­

mately, t he small fading phenomenon has two distinct effects on signals propagating 

through the wireless channel [26]: 

1. Signal dispersion, which also may be described as spreading in time. 

2. The channel fading is stochastic. That is, the small fading effect changes with 

time. This case is illustrated in Figure 5-2. 

t -t, + 

Figure 5-2: For a single narrow impulse, the time domain response of a channel is 
both time variant and dispersive. 

The case where a line of sight exists in the communications channel, and the 
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overall signal is dominated by that component, leads to t he definition of the Rice 

Factor, K , 

]{ = Specular_Power 
Scattered_Power ' 

(5 .7) 

whereby the specular component of the received signal is the impulse received from 

the line of sight component, and the scattered signal is those that arrive at the receiver 

via alternate pathways. The Rice factor is simply the ratio of the two propagation 

mechanisms. In this case the response demonstrates various received multipath com­

ponents with different amplitudes and delays when the channel is sounded at different 

t imes. Channel sounding is normally conducted with a single narrow impulse [82]. 

Characterization of the t ime domain attributes of the channel is often done using t he 

mean excess delay (MXS) and the root mean excess delay. The mean excess delay is 

defined [85], 

(5.8) 

such that the mean excess delay is known as the first moment of the power delay 

spectrum. The root mean square (RMS) delay spread, 

RMS=a = l:k a~Tf _ ( l:k a~Tk ) 
2 

l:k a% l:k a% ' 
(5.9) 

is the square root of the second central moment of the delay profile. Here ak corre-

sponds to the signal magnit ude occurring at t ime Tk after the initial received signal, 

whereby To is the init ial impulse of the received mult ipath signal, for all k multipaths 

between the transmitter and receiver. 

58 



5.6 Summary of Channel Modeling Concepts 

This chapter has provided the fundamental aspects of characterizing a communica­

tions channel's performance in the frequency domain using the path loss equation 

and in the time domain, using the mean excess and root mean square delays. These 

models are well documented in the literature as they are utilized in every genre of 

wireless communications channel characterization. Collectively, these models provide 

the basis of the required information regarding the fast and slow fading effects of the 

communications channel, as well as the respective effects for impact on digital sig-

. nailing protocols. Typically, these models are obtained through direct measurement 

and provide insight into the link budget contribution, such as transmit power and an­

tenna gain, which are specified as part of the system design process. The data rat s 

sustainable in the channel can be estimated based on the intersymbol interference a'3 

characterized by the respective mean excess and root mean square delay characteris­

tics. In this research effort, evaluation of these parameters will be conducted t hrough 

the proposed marine communications channel simulation methodology, whereby de­

tailed knowledge of the random sea surface permits the establishment of generalized 

models suited to the marine communications channel that are functions of both fre­

quency and observable sea surface height . The readily available details of the sea 

surface, which is innate to the FDTD methodology, is the distinct advantage when 

conducting overw'ater propagation analysis in the marine environment. This knowl­

edge makes formulations of these communications channel performance parameters 

in conjunction with the physical attributes of the sea surface possible. 
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Chapter 6 

Development of a Novel Marine 

Electromagnetic Propagation 

Analysis Tool 

6.1 The History of EM Simulation 

The study of electromagnetics (EM) has been a traditional area in science, mathe­

matics and physics for many years. A number of classical acad mic problem can be 

found in undergraduate level texts on the subject [86]. In recent years with advanc 

ments in modern computing science particularly with increased processing speed and 

available memory, a change in the approach to seeking solutions to Maxwell's equa­

tions has occurred. Th field of computational electromagnetics i cent red upon 

the use of novel numerical methods [87] to solve for EM fields, for a wide vari ty 

of geometries, particularly for which no analytical solution is easily attainable. The 

rational is easily understood. Rather than develop complex analytical expre sion for 

EM solutions specific to a problem the development of generalized r cursiv formulae 

can be used to obtain a numerical result for which an analytical solution is difficult or 

even impossible, to obtain. A structure of interest is divided into discrete elements by 
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applying a finit mesh, whereby these formulae represent relations between elements 

of the structure. This approach is much more progressive than is the case with early 

methods of computer aided design, when computers had limited computational abil­

ity [17],[18]. This work will develop a novel EM simulator for the purpose of marine 

communications channel overwater propagation analysis. The finite difference - time 

domain method is u ed to produce transient solutions to Maxwell's equations for a 

known sea surface in which the sea surface is implemented as a perfectly conducting 

boundary condition in the EM problem [38]. 

For this study, a complete custom software solution is dev loped in Matlab with­

out the use of any commercial products. The software approximates the communi­

cations channel by a 2-dimensional cross s ction rather than a 3-dimensional marine 

communications channel. The reason for this is the limited amount of computing 

resources available at the time of this study. In order to conduct a 3-dimensional 

study, approxima~ely one thousand times the physical memory would be required of 

computing hardware. This is based on the fact that the 2-dimensional (x,y) cross 

section would have to be repeated with an approximate equal number of segments in 

the third dimension. Luckily, a 2-dimensional approximation provides a workable nu­

merical approach to obtain the solution of a truly 3-dimensional problem [88]. This 

is common practice in the field of numerical analysis, whereby current methodolo­

gies of simulating 3-dimensional structures, such as printed transmission lines, were 

originally studied using 2-dimensional cross sectio~s [72] as a reduced complexity 

approximation. The 3-dimensional solutions emerged later as increas d computing 

resources were made available. Th 3-dimensional simulation would yield a more 

realistic simulation result, as the multipath effect is a more compl x mechanism in 

reality. 

The concept of using direct solutions to Maxwell's equations for the purpose of 

propagation analysis is only possible with the recent advance in computing ability. 

This is particularly a result of the increased availability of computer memory [30] . The 
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original application of this approach for computational electromagnetics was primar­

ily focused on planar circuits such as patch antennas, printed filters , and transmission 

line analysis [74], [89],[75]. Previous applications ofthis technique for channel model­

ing have been oriented toward room size channel simulation for the purpose of WLAN 

applications [32]. This work will develop a novel method for the simulation of marine 

communications channels, whereby the FDTD method is implemented and overwa­

ter propagation is modeled over a known sea surface. The aspect of being able to 

conduct marine communications channel propagation analysis provides an alternate 

approach to the deficiency of dealing with the unknown sea surface statistically, which 

has been the general method used during measurement studies. Using the proposed 

methodology, the innate availability of detailed knowledge regarding the attributes of 

the physical sea surface allows the establishment of direct relations between channel 

performance parameters in regard to both frequency and sea surface height. 

One of the most common approaches to EM analysis is the Method of Moments 

(MoM) [76] . This technique, pioneered by R.F.Harrington, was the theoretical basis 

for the bulk of commercial EM solvers popular in the 1980s and 1990s. For this reason, 

some details of the operation of the MoM algorithm will be offered as they provide 

insight into the lack of development of numerical methods for channel simulation to 

date. The solutions for the MoM were based on dividing a structure by a finite grid , 

whereby the size of the elements were significantly less than the size of the structure, 

as well as a fraction of the size of a wavelength for the frequency of interest. These 

elemen~s were then related to each other in the form of a mutual impedance matrix. 

Each element of the matrix for the MoM represents a mutual impedance between 

either itself or another element of the overall structure. A unique matrix was required 

for each frequency point of interest , and the solutions were obtained by inverting 

this matrix. Though very effective for planar circuits and compact structures, this 

method suffers from two deficiencies that quickly become apparent when using the 

MoM approach: 
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1. The matrix based method produces an N by N matrix for a structure divided 

into N elements. As the structure size increases, the more likely the efforts to 

obtain the solution will fail based on an ill-conditioned matrix due to numerical 

error. 

2. With increasing matrix size, computing time to solve the solution for a single 

frequency point of interest increases proportional to the quare of the number 

of discrete elements. 

In short, the Method of Moments provided a fast means of obtaining a solution for a 

structure that is physically on the order of size of the wavelength for the frequency 

of interest. Furthermore, the solutions are obtained for a single frequency at a time, 

which lends this method very applicable to design optimization which tends to be 

very bandwidth limited in operation. Nonetheless, as physical size of the structure 

is increased, the method is more prone to error and computation t ime increases dra­

matically. 

In t he late 1990s, when low cost computing power became widely available on a 

desktop level, a new era in seeking numerical solutions to Maxwell's equations emerged 

[90],[91]. Other practical applications of computational electromagnetics surfaced, 

even in the field of electromagnetic compatibility, where the simulation of structures 

significantly larger than conventional RF circuits is commonly r quired [92] . High 

speed digital connectors were considered mixed signal components and also benefited 

from EM analysis [71]. High performance computers and sophisticated algorithms 

were being used for optimization of RF devices using repetitive and intelligent algo­

rithms for refinement [93] . With an increased amount of available computer memory 

and computational power, the finite difference-time domain technique (FDTD) be­

gan to gain popularity in the commercial electromagnetic market space. Problems 

that were previously not feasible using state of the art computing hardware were 

suddenly workable on the desktop level. The FDTD method is based on a transient 

(time domain) solution of Maxwell's equations. Recursive solutions are used whereby 
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a pulse excitation was introduced into a transmission medium and then the electric 

and magnetic fields were solved in a "leap-frog" fashion over a series of discrete time 

steps [48]. Although the process of obtaining the solution seemed long in comparison 

to the Method of Moments, several advantages became immediately apparent: 

1. The solution produced a broadband response based on the input signal. That 

is, numerous frequencies could be solved for simultaneously depending on the 

frequency content of the excitation pulse. Fourier analysis was used on the input 

and output transient signals from which convention scattering parameters could 

be calculated. 

2. Numerically, it was possible to find solutions for extremely complex structures. 

The technique appeared more robust for structures on the same physical size of 

the wavelength of the frequency of interest with increasingly complex physical 

forms. 

3. The computational effort required to solve a problem increased linearly, rather 

than exponentially as with the MoM, with the number of unknowns for analysis. 

These factors offer a distinct pre-aptitude in using the FDTD algorithm for large size 

structure analysis, or as in this case, for channel propagation analysis. 

This chapter will now detail the process of development of a novel methodology 

applying the FDTD technique for marine overwater propagation analysis. The key 

aspect of the proposed methodology is that with a known sea surface marine propa­

gation analysis can be studied and produce direct relations between channel response 

and sea surface height during post simulation analysis. This method is employed 

to augment the development of the theoretically-based marine geometrical theory of 

diffraction as previously formulated in this work, whereby this numerical analysis is 

used to produce a overwater propagation analysis complimentary to those conducted 

by direct channel measurements. The advantage of using the proposed method of 

simulation is that the models will be based upon propagation analysis where detailed 
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knowledge of the sea surface is available. The lack of knowledge of the sea surface 

over which propagation studies have been performed historically has been the largest 

challenge in understanding direct relations between channel performance parameters 

and physical attributes of the sea surface [38]. In this study, the modified Pierson­

Moskowitz model is used for the random sea surface synthesis, which is specific to 

the north North Atlantic region, however any sea surface model may be used in the 

proposed methodology, depending on the specific region of interest. 

Development of an EM simulator is a challenging and difficult process. Not only 

must the conceptual problem be developed and formulated , but it must be imple­

mented in a practical fashion such that the simulation is effective, efficient and nu­

merically accurate. The ability of this custom tool to accurately calculate diffraction 

will be proven by numerical simulation of the well known knife edge topology, for 

which analytical expressions can easily be evaluated and compared to the numerical 

results produced by the FDTD software. The theoretical formulations will be given 

in this work for the FDTD method as well as the process for developing a random 

sea surface, as both are fundamental to the implementation of this novel approach to 

marine communications channel .propagation analysis. Some details of the implemen­

tation, such as the air-to-air boundary conditions [48],[30] and mathematical details 

regarding the random nature of the sea surface [79] are not detailed in the overview 

of this methodology, but readily available in the cited publications. 

6.2 Formulation of the Finite Difference - Time 

Domain Problem 

It would be unjust not to begin the process of the development of any electromagnetic 

simulation tool without first providing Maxwell 's equations. From an electromagnet­

ics perspective, in regard to the field of numerical analysis and computational electro­

magnetics [94], the primary objective is to find novel methods from which solutions 

65 



to Maxwell's quations can be obtained. This approach is primarily used for compl x 

problems wh reby analytic solutions are not easily attainable, or in some cases not 

attainable at all. In this work, we are eeking to perform electromagnetic analysis 

of the marine communications channel using the FDTD approach. This is a novel 

approach to marine communications channel simulation [1] , and bas d on the diffi­

culty in dealing with the problem analytically, it is an excellent opportunity to utilize 

computational electromagnetics to obtain understanding of overwater propagation 

effects. Maxwell's equations are thus defined as [86], 

where 

and 

... a§ ... 
'\7 X E = -- -M at 

... p 
'\7. E = -, 

E: 

B = P,0 H 

jj = E:oE. 

(6.1) 

(6.2) 

(6.3) 

(6.4) 

(6.5) 

(6.6) 

The solutions in this case are obtained by transient means, whereby a finite difference 

approximation is formulated [30]. Thi is known as the central ·differ nee approxima­

tion, and it is applied in a spatial and temporal sense to the above curl equations. 

For a one-dimensional problem, Maxwell 's curl equations may be written as [48]: 
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E:+l/2(k)- E:-112(k) = _ _!_ H~(k + 1/2)- H~(k- 1/2) 
b.t 

J-!~+ 1 (k + 1/2)- H~(k + 1/2) 
b.t 

1 E: +112(k + 1) - E: +112(k) 

1-Lo b.z 

(6.7) 

(6.8) 

In this form, n refer to the time step of the recursive formula. Ex and Hy are 

the electric and magnetic fields respectively. t refers to the time and €0 and 1-Lo are 

the free spac permittiv:ity and permeability respectively. Th t rms in parenthesis, 

k, represent the spatial displacement. Thus for a practical simulation, whereby th 

transient response of a system that is of Z spatial dimension and th transient electric 

and magn tic fields. are desired at timeT, provided we designate the discrete elem nt 

length to b b.x and the b.t, then the total physical length of the syst m is given 

Z = b.x · k (6.9) 

and the total transient length of the imulation is given by 

T = b.t · n. (6.10) 

It is interesting to note that the reference in the central diff r nee approximation 

of Maxwell's equations references th physical location of the H fi lds to be locat d 

between the E fi lds. F\mctionally, the electric field for th entir grid tructure is 

calculated at every location, followed by the magnetic field at every location. More 

explicitly, the formulations model each entity as interleaved with it's counterpart in 

both time and space. This is illustrated in Figure 6-1. 

Once the concept of interleaving to produce a co-depend nc of the electric and 

magnetic fi lds upon each other in both a time and space is established, it becomes 

necessary to rearrange the formulation to produce a recursive r lation hip between 

the two. For a one dimensional problem: 
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Ex (t = n-Yz) K-2 K-1 

Hy (t = n) K-1 112 

Ex (t = n+Yz) K-2 K-1 

K I K~1 I K+:! 

~ ./ ~ ./ 
K-112 K+112 I K+1112 I 

~ ./ 
K I K+1 

Finite Element Cells of 
Physical Significance 

I K+2 

K+2112 
Increasing 

Time 

Figure 6-1: Th "leapfrog" modeling approach to the finite diff ren e technique, 
illustrating ih E and H fields interleaved in both time and spac . 

8Ex 1 8Hy 
m= ~a; (6.11) 

8Hy 1 8Ex 
Tt =-~ az. (6.12) 

To produce a r cursive solution , the Ex and Hy fields may be r written , 

Hn+l (k + 1/2) = Hn(k + 1/2) - b.t [En+lf2(k + 1) - En+lf2(k)] , (6.14) 
y y ~b.X X X 

such that the urrent Ex and Hy field solut ion at a finite int rval in space, are depen­

dent upon the previous field value at th same point in space, and ih finite difference 

of the field counterparts of the previous ~ time step at the adjacent interl aved points 

in space. The 3-dimensional problem is a mor complex formulation.The extension 

of the "l apfrog" from one dimension to 3-dimensions leads to th Y e c 11 [48] [70]. 
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The ~ e cell is illustrated in 6-2. 
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Figure 6-2: Th 3-.dimensional Ye cell illustrating t he orientation of the E and fi 
fields. 

For t h channel imulation of int r st, a 2-dimensional cro s ction will b used. 

The 3-dim n ional formulation as per th first derivation by Y i of th form, [ 9] 

(6.15) 

En+l ( · · 1. k) _ ( <.- uD.t/2 ) En(· · 2 k) 
y 2,)+2' - <.+uD.t/2 Y 2, )+2 ' 

+ D.t( D.z [sn+l/ 2(. . + 1. k + l) - s n+l/2 (. . + l k - l)] 
<-+uD.t/ 2 X 2>) 2> 2 X 2>) 2> 2 

- D.tft.x [Fr+l /2 ( . + l . + l. k) - I·r +l/2 ( .- 2 . + l. k)] 
<-+uD.t/2 z 2 2' J 2' z 2 2'J 2' 

(6.16) 
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E n+1(· · k 1) _ ( c-a6t/2 ) En(· · k 1) z 2, }, + 2 - c+a6t/2 z 2,}, + 2 

+ 6t/6x [Hn+l/2(. + l · k + l) _ Hn+1 /2 ( · _ l · k + l)] 
c+a6t/2 Y 2 2,J , 2 Y 2 2'}' 2 

_ 6tf6y [Hn+l/2( · · + l k + l) _ Hn+l /2 ( · · _ l k + l)] 
c+a6t/2 x 2

> J 2 ' 2 x 2
> J 2 ' 2 

H n+1/2(. · 1 k 1) _ H n-1/2(. · 1 k 1) 
x 2,J+2, +2- x 2,J+2, · +2 

6t [En(· . k~ I) En(· . 1 k 1)] -f1.6y z 2,J, ·+2- z 2,J-, +2 

6t [En(· . 1 k) En(· . 1 k 1)] + f.J.6Z Y 2>} + 2> - Y 2>} + 2> -

H;+
112(i + ~,j, k + ~) = H;-

112(i + ~ ,j, k + ~) 

- f.J.~Z [E~(i + ~' j , k)- E~(i + ~' j, k- 1)] 

+ f.J.~tx ( Er; ( i, j, k + ~) - Er; ( i - 1, j , k + ~)] 

H n+1/2( . + l . + l k) = Hn-1 /2 (. + l · + l k) 
z 2 2'J 2' z 2 2'J 2' 

6t [En ( . . I k) En ( . 1 . 1 k)] - f1.6X Y 2> J + 2 1 - Y 2 - 1 J + 2 1 

6t [En(· 1 · k) En(· I · 1 k)] + J~C:,.y X 2 + 2' J' - X 
2 + 21 J - l 

For the transverse magnetic TM mode of propagation, 

the 3-dimensional formulation reduces to a simplified form 

En+l ( · ·) = ( c-a6t/2 ) En(· ") z 2> J c+a6t/2 z 21 J 

+ 6t/6x [Ir+l/2(. + 1 .) _ Hn+l /2(. _ l ·)] 
c+a6t/2 Y 2 2' J Y 

2 2' J . 
_ 6tf6y [Hn+1/2(. . + 1:) .:..._ Hn+l /2 ( · · _ l)] 

c+a6t/2 x 2 , } 2 x 2,} 2 
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(6. 18) 

(6. 19) 

(6.20) 

(6.21) 

(6.22) 
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Similarly, for the transverse electric TE mode of propagation 

En+1 (i + l J.) = ( £-at.t/2 ) En(i + l J.) 
x 2' c+at.·t/2 x 2' 

+ t.tj t.y [Hn+l/2( . + l . + l) _ Hn+l/2(. + l . _ l)] 
£+at.t/2 z 2 2' J 2 z 2 2' J 2 

I-C+l/2(i + ~,j + ~) = H : - l/2(i + ~,j + ~) 

- ~~tx [ E; ( i, j + ~) - E; ( i - 1, j + ~) J 

+ ~~~Y [ E~ ( i + ~ , j) - E~ ( i + ~, j - 1)] 

(6.24) 

(6.25) 

(6.26) 

(6.27) 

(6.28) 

In free spac , in which there are no conductors, propagation o urs in either 

the TE or TM and not the TEM mode. For this reason , and to d monstrate the 

proposed methodology of overwater propagation analysis, we will utiliz the TM mode 

formulation for numerical simulations from this point forward . A similar analysis of 

the TE mode is possible using th same m thodology, howev r uch an analysis will 

not be conduct d as part of this d mon tration of the proposed m thodology and 

subsequent num rical study. 

6.3 Finite Elements of Space and Time 

An electromagn tic wave in free space cannot go faster than the spe d of light. This is 

a fundamental truth of modern physics. For this reason, the time tep and the cell ize 
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are closely relat d to FDTD simulation techniques in the sense that prop r selection 

of both the cell size, b.x and b.y, and time step, b.t, is critical t~ nsure that the 

FDTD simulation is both numerically stabl and accurate. It is a well studied problem 

in the field of computational electromagn tic that for accurate r pr sentation of a 

structure, it i commonly accepted that the c ll segments should b allocated such 

that at least 10 [30] cells per wavelength of interest mesh the structure. Therefore, 

the upper fr qu ncy limit of interest provides the cell size in all dimensional directions 

such that in free space 

c= f>. (6.29) 

(6.30) 

A similar situation exists in the y and z directions. Choosing a cell size that is larger 

than this limit may cause the tran ient olution of the FDTD algorithm to be non­

convergent. Th ymptom of which is easily seen as the magnitud of the E and H 

fields will increas as they propagat through fr e space. 

Choosing the Lime step value for th FDTD simulation is of equal importance to 

the choice of physical structure cell size. Th time step has two ffects for the channel 

simulation to be considered after the c 11 size has been specified: 

1. The time tep must satisfy the Courant Condition [49] such that th r cur ive 

formulations ,are convergent. 

2. The individual time step in conjunction with the number of r cur ive iterations 

wi.ll dictate the overall length of th transient simulation, whi h must be main­

tained of sufficient duration such that th vast majority of energy has exited 

the communications channel model through free space boundaries. 

Furthermor , as a practical application of the input puls , if th xcitation pulse 
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is based on a discrete number of t ime steps rather than a fixed duration , changing the 

time step will change the overall duration of the pulse, ultimately eff cting the spectral 

content of the simulation. A smaller tim step will result in an increasing amount of 

frequency bandwidth and conversely a longer time step results in a decreased amount 

of spectral cont nt. Therefore, depending on what frequency bands ar of interest, the 

' excitation and the time step for the transient simulation must be chosen in conjunction 

with the cell sizes such that the impul response for the relevant p ctral content is 

obtained. A mor detailed examination of the excitation waveform and subsequent 

spectral content will be given in the n xt section. 

When electing the cell size in one dimension, the time st p mu t be I ss than the 

propagation time through the single spatial division. Assuming 6-x, 6-y and 6..z ar 

equal, the following time is required to propagate one cell distance, 

b.t = 6-xjc. (6.31) 

In two dimension , rather than considering the width of the cell we consider the 

diagonal distan . Thi then leads to the modified propagation tim through the cell, 

6-x 
b.t = v'2c. (6.32) 

Similarly, for Lhe 3-dimensional case, Lh tim required is not surprisingly given by, 

6-x 
b.t = J3 . (6.33) 

Thus this lead to the Courant Condition [48] whereby for FDTD simulation of the 

time step hould b chosen on the basis of numerical stability such that, 

6-x 
6-t <­

- ..fiic 

where 6-x is the smallest cell size in all of th n-dimensional spac 
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Without proper selection of the cell size and subsequent t im st p, it is computa­

tionally costly to perform a sizeable simulation by numerical analysis and then obt ain 

results that are either non-convergent or Jack the relevant spectral content [30] . Ju­

merical di per ion is also a concern when choosing the cell size for finite difference 

analysis [95]. The effects of the dispersion [30] are related to propagation through 

a square c ll, and should be con idered carefully when conducting i ran ient simula­

tion for propagation flight time calculations. The effect is particularly increased for 

structur s r quiring a larger number of cells for physical representation by the finite 

difference grid . 

Once the the FDTD algorithm and excitation pulse are implement d, it. is possible 

to conduct propagation studies inside a 2-dimensional eros se tion of a metal box. 

With no boundary conditions implement d, the FDTD algorithm naturally behaves 

as though the p rimet.er elements are a perfectly conducting surfac . For studies 

in free space, boundary conditions must be applied to absorb the lectromagn tic 

fields appropriately. The implementation of these boundary conditions is essential 

for numeri~al accuracy of the propagation analysis. A number of t hniques can be 

employed . Eith r the perfectly matched layer (PML) [48] or the ab orbing boundary 

condition (ABC) can be applied to suppress reflections from t.he p rimeter of the 

2-dimensional boundary [30] , which emulates a free space boundary as would occur 

in an actual t.err stria! communications channel on three side . For the purpose of 

this work, a random sea surface is th boundary condition to b implemented on 

one side of t.h 2-dimensional cross ction. The sea surface should be of realistic 

form for th geographical region of interest , and furthermore is approximated as a 

perfectly conducting surface. Synt hesis and implementation of t.his surface is bas d 

on the modified Pierson-Moskowitz spectral models and it's impl m nta.tion is a key 

component of this proposed methodology. 
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6.4 The Specifics of the north North Atlantic Ocean 

The electromagnetic simulation engine that has been developed for simulation of over­

water radio propagation analysis in a marine communications channel must contain a 

realistic sea surface implemented as a boundary condition during the FDTD analysis. 

For the purpose of this study, the modified Pierson-Moskowitz sea surface spectral 

model is used, as it pertains specifically to the north North Atlantic region [28]. The 

spectral functions , which were used in the development of the marine geometrical the­

ory of diffraction previously given in this work for a single sea surface wave, are used 

once again for the boundary condit ion synthesis process. Instead of using a single 

wave, multiple waves are distributed at arbitrary locations along the 2-dimensional 

boundary to create a random sea surface [55]. With the well-known fact that higher 

sea heights and increased roughness increase fading in the communications channel 

[41];[42], to illustrate the significance of this work to the north North Atlantic region, 

we begin with an examination of regional sea state probabilties throughout the world. 

The North Atlantic ocean is widely known to be one of the most extreme and harsh 

environments in the world [28]. The strength and power of the ocean plays no small 

part in obtaining this reputation. Thus, in order to generate a sea surface boundary 

condition for propagation analysis during various sea states, it becomes fundamental 

to understand the specific characteristics of the ocean surface for the region. Upon 

examination of the sea state probability of the North Atlantic ocean and the north 

North Atlantic ocean, it becomes immediately clear that the region is nearly twice as 

likely to have higher sea states compared to general condi tions worldwide. This data 

is illustrated in table 6.1 [28]. 

With the increased probability of a higher sea state in the north North Atlantic 

region, knowing fading increases with increased sea surface height and roughness, it 

is of greater importance to evaluate these effects for any wireless marine communi­

cations channel application operating in the north North Atlantic. In this work, we 

focus on the effects of the sea surface during a shadowing condition, whereby the 
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Sea 
Observed % Probability 

State 
Description Wave 

World 
North North North 

Height (m) Atlantic Atlantic 
0 Calm (Glassy) 0 
1 Calm (Rippled) 0-0.1 11.24 8.31 6.06 
2 Smooth (Wavelets) 0.1-05 
3 Slight 0.5-1.25 31.69 28.2 21.57 
4 Moderate 1.25-2.5 40.19 42.03 40.99 
5 Rough 2.5-4.0 12.8 15.44 21.24 
6 Very Rough 4.0-6.0 3.03 4.29 7.01 
7 High 6.0-9.0 0.93 1.5 2.69 
8 Very High 9.0-14.0 0.12 0.23 0.43 
9 Phenomenal >14.0 0.009 0.0016 0.0035 

Table 6.1: The sea state/observed wave height probability by for the North Atlanti , 
the north North Atlantic compared to worldwide locations. 

transmitter and receiver are not within line of sight of each other, and are obstructed 

by a sea surface wave. Implementat ion of a random sea surface as a boundary condi­

tion in the FDTD simulation engine requires some assumptions to be mad about the 

sea surface to simplify the physical channel model and overwater radio propagation 

analysis thereof: 

1. The sea surface is deemed to be a perfect conducting surface [26]. That is, there 

is no account of skin depth or loss due to imperfect reflection of th incid nt 

wave upon the boundary b tween the air and sea surface. 

2. The communications chann 1 is assumed to be in deep water, not shallow. Th 

spectral models used are for fully developed deep sea condit ions. Should a 

channel analysis in a different location be desired, the same process as outlin d 

in this study can be used with the sea surface model respective to the sp cific 

conditions and geography. 

3. There is no account for sea spray or higher order eff cts. That is, the general 

contour of the wave is used as the boundary condition only. This is a property 

of the Pierson-Moskowitz model. Breaking waves and subsequent effects that 
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this would have on the diffraction and scatt ering around the peaks of waves are 

excluded as a simplification in this effort. 

4. The s a surface is assumed to be stationary throughout each electromagnetic 

simulation. Doppler effect is unrepresented in this numerical simulation , as the 

transmitter, receiver and sea surface remain in fixed positions for the duration 

of the propagation analysis, as does the sea surface boundary condition. Th 

rate of velocities of the traveling sea surface waves and ocean going surfac 

vessels are typical of moving objects in terr stria) communications channels, for 

which current mobile communications technology is already mitigating. 

6.5 Generating A Random Sea Surface as a Phys­

ical Channel Model Component 

Pierson and Moskowitz developed a wave spectral formulation for fully developed seas 

in the north North Atlantic ocean [96]. This spectrum was formulated as a fun t ion 

of wind speed that was measured at 19.4 m above the sea surface. Using classical sea 

surface theoretical techniques [79], this can be simplified such that sea surface sp ctral 

content is a function of observable wave height only for a fully d veloped sea, as is 

demonstrated previously in this work. The boundary condition synthesis segment 

for the proposed FDTD simulation method uses the development of the singl ea 

surface wave as outlined for the marine geometrical theory of diffraction. Applying a 

Gaussian distribution process, multiple single .waves are distributed randomly across 

a finite segment of length. The superposition of single sea surface waves results in 

a realistic random sea surface for a deep sea location [97] . This surface can then be 

impl_emented as a boundary condition in the FDTD propagation analysis, whereby 

the finite difference grid is a 2D cross section of a marine communications channel 

of known physical sea surface attributes: Such a sea surface is given in Figure 6-3. 
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Synthesis by thi technique has been us d for a variety of applications, including visual 

rendering of s a surfaces [55]. The DFT result of the spectral function illustrates the 

displacement of a fix d surface location as waves t ravel past in tim . Conversion to 

spatial di placement i accomplished using classical wave theory as outlin d in Marin 

GTD formulation of this work. 
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Figure 6-3: Th stationary random Gaussian process has produ ed an arbitrary a 
surface based on the modified Pierson-Mo kowitz spectral function as a function of 

time. 

Note that by implementing this proc s , th r is only the generation of the sea surface 

based on the up rposition of individual sea surface waves at randomly generated 

off ets and that th re is no account for sea swell in the surfac g n ration. Sine 

the physical hannel is generally d emed to be short with re p ct to the effects of 

swell, this composition method of th random ea surface is a reasonable hort length 

approximation. 

Using the patial distribut ion of waves on the sea surface, the physical sea surfac 

channel is then interpolated as lements in t he 2D physical communications chann l 

as mapped to the finite difference grid. Th boundary condition is applied as a mask 

and thus enforces the sea surface form as a perfect conducting surfa e during th 
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FDTD transi nt analysis at each discr t tim step. A mask binary matrix used 

during simulation is shown in Figur 6-4. 

Distance from Soiree (m) 
100 

Observable Sea Height (m) 

Figure 6-4: S a urface boundary condition mask for the finit diff ren grid , impl -
menting th a surface boundary condition during the FDTD imulation. 

Thu , with t he FDTD simulation m thodology and the modifi d Pi r on-Mo kowiLz 

spectra mod I for t he north orth Atlantic region implemenL d as a boundary con­

dition, a nov 1 numerical approach to ov rwat r radio propagation analysi for h 

marine communi ations channel is created. The details of the phy ical ea surfac 

are retained and r adily available during post simulation analysi . Thi m thodology 

offers the opportunity to study relaLion hip betw en communication channel p rfor­

mance param t r and both wave heighL and frequency [3 ]. Pr viou I with dir ct 

measurem nt m thods, this would prov 

with p rforming measurements of th 

of ih difficulti 

m nt [79]. Rather then knowing Lhe sp cific details of the cbann l' phy ical state, a 

typically approximation is use of a floating platform located at ith r the transmitLer 

or receiv r [42]. This provides single point displacemenL r cord d ov r th duration 

of the m asurem nts and may not nee arily be refledive of Lh s a surfac profil 

at the tim of propagation measurement. 1 arly, this common exp rimental meLhod 
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would yield a less t han accurate result of the sea surface profile at the instant of a 

path loss measurement , and due to the constant stochastic nature of the sea surface 

it may bear no resemblance to the profile whatsoever. Thus, the advantage of the 

proposed methodology in comparison to the use of a floating platform is the precise 

and detailed availability of the physical sea surface during t ransient electromagnetic 

simulation. 

6.6 Shadowing Study Boundary Forcing Function 

The study of shadowing requires that a physical obstruction be placed between a 

trar1smitter and receiver such that no line of sight exists. In this case, the most 

significant cont ributor to propagation between these locations is diffraction. In order 

to study the resulting effects in a controlled fashion, the positions of t he t ransmitter . 

and receiver must remain fixed as random sea surface waves are placed between 

them. In the innate form of the sea surface synthesis algorithm, depending on the 

random sea surface height, it is quite possible that the sea surface boundary may be 

created such that either the t ransmitter or receiver is locat ed beneath the sea surface. 

Change of distance above the sea surface during wireless communications chann l 

measurements has been a concern in previous measurement efforts [42] . To alleviat 

this occurrence, and control the sea surface such thaL a repeatable distance above 

the boundary is maintained, a forcing function is employed to ensure the sea surface 

heighL aL the perimeter edges of the physical channel approach zero in proximity Lo 

the transmitter and receiver locations. The basis of this technique is an exponentially 

decaying weight ing function to the sea surface as it approaches the left and right edges 

of the 2D finite difference grid . In other words, the proposed technique provides a 

smooth t ransition from a fully developed random sea surface to zero height in a 

smooth and simplistic fashion. 

The formulation of the Boundary Forcing Function (BFF) is similar to that of the 
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Gaussian input pulse. It is first desirable to specify that the number of cells used for 

t he rise of the weighting function, Nrise, to be 20% of the total number of cells used 

to represent the physical channel length. Furthermore, the number of cells used for 

the edge of the pulse, N Edge, is set to be 30% of the total rise. T hus, the exponential 

decay located on both the left and right sides of the synt hesized ocean surface may 

be expressed as, 

BFF( ) (
- 1 (Nrise- x) )2 

x = exp - · -'---------'-
2 Nedge 

(6.35) 

whereby the BFF(x) takes the form as in 6-5 for a specified length of spatial cells. 

c:: 
0 
:0:: u 
c:: 
~ 0.8 
C) 
c:: 
"(j 
Cs 0.6 
u_ 

~ 
~ 0.4 
c:: 
:::J 
0 
co 0.2 

0 
0 500 1000 1500 2000 2500 3000 

X-Direction Cell 

Fig).ue 6-5: The proposed Boundary Forcing Function (BFF) used for shadowing 
study of ocean waves, forcing the outer limits of the sea surface to nil wave height in 
an exponentially decaying fashion. 

The difference is clear when examining t he sea surface boundary condit ion matrix 

mask as illustrated in Figure 6-4. Under all simulation conditions, using the BFF pro­

vides consistency in the random sea surface region in proximity to the transmitter and 

receiver locations. Propagation can be examined in a more cont rolled and consistent 

manner. This ensures the effects of the sea surface located between the transmitter 
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and receiver are the major environm nLal contributors to the scattering, as the height 

of the transmitter and receiver are held at constant levels abov the ocean surfac . 

Furthermore, this technique ensures that there are no abrupt corn rs and a consis­

tent geometry in the near field of th sour e at the receiver location . Random sea 

surfaces ar illu trated before and after application of the forcing fu~ tion in Figur s 

6-6 and 6-7 re pectively. A smooth transition to zero height is ob rv d on both th 

left and th right sides of the phy ical communications chann 1 one the boundary 

forcing function is applied. 

E -E 

i:K~l 
; 0 ~ ~ ~ 00 
~ Distance (m) 
0 

Figure 6-6: A sea surface boundary ondition before application f th propo ed 
boundary forcing function. 

6. 7 Input Pulse & Simulation Bandwidth 

Virtually all RF and microwave d vic s are characterized by their fr qu ncy per­

formanc [86]. F w RF and microwav devices operate without significant change 

in performance ven over narrow bandwidth, particularly in th VHF to microwave 

range and higher. Therefore the ace pted method of characterization of RF and 

microwave d vices is generally by frequenc response. Since the input pulse of th 
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Figure 6-7: The same sea surface boundary condit ion after application of the propos d 
boundary forcing function. 

FDTD simulation is transient in nature, the selection of input pulse for numerical sim­

ulation is of primary importance. If the excitation pulse does not contain the relevant 

spectral content, the desired frequency response characteristics cannot be determined 

during post transient analysis. The Gaussian pulse is a broadband pulse and provid s 

spectral content tha t is more evenly distributed across the frequency spectrum than 

a trapezoidal pulse, which contains nulls in it's spectral content function. For t his 

reason, the Gaussian excitation , E , is commonly used for FDTD simulations, 

E = E
0

exp [ - ((n- no) )2

] , 

ndecay 
(6.36) 

where n is t ime, n o is the delay t ime before the pulse is int roduced and ndecay 

designates the width. The shorter the widt h, the faster the pulse rises to peak am­

plitude E 0 . With faster rise time comes higher spectral content . Thi concept is not 

only pert inent to the bandwidth of FDTD simulations, but also to high speed digital 

circuits [71]. To illustrate this concept further , if a Gaussian input pulse with a rise 
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time of approximately 1 ns is examined using Fourier analysis, it i determined that 

the spectral content of the pulse is significant to approximately 1 GHz. Graphical 

illustrations of the pulse and corresponding spectral content are illustrated in Figures 

6-8 and 6-9 respectively. If the rise time is decreased , such that it occurs in approxi­

mately 300 ps, the pulse sharpens in the time domain. The corresponding transient 

excitation and spectral content of the faster pulse are illustrated in Figures 6-10 and 

6-11 respectively. 
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Figure 6-8: Transient illustration of a Gaussian pulse with approximately 1 ns ris 
time. 

[72] 

As a rule of thumb the bandwidth, BW , of the input pulse may be expressed as, 

1 
BWpulse ~ --. 

lrise 
(6.37) 

where the rise time t~ise, is the t ime required to rise from nil to full amplitude. Thus 

to select the time step and input pulse to produce a simulation with the desir d 

frequency content, the rising edge of the pulse is t)1e primary consideration. Other 

pulses may be used to attain higher bandwidth for a similar rise, as is the case with 
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Figure 6-9: Normaliz d spectral content of a Gaussian pulse with approximately 1 n 
rise time. 

the trapezoidal wav form, but this excitation produces null in the magnitude of the 

spectral content, and this effect is undesirable. Becaus of the smoothn ss of the 

frequency content of the Gaussian pulse, it is selected as the input pul e used for 

this FDTD propagation analysi . A discrete Fourier transform is conducted on th 

Gaussian input puls to determin the respective frequency content [7 ]. For thi 

study, a Gaussian puls is used such that spectral content is obtained b tween VHF 

and 3 GHz, as this band is th mo t relevant to current mobile communications 

systems. 

6.8 EM Simulation Development Summary 

This chapter has outlined the specific segments required for the development of a 

novel l ctromagnetic propagation analysis methodology uitable for study of ov r­

water radio propagation in marin ommunications chann ls. The Finite Differen 

- Time Domain method, the synthesis of a realistic random sea surface and the im­

plementation of the surface as a controlled boundary condition along with relevant 
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Figure 6-10: Transient illustration of a Gaussian pulse with approximately 300 ps rise 
t ime. 

excitation pulse selection provides the needed components to conduct marine commu­

nications channel propagation analysis. This approach is distinctly advantageous, as 

the proposed method provides high accuracy propagation analysis obtained by direct 

solut ions to Maxwell's equations, whereby detailed knowledge of t he sea surface is 

retained and readily available.· The aspect of conducting propagation studies for ma­

rine communications with a det ailed knowledge of the sea surface has historically been 

a challenge in comprehending the effects of the sea surface and a limiting factor in 

measurement-based studies. The proposed numerical methodology provides a means 

to develop parameterized channel performance models as functions of both frequency 

and sea surface height, in a manner that overcomes the limitations and difficult ies of 

previous measurement studies. The numerical accuracy and t h.e ability of the FDTD 

simulation engine to perform diffract ion analysis is evaluated by simulation of a knife 

edge topology, for which a well known analytical expression is available and easily 

compared to the numerical results obtained by the FDTD software. The is ue of 

numerical accuracy and ability of the methodology to accurately calculate diffraction 

is addressed in the next sect ion. 
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Figure 6-11: Normalized spectral content of a Gaussian pulse with approximately 300 
ps rise time. 
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Chapter 7 

Knife Edge Validation of FDTD 

Simulation Engine 

7.1 Validation of the FDTD EM Simulat ion Tool 

by Analytic Knife Edge Diffraction and Free 

Space Propagation Analysis 

Shadowing can be estimated by the use of the knife edge equation, whereby an ob­

structing body between a transmitter and receiver is approximated by a straight edge. 

This approximation is often used for channel features such as hills and buildings Gb­

structing transmitter and receiver in a fixed terrestrial link. Application of the knife 

edge is usually done such that the highest point of the obstruction is replaced in the 

topology by a straight edge of equal height [98], [77]. The position above both trans­

mitter and receiver locations is also included in the analytic expression as well as the 

lateral displacement from the base of the straight edge. This chapter will assess the 

ability of the implemented FDTD simulation tool to accurately calculate diffraction 

loss. A knife edge topology is simulated using the FDTD simulation engine, and 
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numerical results are obtained which are then compared to the analytical expression 

for t he same physical channel topology. The knife edge is one of the best known 

diffraction approximations, and numerical agreement between the analytic and nu­

merically obtained. results will constitute the verification of the completely custom 

developed propagation analysis software. Free space propagation is also conducted to 

numerically determine the rate-of propagation and path loss exponent as a secondary 

verification mechanism. This ensures that the simulator is capabl of producing accu­

rate diffraction, path loss exponent and transmission delay results wh n calculating 

propagation effects as a result of realistic profile of a sea surface during shadowing 

conditions. 

7.2 Numerical Knife Edge Diffraction Analysis 

Implementing a knife edge topology in the FDTD EM simulation tool provides a nu­

merical result to a well-known analytical expression and commonly ut ilized physical 

approximation to determine shadowing effects from obstructions in terrestrial com­

munications channels. The knife edge channel topology applied as an approximation 

to a terrestrial obstruction is illustrated in Figure 7-1. 
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Figure 7-1: The knife edge topology 
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For the knife edge topology, the signal strength at the receiver due to. diffraction 

89 



is [23], 

(7.1) 

where u = h 2(t~7d~2), such thai k is the wave number, .>. i th wav length and 

d1 , d2 and h ar dimensions as depicted in Figure 7-1. Clearly, EI< E is a function 

of wavelength, and thus multiple calculations are required for the same topology to 

obtain diffraction results within th r levant frequency band of int rest. 

Unfortunat ly, for the purposes of communications channel mod ling, this widely 

accepted model does not account for th geometry of th actual ob truciion [98]. 

These geometrical differences can hav significant effect on the multipath propaga­

tion distance around the obstacle. Th form of the geometry ignifi antly affects 

performance parameters such as the d lay spread of the channel. The knif edge doe 

however provide a widely accepted benchmark upol). which the validity of the FDTD 

simulation engine can be verified. A comparison is conducted b tw n the numeri­

cal result of th knife edge FDTD simulation and the analytical r uli of the knife 

edge equation. The geometry of th overall structure is illustrated in 7-2 bowing th 

knife edge protruding in the EM simulation boundary condition mask. The relevant 

physical param ters as they related to the Knif Edge diffraction formula are shown 

for clarity. Th p rfectly conducting body i implemented in th FDTD simulation 

in the same mann r as the sea surface for overwater radio propagation analysis. The 

physical aitribut s as they pertain to ih knife edge geometry ar also depicted such 

as they are u ed for the evaluation of ih analytical expression. 

Three knife edg simulations are conduct d for obstruction heights of 5.625 m, 7.967 

m and 10.313 m. The same lateral size of the finite difference grid is us d in the 2D 

channel cross ection as is used for ov rwater propagation analysi . The results of 

each are compar d to the knife edge expr ssion and illustrated in Figures 7-3, 7-4 and 

7-5 respectively. 
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Figure 7-2: FDTD boundary condit ion knife edge mask. The knif dg topology is 
also illustrated for clarity. 

It is important to rememb r that numerically, signal levels on th ord r of -60 and 

- 0 dB los are xtremely small, and as th case with physically m asur d parameter 

using RF t t hardware such as n twork analyzers, similar consid ration hould b 

given to num rica! accuracy as is to measurement accuracy wh n con id ring the dis­

crepancies betwe n t he numerical results and those obtained analytically for the knife 

edge topology. Overall , the agreement be.twe n the analytically obtained values and 

the numerically simulated result ar x 11 nt. The FDTD simulation software has 

demon trated it' abili ty to calculat diffraction analysis for the knif dg geometry 

t hat corr lat w II with the analytical xpre ion for kni£ dge diffra t ion. 

7.3 Validation of the FDTD EM Simulation by 

Propagation in Free Space 

The FDTD simulator is also validated by it's ability to al ulat 
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Figure 7-3: 5.625 m knife edge diffraction FDTD and analytic resul ts. 

of propagation in free space. That is, the simulator is configur d such that there 

are absorbing boundary conditions on all four sides of the communication channeL 

A Gaussian excitation is u ed that is ident ical to that used for the overwater ra-

dio propagation analysis in the marine communications channel simulation segm nt . 

Numerical simulations are conducted to assess the following well known quantities: 

1. The speed of light. The speed of light is a well-known constant. Based on 

the fixed distance between t ransmit and receive locations, it is possible through 

the exan1ination of the fl ight time to calculate the rate of propagation obtain d 

through t he num rica! implementation of the FDTD simulator. 

2. The path loss exponent for various frequencies over the range of VHF to 3 GHz. 

The path loss exponent for all frequencies in free spac , as outlined previously 

in this work is 2. 

Visually the FDTD software developed in this work-provides an excellent means to 

observe overwater radio propagation. Figure 7-6 shows the free space simulation at 20 

% completion. Both the forward moving and reverse moving edge of the excitation 
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Figur 7-4: 7.967 m knife dge diffraction FDTD and analytic r ults. 

pulse are vi ibl . At 40 % compleL , as in Figure 7-7, only th I ading dge of 

the forward moving waveform remain . The reverse moving wav form has pass d 

into the ab orbing boundary. At 60 % complete, Figure 7- hows the 1 ading edge 

of the forward moving waveform i approa hing the absorbing boundary and has 

decreased furth r in magni tude as it propagates t hrough free pa . Fi ld magnitud 

is illustrat d by the height above the horizontal plane, and shad s of color difF r 

between plots. 

Ev n though th excitation is rapidly approaching t he ab orbing boundary wi th 

t he simulation only lightly over 50 o/c compl te, the remaining duration of the simu­

lation is pr vided to allow multipath propagation signals that would b pr ent wi th 

the implem ntation of a perfectly conducting sea surface boundary sufficient t ime 

to complete th ir r sp ective pathway and for all signifi ant en rgy to xit th fini t 

difference grid . Th transmitted and the received waveforms d pict th flight t im 

required to tra.v rse the 2-dimensional communications channel ros section. Th 

simulation is initiated with a Gaussian excitation, as in Figur 7-9. Figure 7-10 il­

lustrates the numeri al dispersion as propagation occurs over 6 . 75 m between th 
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Figur 7-5: 10.313 m knife edge diffraction FDTD and analyti r suits. 

transmitter and rec iver locations. urn rica! dispersion is a typi al occurrence in 

FDTD impl mentations, and is known to b come more sev r with increasing phys­

ical size of th finit difference grid [30]. Figur 7-11 shows a clos r xamination of 

the received wav form of the free spa e propagation analysis. 

As an ffort to validate the impl m nted FDTD simulation tool, the numerically 

det rmin d flight time based on th transmitted and received waveform at the peak 

electric fi ld valu s is, 

234.5ns - 3.0ns = 231.5ns. (7.2) 

T he total distanc betwe n the location of the input pulse and r ived pulse in th 

finite elem nt channel i 68.75 m. Thus th p ed of light as det rmin d numerically, 

(7.3) 

Numerically, this value obtained through EM simulation using th finite difference -

time domain t chnique compared to th analytical value, 
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Figure 7-6: Free space FDTD simulation 20 % compl ted. 

13.002 x 108m/ s - 2.998 x 10 m/ sl = 0.142%. 
2.998 X 10Bmj s 

(7.4) 

Thu , the F DTD numerical imulation propagation rate difl" rs from the analytical 

value by less than 0.2 %, giving a. very supportive result regarding t he ability of th 

tool to calculate the rate of propagation in fr e space. Clearly, distortion due to 

dispersion is a source of error in this calculation. 

As a third benchmark for the FDTD tool, and furthermor as a verification of th 

post analysis ability of the software, the path loss expon nts for vera! fr quencies 

in the range of interest are det rmined. These include 2.492 GHz, 1.621 GHz and 

162 MHz for the Globalstar (satellite communications), Iridium (satellit commumca­

tions) and AIS (Automatic Identification System) systems resp ctively. Illustrations 

of the numerical results of transmission loss are given in Figur s 7-12, 7-13, and 7-14 

for propagation distanc s of 68.75 m resp t ively. These values are anticipated to b 

2, as per the fre space path loss exponent. 
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Figure 7-7: Free space FDTD simulation 40 %completed. 

Interesting, the path loss experienced by the Iridium and Globalstar carrier fre­

quencies is smooth as it decreases. This is not the case with the AIS path lo. s 

calculations. This is attributed to t he number of grid elements allocated to the PML 

boundary. More specifically, the PML is becoming electrically short , and thus reflec­

tions at the lower frequencies are not being attenuated sufficiently during the transient 

analysis. Care must be taken to observe these signs of numerical error when using 

the FDTD for computational electromagnetic analysis. 

Determining the path loss exponent, referred to as n, in the aforemention formu­

lation, linear regression analysis conducted on the free space propagation analysi is 

conducted in t he same manner as is typically performed during measurement post 

analysis. Figures 7-15, 7-16, and 7-17 illustrate this for each of the Globalstar, Irid­

ium and AIS relevant frequ encies. The results are tabulated to summarize the free 

space evaluation of t he FDTD propagation analysis software in Figure 7-18. 
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Figure 7-12: Globalstar (2.492 GH.z) transmission loss through fr e pace. 

-10 

-20 

!g -30 

-40 

-50 

-GOOW----2~0--~40----6~0----8~0----1~00----12~0 

Position (m) 

Figur 7-13: Iridium (1.621 GH.z) transmission loss through fre pace. 
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Figure 7-15: Linear r gr ssion analy i of Globalstar (2.492 GHz) tran mis ion lo 
through fr pace. 

The numerical results obtained for the path Joss expon nt of the Globalstar and 

Iridium satellit provid r carrier fr quenci are excellent, with low tandard devia­

tions in fr e pac . Th se slight deviati ns due to numerical error ar forth mo t pari 

insignificant. Most interestingly i the r suit obtained for the AIS arrier fr qu ncy 

as shown in Figure 7-14, for which th los curve is not smooth in comparison to 

those obtain d for th higher carrier frequ ncies. AIS operates at 162 MHz, which i 

far lower than th 2.492 GHz and 1.621 GHz of Lhe Globalstar and Iridium provider . . 

Sub equ ntly, t h wavelength of for AIS i much longer. Th di r pancy is du 

to the short elecLrical length of th ab orbing boundary condition at Lh perim ter 

of the finit differ nee grid for AIS. That i , the number of cell of Lhe absorbing 

boundary condition is somewhat low compared to t he electrical length at higher fre­

quencies, which is demonstrated by th mooLh curves of Figur s 7-12 and 7-13. The 

linear regre sion analysis compen ated for this fact, still calculating an ac urate path 

loss expon nt, with the symptom of an incr ase observ d in th tandard d viation. 

T hi practi al onsideration demon irate the trade off b twe n incr ased physi al 
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Figure 7-16: Linear regression analysis of Iridium (1.621 GHz) transmission lo s 
through fre space. 

channel size and necessary absorbing boundary conditions to emulate open free space 

boundaries at the perimeter of the channel and how boundary condit ion error can 

cont ribute to the discrepancy of numerical results. Careful consid ration to this as­

pect should be given when using the proposed methodology for channel propagation 

analysis, or any other FDTD application . Boundary condition limitations are an 

overall difficulty when using the FDTD method , and results should be interpreted 

accordingly. 

7.4 Knife Edge and Free Space Validation Sum-

mary 

This segment has demonstrated the ability of the FDTD simulation tool to accura,tely 

calculate parameters relevant to this numerical study. Diffraction loss, the most im­

portant parameter is determined for the well known knife edge geometry. Numerical 

results from the FDTD software are directly compared to the analytical for a com-
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Figur 7-17: Linear regression analysis of AIS (162 MHz) transmission loss through 
free space. 

Frequency (GHz) PL Exponent Std Dev 
Globalstar 2.4920 1.9900 1.8943 

Iridium 1.6210 1.9600 1.8108 
AIS 0.1620 1.8500 4.8026 

Figure 7-18: Free space path loss exponent linear regression analysis summary. 

mon channel topology, verifying the ability of the software to be used for diffraction 

analysis. Also, the rate of propagation in free space is determined to be accurat 

within 0.2 %, and the path loss exponents for several pertinent carrier frequencies are 

numerically d termined to be very close to the analytical value of 2. These numerical 

benchmarks of analytical relationships and free space propagation attributes prov 

the accuracy and validity of t he FDTD simulator and results obtained for propagation 

and diffraction analysis over a well-known geometry. This accuracy will be the same 

for any boundary condition such as a realistic random sea surface. For diffraction 

analysis, excellent overall agreement is observed between the numerical result and 

the FDTD EM simulation. Higher frequency discrepancies near the 2.5 GHz range 

can be attributed to the low spectral content in the excitation signal and low number 
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of grid elements per wavelength, and lower frequency discrepancies are due to the 

the short electrical length of the absorbing boundary as demonstrated during the 

free space propagation: analysis. As with any FDTD simulation, boundary condition 

errors contribute through the non-ideal absorption of signals at the boundary loca­

tions causing reflections back into the finite difference grid during transient analysis. 

These reflections are inappropriate, and their minimization is continual effort in the 

application of the FDTD method for computational electromagnetics. This is partic­

ularly relevant for the lower frequencies of interest, whereby severe propagation loss 

levels are experienced with the knife edge diffraction analysis and the 162 MHz AIS 

carrier frequency during free space propagation analysis, as t he inappropriate reflec­

tions from the boundary approach and the actual received signal levels approach the 

same order of magnitude. Boundary condit ion implementation and excitation pulse 

spectral content are two prime sources of error for this and any other FDTD imple­

mentations. Overall , excellent agreement is observed between the analytical functions 

for diffraction loss and the free space propagation attributes when compared with the 

numerically evaluated FDTD EM simulation results. The results in this section prove 

the ability of the FDTD method and the implemented numerical analysis software to 

accurately determine diffraction loss, path loss exponent and t ransmission delays for 

the knife edge topology, and subsequently any other realistic surface implemented as 

a boundary condition in the propagation analysis tool. 
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Chapter 8 

FDTD Marine Communications 

Channel Propagation Analysis and 

Modeling Results 

8.1 Overview 

The field of computational electromagn tic i c ntered upon using r cursive formula­

tions and numerical techniques to find olutions to Maxw ll 's equations to problems 

for which analytical study is difficult , or ven impossible. This work is focused on 

developing a nov l methodology for the study overwater propagation for a r alistic sea 

surface. Becaus of th random natur of the sea, analytic development is xtrem ly 

difficult if not impos ible, making th subj ct an excell nt topic for u e of num ri- · 

cal methods. The numerical approach is in stark contrast to the proposed marine 

geometrical theory of diffraction, wher by a practical model is d v loped for marine 

communications sea surface shadowing as an extension of the theor tical geometrical 

theory of diffraction. The Marine GTD mod l does however r ly on th approxima­

tion that only the profile of a single sea surface wave is predominant in the diffraction 

loss experienc d during sea surfac shadowing conditions. In sacrificing ac uracy, this 
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method is comparable to other such estimation techniques, including the knife edge 

approximation. Accuracy is sacrificed for ease and efficiency. The numerical approach 

and methodology offers a solution to this deficiency, at the cost of computational ef­

fort. While the Marine GTD provides a rapid mechanism for diffraction analysis 

requiring minimal computational effort, the numerical approach is quite extensiv as 

it u es electromagnetic analysi to obtain transient solutions directly from Maxwell 's 

equations. A single FDTD simulation on a dual core 2.5 GHz desktop computer with 

4 GB of memory at this point in time requires approximately 8 hour to complete a 

single propagation analysis, whereas an Marine GTD calculation can be performed 

in microseconds. 

The FDTD work i done using a 2D approximation of what i actually a 3D 

problem. The cross section approach of the physical channel is a commonly used ap­

proximation for conducting electromagnetic analysis. There ar a number of reasons 

for this. First, a 2D approximation can be utilized as a means to reduce computational 

time. Second, a numerical problem that requires resources beyond the capability of 

current computing technology is often first analyzed using a 2D approximation such 

that the problem can be studied. In this case, the propagation analysis given requires 

the full amount of available computer memory. For the same 2D finit differ nee 

grid to be extended into the third dimension with equal cells per wavelength would 

require approximately one thousand times the memory of the standard desktop com­

puter. Though slight differences would be anticipated when simulating the complete 

3D problem, the overall general behavior observed in the 2D problem ar typically 

the same. For both these reasons, pursuing a numerical solution a a 2D probl m 

has been a long standing practice in the field of computational electromagnetics. For 

this reason, due to the size and novelty of the proposed methodology, the arne ap­

proach will be used for the FDTD implementation of the overwater radio propagation 

analysis. 

The FDTD overwater propagation simulation and modeling segment of this re-
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search effort may be divided into two components: 

• Sea urface shadowing study and propagation analysis for path loss evaluation 

and fr qu ncy domain model development. 

• Sea surface shadowing transient analy i and model d velopment. 

The sea surface shadowing study and post simulation analy is i focused about 

conducting VHF to 3 GHz propagation analysis. The objective is to develop param­

eterized models using the proposed m thodology [1] to dev lop chann l performan e 

models that e tablish a relationship betwe n performance and ob eravbl sea surfa 

height ov r th fr quency band of intere t. The implementation is c nt red around 

the fact that the random sea surfac boundary condition used during the transient 

analysis retain detailed knowledg about the physical attributes of th sea surfac . 

The parametrization refers specifically to model development bas d on this retained 

surfac knowl dge, such that model synthesis can be perform d on a po t simula­

tion data population to characterize path loss, standard deviation mean exc ss delay 

and root mean quar delay such that the models are suitable for u age in the link 

budget analy is during the system specification and design phase of a marine com­

munications sy tem. Though this effort was supported by Unmann d A rial Vehicl 

applications for airborne maritime surveillance, the methodology is suitable for any 

marine communications application. Establi hment of these relations has not pr vi­

ously been accomplish d in measurem nt studies, and the proposed technique offers 

much improv d understanding of the marin communications chann l [1]. 

The second segment is the measurement of a fixed communi ations chann l link 

at an in hor location. The re ults of the deep sea simulation effort will offer a cl ar 

relationship of increase in the standard deviation of the random contribution term 

to the path loss equation with increased sea surface height. Though the modifi d 

Pierson-Moskowitz models as used during the deep sea study do not provide insight 

into sea surfaces at an inshore location, the result is evaluated from a qualitativ 
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perspective where the fading is measured over a fixed link channel whereby two peaks 

are separated by a moving body of water under two distinctly different observable 

sea surface heights. This is an attempt to verify the generalized result as obtained 

through t he numerical study and should not be interpreted as a completed validation 

of the simulated results. 

8.2 Sea Surface Shadowing Propagation Analysis 

for Path Loss Evaluation and Frequency Do­

main Model Development 

Sea surface waves often create physical features that obstruct the view of two ocean 

surface locations. In wireless communications channels, this effect is known as shad­

owing. Diffraction occurs around the peaks of the individual waves as signals propa­

gate from transmitter to receiver. As diffract ion is often cited as a higher order effect 

during marine communications channel measurement, this effort will quant ify t he f­

fects using the nurnerical methods. A simulation population set is created whereby 

distinct random sea surfaces of various observable sea surface heights over which 

FDTD propagation studies are conducted. From the collective results, unique and 

novel models are developed taking full advantage of the known physical attributes 

of the sea surface. The fact that this methodology provides detailed kn~wledge of 

t he sea surface and the subsequent propagation analysis of that physical channel al­

lows formulat ion of unique path loss, standard deviation, mean excess delay and root 

mean square delay models that are functions of both observable sea surface height 

and frequency simultaneously. The topology of the general physical communications 

channel is given in Figure 8-1. 

T he analysis begins by establishing a random sea surface using the Pierson­

Moskwitz spect ral models to create a realistic sea surface of known height. The 
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Figure 8-1 : Sea surface shadowing condition communications channel topology. 

excitation puls is key to the transient simulation and must contain sufficient sp ctral 

content to evaluate the relevant frequencies of interest when calculating transmission 

loss. Figure 8-2 illustrates such a Gaussian pulse used for excitation at a di crete 

point in the finite difference grid . This pulse has a rise time of approximately 1 ns. 

To illustrate the spectral content of the excitation pulse, DFT is numerically 

conducted on the transient signal to obtain the frequency domain content for the 

numerical simulation. The concern in this analysis is to ensure the simulation has 

adequate bandwidth to characterize the required frequencies of interest, mainly VHF 

to 3 GHz. The DFT results are given in Figure 8-3. The spectral content of the 

Gaussian excitation can be seen to contain relevant spectral content to at least 2.5 

GHz. 

By similar using of DFT, the sp ctral content of a single sea surface wave as 

specified by significant wave height and evaluated from the Pierson-Moskowitz model, 

and illustrated in Figure 8-4, is then used to synthesiz the transient displacement of 

a single wave. The resulting transient displacement is given in Figur 8-5. 

Once the single sea surface wave is obtained, it gives the displacement of a singl 

sea surface point over time as the wave travels pas t . Using the same classical wave 

theory to map the t ransient function to a spatial distribution, as previously outlined 
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Figure 8-3: Spectral content of the Gaussian excitation pulse. 
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Figure 8-4: Pierson Moskowitz spectral content for a single wave of a specified signif­
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Figure 8-5: Single sea surface wave obtained through DFT of Pierson Moskowitz 
spectral functions . 

111 



-E 

f~f~:CS:------"--~=~_____.__~~l 
m o 20 4o so ao 
en Distance (m) 

· Figure 8-6: Sea surface subsection implemented as a boundary condition during prop­
agation analysis. 

for the Marine GTD, multiple .waves can be superposed over a length of distance to 

create a realistic random sea surface. The sea surface is interpolated to the same size 

elements as established for the finite difference grid of the FDTD simulation. This 

is illust rated in Figure 8-6. A subsection of that sea surface, the ame size as the 

physical communications channel, is then implemented as a boundary condition for 

the FDTD simulation with the BFF applied. The boundary condition assumes that 

the sea surface is perfectly conducting, and thus is implemented in the same manner 

as that of a perfectly conducting metal. 

Clearly, upon visual inspection of the sea surface as synthesized using the random 

distribution of single sea surface waves the features of the actual sea surface an 

differ significantly from the envelope of the single wave. This aspect accentuates 

the difference in the approximation of a single wave during diffraction analysi , as 

outlined in the Marine GTD, and the form of the realistic sea surface as produced by 

the PM method. The fact that these features are not easily addressed· analytically 

leads this problem to evaluation of overwater propagation by numerical methods. 

Propagation analysis for a random sea surface is then conducted after the bound­

ary condition is implemented in the finite difference grid. The E field transient re­

sponse at the RX cell is recorded .as the excitation pulse is · injected at the TX cell. 

Examination of the transient response for each unique sea surface .illustrates how mul­

ti path and diffraction effect the transient response during marine communications. 
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Figur 8-7: Transi nt response at th RX location for a random ea surface simulation. 

Three such results, each from a unique ·ea surface, are illustrat d in Figures 8-7, 8-8 

and 8-9. Of cours the transient r ponses for ach random sea surface are obtained 

from direct olutions to Maxwell'.s equations. Thus, these r sults in Jude all ~pects 

of electromagn tic propagation. Some models, such as ray tracing, though fast and 

effective for analysis do not include higher order effects in their dir ct application. 

Using of th FDTD simulation approach, there is no ambiguity in what is obtained. 

All higher order effects are provid d when Maxwell 's equation ar dir ctly solved. 

Visually, propagation can be observed easily using the FDTD method. Propaga­

tion around s a surfaces and diffraction is readily available for insp Lion. Figur s 

8-10, 8-11 and 8-12 depict the propagation of the incident pulse as it mov through 

the finite difference grid , and is effect d by the random sea surfac boundar and 

ultimately exits the grid leaving smaller magnitude multipath compon nts. 

Once propagation analysis is complet , system transfer functions are determined 

based on DFT analy is of the input and output transient signal for ach frequency 

of interest [86]. Some of the key communications systems carrier fr quencie are used 

for post simulation analysis. They include: 
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Figure 8-8: Transi nt response at the RX location for a random s a surface simulation. 
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Figure 8-9: Transi nt response at the RX location for a random sea urface simulation. 
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Figure 8-12: Ez fi ld at 60 % completed simulation. 

• 162 MHz the AIS (Automatic Identification System) ommunications chan­

nel . 

• 433 MHz a public band for wirele ommunication . 

• 913 MHz a public band for wir le s communication . 

• 1.621 Hz the Iridium satellit TX/ RX arrier frequency, as w II as t he Glob­

al t ar atelliLe TX channel. 

• 1. 00 GHz I CS communication channel. 

• 2.492 GHz the Globalstar RX ommunications channel, Eth rn t. 

• 3.'000 GHz th top end of th 1 ecLral content for th input pul . 

Thes fr qu nci s are chosen becau th y ar of specific inter t d for generalized 

communi ations. Any frequency can b ho n u ing this m thodology. Since th 

techniqu i wid band in nature, it i po ible to determine y t m tran £ r function 
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Figure 8-13: Syst m transfer function between a TX and an RX location over a 
random sea surface showing attenuation from VHF to 3 GHz. 

for t he entire band of interest . Figures 8-13 and 8-14 illustrat two unique frequency 

responses for propagation over random sea surfaces. 

Figures 8-13 and 8-14 illustrate som significant items worth m ntioning in the post 

simulation analy i . Both system t rans£ r functions are unique in nature. Both gen­

erally incr as in attenuation as frequency in reases, however the null of Figure 8-14 

illustrate how fading effects based on th specific geometry and sub equ nt mult i­

path can adv rsely ffect a communi ations chrumel. Also, it is worth noting th 

indicators of num rica] stability. In both system transfer fun tions the low r and 

higher frequency bands are beginning to demonstrate erratic l havior. This i du 

to the num ri al accuracy limits of th FDTD approach. At th upp r pectrum, the 

spectral cont nt of the pulse was som what limited above 2.5 GHz. At less than 500 

MHz, after v ral inv stigations, it is oncluded that the physical length of the ab­

sorbing boundary condition becom · s 1 ctrically short , inducing r fl tions back into 

the grid that ar rroneous. In dealing with numerical analy is and t he implemen­

tation thereof, it is important to understand the effects of solving problems through 
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Figure 8-14: System transfer function between a TX and an RX location over a 
random sea surface showing attenuation from VHF to 3 GHz. 

these means, and t o be aware of indicators when solutions should be interpreted 

accordingly. 

Now that the system transfer functions are determined , it is possible to exam­

ine t he path loss as a function of distance between TX and RX locations for each 

frequency of interest. The path loss experienced along a straight line between t rans­

mitter and receiver for the 433 MHz, 1.6 GHz and 2.5 GHz carrier frequencies are 

illust rated in Figures 8-15, 8-16 and 8-17 respectively. It is interesting to note that 

the locations where no attenuation is depicted are actually points located inside the 

sea surface boundary condition. Also, t he shadowing effects due to the individual 

peaks is observable directly following these regions, as loss plummets quickly. For t he 

three cited carrier frequencies, it is observed that path loss becom s more severe as 

both frequency and distance increase. This is of course an ·anticipated result. 

The objective of this work is to determined parameters of the path loss equation . 

This requires evaluation of the path loss exponent and standard deviation due to fast 

fading in the channel. For this purpose, we opt imize the path loss exponent function 
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Figure -15: Path Loss between TX and RX locations for 433 MHz. 
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Figure 8-16: Path Loss between TX and RX locations for 1.621 GHz. 

119 



~--------------------------------------------------------------------------~-------- -- --

co 
'0 

0 .-------,--------.-------,r---~ 

-50 

-100 

-150o'-------2-'-0 _______ 4_._0 ______ ---"6'-0 ----

Position (m) 

Figur~ 8-17: Path Loss between TX and RX locations for 2.492 GHz. 

to fit the path loss experienced in the specific channel over the distance simulated. 

Once the path loss exponent is determined, the standard deviation of the fit is also 

calculated. This is not done at a single point, but rather optimized over a region 

to ensure that the path loss and standard deviation are refiective of the average 

system transfer functions as a whole, and not to a localized null. Illustration of this 

small region over which optimization occurs is provided in Figures 8-18 and 8-19. 

Completing the same analysis for the frequencies of interest, it becomes apparent 

that by using the detail of the known maximum observable sea surface height in the 

marine communications channel leads to a relationship between both loss exponent 

and standard deviation for t he observable sea surface height . 

The path loss exponent linear regression analysis for t he specified relevant fre­

quencies of interest are illustrated in Figures 8-20 to 8-26. 

A summary of the path loss exponent vs. observable wave height regression anal­

ysis is given in Figure 8-27. k is the standard error , LB and UB are the lower and 

upper bounds, and R and RA2 are given as a measure of the goodness of fit . 95 % 

confidence bounds are illustrated in each regression analysis for loss exponent versus 
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Figure 8-18: A localized region of optimization used for d termining th path Jo s 
exponent and standard deviation. 
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exponent and standard deviation. 
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Figure 8-20: Path Loss Exponent vs. Observable Wave Height for 162 MHz with 95% 
confidence bounds. 
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Figure 8-21: Path Loss Exponent vs. Observable Wave Height for 433 MHz with 95% 
confidence bounds. 
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Figure 8-22: Path Loss Exponent vs. Observable Wave Height for 913 MHz with 95% 
confidence bounds. 
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Figure 8-23: Path Loss Exponent vs. Observable Wave Height for 1.62 GHz with 
95% confidence bounds. 
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Figure 8-24: Path Loss Exponent vs. Ob rvable Wave H ight for 1. GHz with 95o/c 
confidence bounds. 
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Figure 8-25: Path Loss Exponent vs. Obs rvable Wave Height for 2.5 GHz with 95% 
confidence bound . 
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Figure 8-26: Path Loss Exponent vs. Observable Wave Height for 3.0 GHz with 95% 
confidence bounds. 

Freq (GHzl Slope (LE/m) LB UB k RA2 R 
0.162 0.4465 0.3778 0.5152 0.0687 0.1341 0.3662 
0.433 0.5433 0.4679 0.6186 0.0754 0.3035 0.5509 
0.913 0.7094 0.6336 0.7852 0.0758 0.6287 0.7929 
1.61 0.9409 0.8623 1.019 0.0786 0. 7911 0.8894 
1.8 0.995 0.9151 1.075 0.0799 0.8087 0.8993 

2.492 1.029 0.9376 1.12 0.0914 0 .7603 0.8720 
3 0.9595 0.8265 1.093 0.1330 0.3469 0.5890 

Figure 8-27: Loss exponent linear regression analysis summary. 

observable wave height. 

During the regression analysis, the intercept of these relations is r quired to b 

2. This will prove advantageous when subsequent analysis i conduct d in regard to 

frequency. 2 is an appropriate approximation, as at nil observable sea surface height 

the path loss exponent reduces to the same value as is u ed for free spac path los . 

If we further then consider these newly obtained values of loss expon nt per meter 

(LE/ m) in conjunction with the frequency of interest for each, examining the loss 

exponent slope/m and frequency provides a secondary relationship. The collective 

slopes versus frequency are depicted in Figure 8-28, whereby the relationship b tween 

path loss exponent per meter of observable sea surface height and frequency can be 
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Figure 8-28: Path Loss Exponent per Wave Height (LE/m) vs. Frequency (GHz). 

modeled as a. logarithmic function. 

For both the path loss exponent and standard deviations, the regression analysis 

provides results in the form of, 

f(x) = p1 * x + p2. (8.1) 

The linear regression analysis ~esults for the path loss exponent/m versus the log of 

the respective frequencies, illustrated in Figure 8-29, for which the previous analysis 

are numerically determined, where k is the standard error that may be used to evalu­

ate statistical confidence levels for the coefficients. The lower and upper bounds, LB 

and UB respectively, are given for a 95% statistical confidence level. The k value may 

be utilized to evaluate other confidence level bounds if so desired . The coefficient of 

determinatimi, R2
, was determined to be 0.9245 and the multiple correlation coef­

ficient was evaluated to be 0.9615. This indicates an extremely strong r lationship 

between the path loss exponent/m and the log10 of frequency. 

The linear regression analysis of LE/m vs. frequency suggests that a generalized 

path loss model can be written for the marine communications channel during sea 

surface shadowing conditions in the north orth Atlantic region in the form, 
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Figure 8-29: Path Loss Exponent p r Wave Height' (LE/ m) v . LoglO(Frequency) 
(GHz) with 95% onfidence bound . 

PL(h, f) = PL(do) + 10 * [(0.498log10(!) + 0.793) * h + 2]log10(d) + X1 (8.2) 

where P L(d0 ) is the path los at 1 m, h is th observable wav h ight of the ea 

surface in m ters, f is the frequency of interest in gigahertz, and the contribution 

of X 1, is th random value given with standard deviation a( h) . In order to account 

for the random factor contribution to the path loss model, the tandard d viation 

is con idered in a imilar manner to the analysis of the path lo exponent versu 

observable s a urface height. The results are given in Figure -30 to -36. 

A ummary of the standard deviation vs. observable wave height r gr s ion anal­

ysis is given in Figure 8-37. k is the tandard error, LB and B ar the lower and 

upper bounds and R and Rt\2 are giv n as a measure of the goodness of fit. In the 

case of th standard deviation, the int rc pt of the regression analy is is required to 

be 0. Having a common intercept for the standard deviation is advantag ous for sub­

sequent analysi , and i a reasonable assumption as it is commonly known that with 
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Figure 8-30: Standard Deviation vs. Obs rvable Wave Height for 162 MHz with 95% 
confidenc bound . 
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Figure 8-31: Standard Deviation vs. Ob rvable Wave Height for 433 MHz with 95% 
confidence bounds. 
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Figure 8-32: Standard D viation vs. Ob ervable Wave Height for 913 MHz with 95% 
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Figure 8-33: Standard Deviation vs. Ob rvable Wave Height for 1.62 GHz with 95% 
confidence bounds. 
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Figure 8-34: Standard Deviation vs. Observable Wave Height for 1.8 GHz with 95% 
confidence bounds. 

15.---------~--------~--------~ 

110 ····(···~····················~··········~ 
~ 5 ························ X )(········· 

~ _ ................ ~ ... ~ ....... ---··"' ............ -
-5~--------~----------~--------~ 

0 5 10 15 
Observable Wave Height (m) 
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confidence bounds. 

Fre GHz Std Dev LB UB k R112 R 
0.162 0.2893 0.2161 0.3626 0.0732 0 1943 0.4408 
0.433 0.5713 0.4292 0.7136 0.1421 0.6984 0.8357 
0.913 0.6064 0.496 0.7166 0.1104 0.5430 0.7369 
1.61 0.6636 0.5445 0.7827 0.1191 0.5468 0.7395 
1.8 0.6806 0.5549 0.8065 0.1257 0.3324 0.5765 

2.492 0.7318 0.6208 0.8428 0.1110 0.6872 0.8290 
3 0 9318 0.8192 1.045 0.1126 0.7811 0.8838 

Figure 8-37: Standard deviation linear regression analysis summary. 

increasing sea surface height, standard deviation is anticipated to increase. Thus, 

with no sea surfac height, 0 standard deviation is a reasonable generality. 

A summary of the raw data upon which this analysis was conducted is given for 

the reader in Figure 8-38. For various randomly generated sea surface , the results 

.include loss exponent , standard deviat ion, as well as transient delay profiles for 10 

dB, 15 dB and 20 dB. Mean excess delay, root mean square delay and the Ric factor 

all also given, for all frequencies of stated interest. The Rice factor in this case is 

defined with respect to the first impulse from the diffracted signal, rather than the 

line of sight component and the multipath components. 

When examining the standard deviation experienced per meier of observable sea 
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surface height in regard to the carrier frequency, as illustrated in Figure 8-39, a 

secondary relationship materializes allowing us to relate the standard deviation to 

both observable wave height and frequency simultaneously, as was the Telationship 

with the path loss exponent. 
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Figure 8-39: Standard Deviation per Wave Height (LE/m) vs. Frequency (GHz). 

The coefficient of determination, R2 , was determined to be 0.602 and the multiple 

correlation coefficient was evaluated to be 0. 776. Though the statistical analysis is not 

as strong for the standard deviation as a function of frequency in comparison to the 

path loss exponent, where a firm relationship is clear. Thus the proposed gen ralized 

model for the standard deviation, CJ1, as a function of frequency is, 

CJj = [0.157! + 0.405] * h, (8.3) 

where f again is in gigahertz and t;.l1e observable sea height, h, is in meters. This 

model thus provides insight into the random contribution of X1 when considering the 

path loss model for a sea surface shadowing condition. 
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Figure -40: 10 dB Delay Profile v rsu Ob ervable Wave Height and corresponding 
data fit along with 95% tatistical confidenc bound . 

8.3 Sea Surface Shadowing Transient Analy sis & 

Model Development 

Using the t ran ient response generated directly by the FDTD el ctromagn tic channel 

simulation it i po · ible to evaluate th delay profiles and trans~ent characte~istic 

of t he communications channel based on the immediate output of the marine propa­

gation simulation . A with the previous lo s exponent evaluation, th data is th n 

investigat d wit h r gard to the observable wave height. Figures 8-40 to 8-42 illus­

trate th 10 dB , 15 dB and 20 dB transi nt delay profiles for th FDTD sea surfac 

shadowing population data set. 

The linear regression analysis for 10 dB, 15 dB and 20 dB delay profiles are 

determin d ba ed on the same form a u ed for the path loss expon nt and standard 

deviation. The collective results ar illustrated in Figure 8-43. Thu , for a 10 dB 

delay profile for a 60 m TX to RX separation, the generalized mod l bas d on the 

linear regr ssion analysis may be wri tten as, 
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Figure 8-41: 15 dB Delay Profile versus Observable Wave Height and corresponding 
data fit along with 95% statistical confid nee bounds. 
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Figure 8-42: 20 dB Delay Profile versus Observable Wave Height and corresponding 
data fit along with 95% statistical confidence bounds. 
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Coefficient Resuij LB UB k R'2 R 
10dB p1 3.97 1.25 6.70 1.36 0.28 0.53 

p2 38.24 22.12 54.35 8.06 
Coefficient Result LB UB k R'2 R 

15dB p1 5.42 0.27 10.57 2.58 0.17 0.41 
p2 62.26 31 .80 92.71 15.23 

Coefficient Result LB UB k R'2 R 
20dB p1 7.81 3.23 12.39 2.29 0.35 0.59 

p2 85.31 58.23 112.40 13.54 

Figure 8-43: Linear Regression Analysis for delay profiles at 10 dB, 15 dB and 20 dB. 
The standard error, k, is given for a 95% statistical confidence level with respective 
lower and upper bounds. 

Delay10dB(ns) = 3.97 * h + 38.24 (8.4) 

Similarly, for the 15 dB and 20 dB delay profiles, 

Delay15dB(ns) = 5.42 * h + 62.26 (8.5) 

and 

Delay20dB(ns) = 7.81 * h + 85.31 , (8.6) 

where the standard error can be applied to each coefficient as illustrated previously. 

Clearly, based on the statistical analysis, the quality of the function fit to the delay 

profile is lower than t hat observed in the regression analysis of the path loss exponent 

and t he standard deviation. The linear regression analysis exhibits a moderate corre­

lation at best. Consideration to this fact should · be given when using these proposed 

models for channel characterization. To model the mean excess delay and the root 

mean square delay, linear regression analysis is once again conducted on the transient 

response at t he RX location for the simulation population. The regression analysis 

for each is given in Figures 8-44 and 8-45 respectively. 95% confidence bounds for 

each are also included. 

The transient performance models must be considered with respect to the 60 m 
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Figure 8-44: Mean Excess Delay versus Ob ervable Wave Height and orre ponding 
linear regression analysis. The standard error for a 95% statistical onfidence lev 1 i 
given with respective lower and upper bounds. · 
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Figure 8-45: Root Mean Square delay versus Observable Wave Height and correspond­
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is giv~n with r spective lower and upper bounds. 
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Figure 8-46: K factor versus sea height, and corresponding data fit function . The 
95% lower and upper bounds are given. 

TX-RX separation communications channel from which they were derived. Therefore, 

the mean excess delay may be modeled as a function of observable wave height may 

be expressed in nanoseconds as, 

L 
MXD(L,h) = 

60 
(7.02h + 198.70). (8.7) 

Similarly the root mean square delay model based on the post simulation linear 

regression analysis is of the form, 

L 
RM S(L , h) = 

60 
(0.78h + 8.54). (8.8) 

In both cases the length of the channel of interest is represented by L, and given in 

metres. The height of the sea surface is denoted in meters by h. Levels of statistical 

confidence may be adjusted using the respective standard error as provided in the 

linear regression analysis using the standard error, k . 

The ratio of the init ial diffracted received power to the multipath received power 

138 



Coefficient Resutt LB UB k RJ\2 R 
MXS p1 7.019 5.133 8.905 1.886 

0.7205 0.848823 
p2 198.7 187.6 209.9 11.1 

Coefficient Result LB UB k• R/\2 R 
RMS p1 0.7849 -0.0171 1.587 0.802 

0.1612 0.388844 
p2 8.542 3.8 13.28 4.742 

Coefficient Result LB UB k RJ\2 R 
K p1 -0.2248 -0.3765 -0.07315 0.1517 

0.2902 0.538702 
p2 3.421 2.524 4.318 0.897 

Figure 8-47: Linear regression analysis summary for the mean excess, root mean 
square and Rice factor. 

was calculated based on the transient response for the fixed channel length of 60 

m. Iumerical results are given in 8-46. A trend was observed as the sea surfac 

height was varied. For the shadowing case, I< is considered as the ratio of the first 

received impulse to t he subsequent mult ipath contributions occurring after t he initial 

impulse. Interestingly, it is observed that this ratio decreases as sea surface height 

increases. Linear regression analysis of the FDTD simulated data was performed. For 

the channels analyz~d in this study, and by the described definition of I< , the po t 

simulation analysis produces a model, 

K (h) = - 0.225h + 3.421 (8.9) 

where h is the observable sea surface height in metres. A summary of the· regression 

analysis for the mean excess, root mean square and diffracted Rice factor analysis is 

give in Figure 8-47. 

These models, obtained using the FDTD method for overwater radio propagation 

analysis during sea surface shadowing conditions offer a unique insight into the ef­

fects of diffraction due to realistic sea surfaces. Using this novel numerical approach 

to study a problem that is difficult to address by analytic means, if possible at all, 

has produced parameterized models of path loss exponent and standard deviation 

as functions of both frequency and observable wave height. The mean exc ss delay, 
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delay profiles and the Rice factor are characterized based on the observable wave 

height only. In using this proposed methodology, the readily available detail of th 

sea surface over which propagation occurs makes this study and subsequent mod 1 

synthesis possible. Although th se channel performance models are based on the 

modified Pierson-Moskowitz spectral model for the north North Atlantic region, the 

methodology could be used in conjunction with sea surface models for other regions of 

interest. The development of this approach to overwater radio propagation analysis 

and marine communications channel simulation during sea surface shadowing con­

ditions has produced novel channel performance models that are functions of both 

frequency and observable sea height. Conveniently, these models can be used for link 

budget analysis during the system design process to quantify th effe ts of the sea 

surface for a variety of marine applications. 

8.4 Inshore Measurement Outline 

Obtaining deep sea measurements of wireless ommunications channel performan e 

is a difficult task. In this work it is not feasible to conduct a complete validation of 

the sea surface shadowing models, particularly in combination with obtaining details 

of the sea surface such that it is a known entity at the time of propagation anal­

ysis can be directly compared to FDTD simulation results. This is due primarily 

to the inaccessibility of the deep sea location, particularly during high ea states. 

Furthermore, to perform a flight test using a U AV is currently restricted by Trans­

port Canada. Rather, a near shore measurement procedure is conducted to asse s 

the general numerical result obtained during the FDTD analysis that the standard 

deviation contribution to the path Joss equation increases as observabl wave height 

increases. Though the ~pecific diffraction and scattering mechanism is different than 

that of deep sea locations due to different spectral content of the sea surface, thi 

generalized principle is anticipated to maintain for either propagation environment. 
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Figure 8-48: The gorge over which the transmitter (left peak) and receiver (right 
peak) are positioned for measurem nts. 

The site chosen for the inshore measurements is an inlet near Cape Spear, lew­

foundland, Canada. Though this·effort does not directly verify th validity of the sea 

surface shadowing channel performance models developed previously in this work, an 

experimental study can examine one of the key generalized claims obtained during 

numerical analysis in a qualitative fashion. 

The location of experiment is chosen to be an inlet upon which a fixed communi­

cations link is established over a body of sea water. Figures 8-4 and 8-49 show the 

actual measurement site. Power is measured over a random sea surface of variable 

height. The physical separation of the TX and RX locations was measured u ing a 

laser distance finder to be 41.5 meters. This is advantageous in some aspects, as the 

height of both the transmitter and receiver remain fixed, alleviating a common prob­

lem experienced in conducting measurements using floating platforms at a. nlike 

the FDTD simulation agenda for shadowing, the two antennas are lo at d in line of 

sight condition . Two high gain Yagi antennas are used at fixed locations above the 

commu.nications channel for both the transmitt r and receiver. One such antenna i 

shown in Figure 8-50. 
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Figure 8-49: A second perspective of the transmitter location above the communica­
t ions channel. 

Figure 8-50: The high gain RX Yagi antenna is fixed pointed at the transmitter 
location. The TX antenna is identical, located at the other side of the inlet. 
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Figure 8-51: An instantaneous random sea surface. 

Measur ments of r ceived power were taken over the random sea surface located 

at the bottom of the inlet. Several images were taken to illustrate the dynamics of 

the sea surface as a reflecting body in the channel under which the measurements 

were conducted. Figures 8-51 to 8-53 show the changing sea surface. 

Measured data was collected using a Spectrum Analyzer, model HP 8560E. The 

transmit signar was generated using an RF signal generator, model HP 8657 A, at a 

power level of+ 13 dBm. Measurements were collected over a two day period. At the 

time of each measurement set, the received power was recorded at equal time sampling 

intervals. Wind speed was recorded , as it is the basis for the Pierson-Moskowitz 

spectral model in the deep sea location , however, the wind speed was extrem ly 

random between 0 and 10 knots over the entire measurement p riod. Unlik the fully 

developed deep sea models, the random sea surface seemed to be a function of tidal 

eff cts at the time of day, rather than the wind. Measurements wer conducted for two 

distinct sea surface conditions. First, for ah observable sea surface of approximately 

0.3 m and second, for an approximat l m sea surface. The wave height was estimat d 

based on the physical displacement of the sea surfac upon a the solid rock side of the 

gorge structures located in the basin of the channel. Based on historical experience 
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Figure 8-52: An second instantaneous random sea surface. 

Figure 8-53: An third instantaneous random sea surface. 
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at the location, these wave heights were a relatively calm circumstance for the area. 

The high gain antennas used were intended for cellular applications, operating 

ideally between 800 - 900 MHz. The spectrum analyzer was suitable for 1 MHz to 

3 GHz measurements, however, the RF source could only operate up to 990 MHz. 

As radiation patterns generally change for antennas as a function of frequency, par­

ticularly high gain antennas, the limited bandwidth range of 600 MHz to 990 MHz 

was chosen for this experiment to avoid radical changes in radiation pattern. More­

over, the antennas were used in the approximate frequency range for which they w r 

intended. 

The calibration of the channel measurements was based upon a land based mea­

surement of the received power for the two high gain antennas separated by a distanc 

of 1 m. This configuration is illustrated in Figure 8-54. During the land based cal­

ibration process, the standard deviation for the received power was evaluated at all 

frequencies between 600 and 990 MHz. Thus,. as the ground surface between the 

antennas remained constant and flat during the calibration measur ments it is rea­

sonable to assume that this will also be the case as the observabl sea surface height 

approaches zero. The standard deviation of the system unaffected by the ea surface 

can then be removed from the measurements after experimental results over the inlet 

are completed. The land calibration measurements are giv~n in Figure 8-55. 

Obtaining the measured standard deviation is the main objective of interest in this 

experiment during sea· surface conditions of different significant s a surface heights. 

The FDTD simulation for the fully developed deep sea surface predicted that the 

standard deviation of the path loss equation would increase as a function of observabl 

sea height. To assess this, the average power and and subsequent standard deviation 

for the frequencies over both the 0.3 m and 1.0 m wave heights is measured. The 

raw data collected over the fixed link channel are given in Figure 8-56. The adjusted 

standard deviation results, removing the standard deviation innate to the system are 

given in Figure 8-57. These results are also plotted in Figure 8-58, providing data for 
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Figure -54: The 1 meter land based measurement used for tandard calibration 
procedure of th path loss measurement. 

Frequency Land Calibration 

-MHz AVGmW STDmW o/oAVG 

600 0.00182 0 0.00 

750 0.033113 0 0.00 

900 0.032854 0.000773 2.35 

913 0.032587 0.000734 2.25 
925 0.023734 0.000472 1.99 

950 0.002752 0.00017 6.17 

975 5.13E-05 2.53E-06 4 .94 

990 2.04E-05 6.64E-07 3.25 

Figure 8-55: Measured pow r and standard deviation of land calibration. 

0.3 m Observable Wave Hei ht 1.0 m Observable WfNe Hei ht 

AVGmW STDmW %AVG AVGmW STDmW %AVG 

2.74E-06 1.06E-07 3.85 2.94E-06 1.69E-07 5.75 

750 9.34E-05 4 .56E-06 4.88 7.29E-05 8.62E-06 11 .83 
900 7.64E-05 3.54E-06 4 .63 4 .74E-05 3.18E-06 6.70 
913 4 .71E-05 1.63E-06 3.46 3.59E-05 .2.08E-06 5.81 
925 5.28E-05 1.56E-06 2.95 3.26E-05 1.26E-06 3.87 
950 4 .98E-06 3.66E-07 7.35 2.37E-06 1.43E-07 6.03 
975 1.29E-07 1.1E-08 8.48 5.43E-08 4.93E-09 9.09 
990 2.94E-08 3.0.6E-09 10.41 5.48E-09 8.53E-10 15.56 

Figure 8-56: Measur d Power and tandard d viation of th fix d inlet link for 0.3 m 
and 1.0 m obs rvabl wave heights. 
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Fre.que nc 0.3 m ·1.0 m 
MHz %AVG %AVG 
600 3,85 5.75 

750 4.88 1 ~ .83 

900 2.28 4.35 
913 1.2 1 3.56 

925 0.96 1.88 
950 1.18 -0.14 

975 3.53 4.14 
990 7.16 12.30. 

Figure 8-57: Standard deviation increase for the fixed inlet link at 0.3 m and 1.0 m 
observable wave heights calibration adjusted . 

all three measurement sets, as well as the calibration adjusted standard deviations 

for 0.3 m and 1.0 m observable wave heights in Figure 8-59. 

Once t he data has been collected , the standard deviation is calculated in m W 

and converted to percent ile of the average measured power. The raw data is then 

adjusted to remove the calibration stan.dard deviation to eliminate any effects of 

the measurement hardware. The adjusted results are given in Figure 8-59. Factors 

of error in this process should certainly include the possibility of RF energy being 

measured originating for equipment other than the RF source. Clearly examining the 

measured results, the standard deviation has increased between the 0.3 m observable 

wave height and the 1.0 m observable wave height for all but one frequency. The 

standard deviation for the 1.0 m wave was measured up to 12% whereas the maximum 

measured value for the 0.3 m observable wave height was only 7%. Thus, although 

the sea surface at the shoreline and respective measurements are ant icipated to be 

significantly different that those that would be obtained in a fully developed deep 

sea location, t he measured data supports the basic result obtained by FDTD marine 

communications channel simulation that an increase in observable wave height for a 

random sea surface will produce an increase in the standard deviation of the received 

power between a transmitter and receiver propagating over a body of sea water. 
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Chapter 9 

Conclusion 

This research effort has introduced new techniques in evaluating communication chan­

nel propagation effects during sea surface shadowing condi~ions in the marine envi­

ronment. Two distinctly diff'erent modeling methodologies were developed to support 

system design for the marine communications channel. First , the marine geometri­

cal theory of diffraction was developed as an extension of the geometrical theory of 

diffraction. Through the Marine GTD, diffraction analysis can be estimated requiring 

only knowledge of the sea surface height and the TX and RX location in proximity 

to a wave peak. Second, a marine communications channel modeling methodology 

was developed and implemented using the finite difference - time domain method. 

This method uses a highly accurate transient approach to obtain direct solutions to 

Maxwell's equations to evaluate propagation over a random sea surface. The random 

sea surface is synthesized using the Pierson-Moskowitz spectral model. The numerical 

analysis method has produced novel parameterized channel performanc models that 

can be used to quantify the effects of the sea surface on wireless communications as 

functions of sea surface height and frequency. This has not previously been possible. 

The objective of this research effort has been to study the effects of the sea surface on 

the marine communications channel, namely path loss during shadowing conditions, 

contribution of fading to the path loss equation, and to quantify the effects such that 
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they can be represented accurately in the link budget component of the system design 

process. By development of the Marine GTD, a fast convenient procedure is devised 

to estimate diffraction loss based on the single highest peak of a sea surface. Though 

based on the geometrical theory of diffraction, which has proved very accurate for 

terrain features on larid , the methodology is still an approximation of a more com­

plex sea surface profil . Such an approach is characteristic of models such as the knife 

edge that approximate physical features by simpler geometries. In contrast, the nu­

merical methodology developed in this work is centered around propagation analysis 

using the FDTD method. This approach offers a more accurate depiction of both the 

sea surface and the electromagnetic propagation effects. That is, the overwater ra­

dio propagation analysis is conducted by highly accurate electromagn tic simulation 

providing analysis of all propagation phenomena, and furthermore, the ea surface is 

compris d of many superposed waves that more accurately reflects the ea surface . 

. The numerical methodology has made a general study possibl for the north orth 

Atlantic region, and th advantage of retaining th details of the sea surfac has mad 

synthesis of performance models that relate propagation eff cts directly to observable 

sea surface height possible. All software developed in this research was developed in 

Matlab. Both the FDTD software and the numerical analysis conduct d to synthe­

size the relevant param ter of the Marine GTD used no commercially or privately 

available products. The Marine GTD and numerical methods proved effective in 

comparison to the widely accepted knife edge diffraction model which wa used as 

a benchmark to judge the validity and ensure the accuracy of the Marine GTD and 

the FDTD based numerical methodology to calculate diffraction loss. 

The marine geometrical theory of diffraction has been formulated to quickly esti­

mate diffraction effects from a single ea surface wave as an extension of the geometri­

cal theory of diffraction. This methodology offers a pragmatic solution for the system 

designer to obtain insight· into the diffraction effects of the sea surface for waves up to 

25m in height. The profile of the obstructing wave is based on the Pierson-Moskowitz 
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spectral model. Solutions are readily available from the analytic form for a known 

channel topology. The Marine GTD can be used in the same manner as the well 

known knife edge diffraction model, with the added benefit of the increased accuracy 

in typical of diffraction calculations usin'g the geometrical theory of diffraction. The 

Marine GTD methodology was developed by synthesizing parameters pertinent to the 

GTD specifically for the sea surface such that it retains closer physical form to the 

obstructing wave. It is suitable for estimation of diffraction effects in the link budg t 

analysis segment of the system design process. Although this formulation is based 

on the modified Pierson-Moskowitz spectral functions for the north orth Atlantic, 

the methodology presented in this work can be used to develop similar models for 

any other region, provided the pertinent spectral model is available. The formulation 

of this model was generated by parameterizing all aspects as functions of observable 

sea surface height, and ·thus use of the Marine GTD requires no knowledge of the 

physical shape of the sea surface. Compared to the knife edge diffraction calculations 

for a common topology, the Marine GTD gave comparable diffraction results wher 

discrepancies were typical for terrestrial measurement studies comparing the GTD 

and knife edge models. 

The second methodology developed in this work for marine communications chan­

nel modeling is a numerical approach that uses the finite difl'erence - time domain 

method. This methodology was implemented in Matlab, such that marine propaga­

tion analysis was possible through transient electromagnetic analysis method with­

out the use of any commercial software. All segments were developed specifically 

for this efl'ort. The combination of the three independent components including th 

PM sea surface synthesis, FDTD electromagnetic simulation implementation, and the 

path loss equation characterization algorithm have been combined to produce a nov l 

methodology for the purpose of transient propagation analysis of the the marine com­

munications channel. Overwater propagation is simulated numerically by obtaining 

direct solutions to Maxwell's equations recursively. As a key advantage, them thod-
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ology retains detailed knowledge of the sea surface over which propagation occurs, 

overcoming the key difficulty when conducting measurement based studies. The ·sea 

surface is implemented as a perfect conducting boundary during propagation analysis 

in the FDTD engine. For sea surface shadowing conditions, novel parameterized chan­

nel performance models based on both frequency and observable wave height have 

been developed in a manner that has not previously been possible. Models developed 

as a result of this effort include the path loss exponent, the standard deviation of 

the random contribution to the path loss equation. Transient models obtained by 

this study include the mean excess delay, the root mean square delay, delay profiles 

by dB, ru1d the Rice factor which are parameterized as functions of observable wave 

height. These models are compact, convenient, require no detailed knowledge of the 

sea surface and are intended to quantify effects of the marine communications chan­

nel during the link budget calculations of the general wireless communications system 

design process. 

The validity of the FDTD implementation is assessed through diffraction analysis 

upon an ideal knife edge structure. Numerical results obtained through simulation 

from the FDTD implementation are compared to the analytic solution giv n by th 

knife edge equation. Free space propagation is also used as a benchmark, as the FDTD 

tool is also supported by accurate calculations of the path loss exponent and speed 

of light calculations in free space. The numerical results proved to be in very good 

agreement with the analytical knife edge equation, as well as the free space path loss 

exponent and determination of the speed of light. A brief measurement agenda was· 

also conducted at an inshore location to confirm the generalized result that standard 

deviation of the random contribution in the path loss equation increases with observ­

able wave height. Though the measurement effort cannot verify the parruneterized 

channel performance models developed for deep sea locations with fully developed 

seas, the measurement agenda does support the qualitative claim that standard devi­

ation does increase with observable wave height. The difficulties that were observed 
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in· the numerical analysis and implementation of the FDTD simulation tool included 

boundary condition errors and the limitation of the physical siz of th channel by 

available computer memory. The boundary condition errors experienced in this work 

are typical of all FDTD implementations, and can be decreased by increasing the cells 

allocated to the absorbing perimeter of the finite difference grid. The 2D eros section 

approach to channel simulation is limit d by available physical m mory at this time 

of modern computing hardware. 3D simulations prefaced by 2D work, as has been 

the progr ssion of most previous computational electromagnetics approaches, will b 

possible in the future. 

Overall th objective for which this r earch was undertaken has been achieved. 

The goal of d v lopment of new methodologi s for studying marin communications 

channel eff cts has produced novel theoretically-based and num ri al methods to 

quantify sea surface shadowing effects on channel performance in both the time and 

frequency domain. Practical channel performance inodels that are parameterized in 

regard to both fr qu ncy and sea surface height provide a m ans to quantify chann l 

effects of th s a urface, and are well uited for use in link budg t alculations. It is 

the author' hope that these results find their way to the system l v l de igner and 

that the nov 1 models produced during thi r search provide in ight in th y tern 

design proc s uch that wireless communications links developed for the purpose of 

general maritim traffic and life saving device ar ultimately designed with increased 

robustnes. and r liability such that they have b nefited from this research endeavor. 
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