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Abstract

The technique of infrared multiple photon dissociation (IRMPD) spectroscopy has shown its ability to determine the 3D (dimensional) structure of gaseous ions. Using this technique, the structures of small biologically relevant ions such as amino acids and nucleic acid bases bound with a proton or metal cations in the gas-phase were determined. The necessity of employing computational methods to analyze and interpret the experimental data has been demonstrated. However, the computational results must be analyzed with extreme caution to prevent any incorrect conclusions. Among the parameters one has to consider when dealing with the computational results is the experimental method used to obtain the data. For example, the simulated IR spectra for only two of the four lowest-energy protonated adenine dimer isomers were similar to the experimental IRMPD while, based on gas-phase calculations, the four lowest-energy structures were almost isoenergetic. Since the ions were produced by electrospray ionization (ESI) from the solution phase, the effect of water as a solvent was considered by applying two independent computational approaches to take solvation effects into account. Polarizable continuum model (PCM) calculations as well as microsolvation with five explicit water molecules calculations showed that water only preferentially stabilizes these two observed isomers, consistent with the interpretation of the IRMPD spectra. The results suggest great caution is required when using gas-phase calculations to predict the structures of gaseous ions borne in solution by ESI.
To investigate the influence of solvent on the structure of ions, an experimental method was developed to produce solvated ions in the gas-phase. These solvated ions then were investigated by IRMPD spectroscopy and blackbody infrared radiative dissociation (BIRD) to obtain kinetic and thermodynamic data. The solvation of electrosprayed ions occurs in the accumulation/collision hexapole of a hybrid quadrupole-Fourier transform mass spectrometer (Q-FTMS) by introducing the solvent into the collision cell. The most sensitive parameters based on our experience were the collision energy in the hexapole, the pressure of both collision gas and solvent in the hexapole, ion accumulation time, and the chemical nature of the species. This method was successfully applied to adenine and thymine cluster ions to produce multiply hydrated ions. The structures of singly hydrated ions were determined by IRMPD spectroscopy.

Due to the importance of m-DNA (metalated-DNA), an attempt to investigate the structure of singly hydrated thymine zinc ion-bound dimer was initiated. It was found that thymine loses one proton in the presence of zinc. Therefore, the \([\text{Thy}_{2-H}-\text{Zn}-(\text{H}_2\text{O})^+]\) cluster was singly charged. Solely comparing the IRMPD spectrum in the 3100-3850 cm\(^{-1}\) and simulated IR spectra was not sufficient to assign only one structure to the observed spectrum. Based on thermochemical values, the two lowest energy structures were assigned as possible structures under the experimental conditions. In the most stable structure, the water is directly attached to the zinc in the zinc ion-bound dimer in which the Zn\(^{2+}\) is shared between the two thymines at N3O4 sites. Furthermore, computational data suggested that recording an IRMPD
spectrum in the 1800-2800 cm\(^{-1}\) region might be useful to distinguish between the two lowest energy structures. Therefore, recording the spectrum for the \([({\text{Thy}_2\text{-H}})\text{-Zn-}(\text{H}_2\text{O})]^{+}\) cluster in this lower energy region is part of the future work.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIRD</td>
<td>blackbody infrared dissociation</td>
</tr>
<tr>
<td>CID</td>
<td>collision-induced dissociation</td>
</tr>
<tr>
<td>CLIO FEL</td>
<td>centre laser infrarouge d'Orsay free electron laser</td>
</tr>
<tr>
<td>DFT</td>
<td>density functional theory</td>
</tr>
<tr>
<td>ECP</td>
<td>effective core potential</td>
</tr>
<tr>
<td>ESI</td>
<td>electrospray ionization</td>
</tr>
<tr>
<td>FELIX</td>
<td>FEL (free electron laser) for infrared eXperiments</td>
</tr>
<tr>
<td>FT-ICR MS</td>
<td>Fourier transform ion cyclotron resonance mass spectrometry</td>
</tr>
<tr>
<td>IRMPD</td>
<td>infrared multiple photon dissociation</td>
</tr>
<tr>
<td>IVR</td>
<td>intramolecular vibrational energy redistribution</td>
</tr>
<tr>
<td>KTP</td>
<td>potassium titanyl phosphate, KTiOPO4</td>
</tr>
<tr>
<td>MALDI</td>
<td>matrix-assisted laser desorption/ionization</td>
</tr>
<tr>
<td>m-DNA</td>
<td>metalated-DNA</td>
</tr>
<tr>
<td>MS-MI</td>
<td>mass spectrometry-matrix isolation</td>
</tr>
<tr>
<td>OPO/A</td>
<td>optical parametric oscillator/amplifier</td>
</tr>
<tr>
<td>QIT</td>
<td>quadrupole ion trap</td>
</tr>
<tr>
<td>RF</td>
<td>radio frequency</td>
</tr>
<tr>
<td>TCID</td>
<td>threshold collision-induced dissociation</td>
</tr>
<tr>
<td>YAG</td>
<td>yttrium aluminum garnet</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 Structural Determination of Gas-phase Ions by Mass Spectrometry

Determining three dimensional (3D) structures can lead to a full understanding of a molecule’s chemical properties as in chemistry it is believed that “structure controls function”. One or two dimensional information gained from chemical formula and molecular drawing, respectively, may not provide all the necessary information to be able to characterize chemical behaviours whereas by obtaining 3D structures one can fully describe a molecule in terms of its atoms connectivity and their orientation in space as well as its bond length and dihedral angles. Once the structure is known, the chemical behavior of the species can be understood. Protein secondary (2° regularly repeating local structures stabilized by hydrogen bonds) and tertiary (3° the spatial
relationship of the secondary structures to one another) structure has an impact on nutritional quality, fermentation and degradation behavior in both human and mammals.\textsuperscript{1} For example, a high percentage of $\beta$-sheets usually reduces the access of digestive enzymes to the protein, causing poor digestibility and, as a result, low protein value. Such information is only available from a precise description of the structure.

Mass spectrometry is the leading technique for determining gaseous ion structures. Mass spectrometry has significantly contributed to determining “primary” and “secondary” structures for molecular ions - primary refers to the connectivity of the atoms within the different building blocks of a biological molecule, and secondary refers to the position of the different components in a complex in the general 3D form, respectively.

The development of electrospray ionization (ESI)$^2$ and matrix-assisted laser desorption/ionization (MALDI)$^3$ has led to an extensive investigation of biomolecular ions. Noncovalently bound biological complexes such as protein-receptor, enzyme-substrate and multiprotein complexes can be transferred from aqueous solutions to the gas phase by ESI.$^4$ Noncovalent interactions are generally much weaker than covalent bonds and control the biochemical function of biopolymers by providing them more flexibility to vary their structure. The study of these systems in the gas phase is a promising experimental approach to investigate directly key intermolecular interactions in the absence of solvent perturbation. This is in contrast to the condensed
phase where solvent effects can affect the interactions within a system. Furthermore, the interactions of the ion with solvent in the gas-phase provide information about the preferred coordination of ions by solvent molecules and their conformational changes of geometry upon solvation. In contrast to the solution phase, numerous conformers and isomers can be present in the gas phase. These solvent effects can also be studied through mass spectrometric (MS)-based methods by adding solvent molecules in a selective and stepwise manner (see Chapter 5). The ultimate purpose and challenge for studying the physical properties of sequentially solvated ions is to extrapolate to or contrast these properties with those in the solution phase, especially for biologically relevant molecular systems.

Different mass spectrometric-based methods have been developed for selectively cleaving linkages in biopolymers for sequence information as well as for structural and for thermodynamic determinations. These methods are based on collisional and photochemical activation methods, as well as the employment of neutral reagents to effect chemical transformations in low-energy collisions.

This dissertation is focussed on three goals. The first is elucidation of the structures of small biologically relevant ions such as proton-bound aliphatic amino acid complexes and metal ion-bound/proton-bound DNA nucleic acid base complexes in the gas phase using infrared multiple photon dissociation spectroscopy (IRMPD) and density functional theory (DFT) calculations (Chapters 3 and 4). A second important goal (Chapter 5) is the development of a MS-based technique to produce solvated gas-
phase ions. Finally, in Chapter 6 and 7 this method of solvating ions was successfully applied to produce singly solvated metal ion-bound adenine and [Zn (Thymine-H)]\(^+\) systems. IRMPD spectroscopy was used to study the structure of these solvated ions. The conclusions and proposals for future work will be summarized in Chapter 8.

In the following sections of this chapter, different MS-based techniques for structural studies of gaseous ions including collision-induced dissociation (CID), thermo-chemical methods, and spectroscopic methods will be introduced. IRMPD spectroscopy is the technique used extensively in this research. Experimental and theoretical details of IRMPD will be discussed in more detail in Chapter 2 as well as the computational methods used to assist in analyzing the experimental data.

1.2 Mass Spectrometric-based Techniques for Structural Studies of Gaseous Ions

1.2.1 Collision-Induced/Activated Dissociation (CID/CAD) Methods

Collision-induced dissociation (CID) is a common method used to obtain structural connectivity information by dissociation of the analyte and investigating the resulting ionic fragments.\(^8\text{--}^{10}\) In general, mass-selected ions, which are accelerated,
undergo collisions with a noble gas (typically argon) at low pressure. In this method, each ion collides with an inert collision gas atom and, in the case of very low pressures, the collision happens only once, i.e. single-collision conditions. During a collision, a portion of the ion's kinetic energy can be converted into internal energy which causes dissociation. According to the law of conservation of momentum, the kinetic energy of a rapidly moving particle (analyte ions) colliding with a static target (inert collision gas) cannot be entirely converted into internal energy. The maximum kinetic energy converted to internal energy of the ion during a collision with a background gas molecules is given by Equation 1.1,

\[ E_{\text{com}} = E_{\text{lab}} \frac{M_g}{M_g + M_p} \]  

where \( E_{\text{com}} \) is the maximum energy fraction converted into internal energy (center of mass collision energy), \( E_{\text{lab}} \) is the laboratory-frame kinetic energy, \( M_g \) and \( M_p \) are the mass of the neutral collision gas and the parent ion respectively.\(^\text{11}\)

CID is highly dependent on the conditions of the experiment such as instrument configuration, the nature of the inert collision gas and the parent ion, the ion kinetic energy, and the number of collisions occurring during the activation period.\(^\text{12}\) In practice, two commonly used regimens for CID of gas-phase ions are based on the ion kinetic energy. These two regimens are low-energy CID with a collision energy of up to 100 eV (1-100 eV) and high-energy CID in the range of several thousand electron volts (keV) of collision energy.
1.2.1.1 Low-energy CID

Low-energy CID is typically conducted in quadrupole/multipole collision cells, ion traps, or ion cyclotron resonance (ICR) mass spectrometers. The collision energy in these instruments is low (under 100 eV) in order to be able to trap and detect the mass-selected ions inside these traps. Due to the low collision energy, the excitation usually occurs in the vibrational levels and leads to the weakest bond cleavage pathways. For instance, in the low-energy CID of bradykinin,\textsuperscript{13} side-chain cleavage peaks are absent but they were observed at the keV dissociation CID.\textsuperscript{14} One of the advantages of low-energy CID is its high collision yields, i.e. the number of effective collisions leading to dissociation of an ion. This is partly because the selected collision gas pressure allows multiple collisions (tens to hundreds) to occur.

CID can be performed inside the ICR cell by introducing the collision gas into the cell through a pulse valve and at a pressure on the order of $10^{-8}$ mbar. Traditionally, fragmentation of ions in the ICR cell was achieved by exciting the ions with a short radio frequency (RF) pulse ($\sim$500 $\mu$s) in which the frequency of the RF pulse is on-resonance with the cyclotron frequency of ions (see Chapter 2). Ions are accelerated to the desired kinetic energy and activated by collisions with neutral gas. Since ions collide with the neutral target gas, they lose kinetic energy. Therefore, multiple-collision activation with on-resonance excitation is relatively inefficient. Several alter-
native methods of excitation such as sustained off-resonance irradiation collisionally induced dissociation (SORI-CID) have been developed.\textsuperscript{15,16} In this technique, the RF pulse is off-resonance, slightly above or below, with the resonant frequency of the precursor ion, causing ion kinetic energy to oscillate with time. Fragments are produced by increasing the kinetic energy of ions at the same time as the collision gas is pulsed into the ICR cell. Freiser \textit{et al.}\textsuperscript{17} first conducted CID of small molecules in a Fourier transform ion cyclotron resonance (FT-ICR) spectrometer. A valuable review on the CID in FT-ICR mass spectrometry has been published by Lifshitz.\textsuperscript{18}

CID has been widely used for structural determination and to distinguish between isomers. For example, two isomers of intertwined rotaxane and the non-intertwined (axle-wheel) complex shown in Figure 1.1, are distinguished using CID by their different fragmentation patterns.\textsuperscript{19,20} In the CID spectrum of the complex, the major fragmentation pathway is loss of the axle which is not observed in the rotaxane CID spectrum. This can be explained based on their topologies. In rotaxane, the axle is mechanically bonded to the wheel and cleavage of this covalent bond is a high energy pathway. However, in the complex, the axle is connected to the wheel through four hydrogen bonds which can be easily cleaved. Therefore, the intact axle can be released and the evidence is provided by the CID spectrum. These types of experiments are highly interesting from both a fundamental point of view and that of synthetic chemists dealing with these species.

CID is a fast and reliable method for structure elucidation in multi-component
mixtures without an extensive sample cleanup or separation process. The CID behavior of tetra(aryl)benzidine derivatives is interesting because they contradict the "even electron rule". Based on this rule, CID of closed-shell even-electron (EE)
Figure 1.2: ESI-MS\textsuperscript{2} of a tetra(aryl)benzidine derivative along with fragmentation reactions of the precursor ion [M]+ at m/z 884.5. Figure reproduced from Eur. J. Org. Chem. 2007, 5162 with permission from John Wilcy and Sons Inc.
cations preferentially produce closed-shell product ions and neutral fragments. These compounds are easily oxidizable with $E_{1/2(ox)}$ values distinctively below 1 V (vs. ferrocene). However, in Schafer et al.\textsuperscript{24} CID experiments, transient odd-electron reaction intermediates were detected which were explained based on the strong ability of compounds with low oxidation potentials to stabilize the corresponding open-shell cations.

The ESI-MS/MS (MS$^2$) spectrum of the radical precursor of one of the derivatives is shown in Figure 1.2. In this Figure, OE represents the odd-electron-number intermediates while EE represents ions with even numbers of electrons.

1.2.1.2 High-energy CID

In high-energy CID, the precursor ion kinetic energies are on the order of several thousand electron volts (keV). Only sector instruments, time-of-flight, or hybrid instruments are practical for such high-energy studies. In this technique, the ions are directed through a higher pressure region of the mass spectrometer called the collision cell. A schematic of a typical three sector instrument of BEE geometry in which B and E refer to magnetic and electrostatic sectors respectively, is shown in Figure 1.3. The desired ion can be separated from all other ions by the magnetic field (B) and directed into the collision cells which are located in the field-free regions to perform CID. The analysis of all ionic dissociation products of the experiment is performed in the electrostatic sector.
Figure 1.3: Schematic of a typical three sector instrument of BEE geometry.

Wang and Holmes\textsuperscript{25} used CID with an ion accelerating voltage of 8keV and helium collision gas to investigate an unexpected composite metastable ion (MI) peak, resulting from the isobaric losses of CO and C\textsubscript{2}H\textsubscript{4} (M\textsuperscript{**}-28) from 2,3-pentanedione radical cation. Metastable ions are formed with sufficient excitation to dissociate spontaneously and without collision during its flight from the ion source to the detector. In the MI time frame (10\textsuperscript{-4} to 10\textsuperscript{-6} s), a McLafferty rearrangement\textsuperscript{26--28} (see Scheme 1.1) leads to an ethene loss in the 2,3-pentanedione radical cation. However, the presence of a composite peak at (M\textsuperscript{**}-28) shows that there must also be another fragmentation channel (Fig. 1.4). Since this peak consists of a large kinetic energy
release (KER) (the broad base) section and a small KER section (at the center), the possibility of two competing dissociation pathways was investigated by identifying the structure of each component of the composite peak using a modified VG-ZAB tandem mass spectrometer (Fig. 1.3). Metastable ion and CID mass spectra of the ionized diketone molecules were performed in the second field-free region (FFR) of the mass spectrometer. Using the electrostatic analyzer, each component of the peak was transmitted into the third FFR where a CID spectrum of the fragment ions generated in the second FFR was recorded. In the CID spectrum of the large KER component (Fig. 1.5b), two major products were observed at m/z 43 and 57 which is similar to that of the ionized 2-butanone (Fig. 1.5c). This similarity in the fragmentation spectrum proves that the large KER component arises from the loss of CO from a rearranged, ionized 2,3-pentanedione. The CID spectrum of the small KER component (Fig. 1.5a) shows another major fragment at m/z 44 which is absent in the CID spectrum of the 2-butanone ion. This fragmentation was explained based on the McLafferty rearrangement. The carbonyl group at atom 2 of 2,3-pentanedione abstracts a γ-hydrogen from the ethyl group and produces a hydroxyl-substituted
Figure 1.4: Metastable ion (MI) mass spectrum of ionized 2,3-pentanedione. Figure reproduced from Int. J. Mass Spectrom. 2006, 249-250, 222 with permission from Elsevier.

methylketene ion with an m/z of 72 from the intermediate shown in Scheme 1.1. Based on computational data, a small barrier for the cleavage of the $\alpha$-$\beta$ bond in the intermediate ion which leads to the formation of ethene is predicted. Therefore, based on the CID spectra, it was concluded that the CO loss results in the large KER part while the small KER slice arises from the loss of $C_2H_4$.

CID can provide the connectivity of atoms in an ion, but it is not obvious how
Figure 1.5: CID mass spectra of: (a) the middle, (b) the edge component of the composite (M-28)$^{++}$ peak and (c) ionized 2-butanone. Figure reproduced from Int. J. Mass Spectrom. 2006, 249-250, 222 with permission from Elsevier.
one would obtain higher order structure information directly from CID data. One of
the main limitations of CID is that the energy cannot be completely transferred to
the ion. This limits the degree of fragmentation. As well, for large ions with large
numbers of degree of freedom, the energy is distributed over the higher number of
bonds which slows fragmentation rates. CID of proteins provides information about
the primary structures to some extent but it does not necessarily contain information
about 2° and 3° structures. In practice, the CID fragmentation technique seems to be
insufficient in proteomics.30 The main reason is that this technique does not necessarily
lead to the cleavage of all required bonds to provide full information on the primary
structure of a polypeptide.31 For instance, a variety of factors such as the differences
in the proton affinities of backbone amides, steric effects, and interactions between
certain amino acid side chains and the backbone amide causes a large preference for
cleavage of certain sites while cleavages at other sites are suppressed.32 Even in cases
where all bonds are cleaved, identifying the sequence and its modifications is difficult
based on information obtained on the fragment masses.33 An overlap of the masses
of N-terminal and C-terminal fragments in sequencing of polypeptides can cause am-
biguity in mass spectral interpretation and peak assignment. Furthermore, possible
isomerization and/or rearrangement of molecular ions during CID is another problem
that one has to take into consideration when determining ion structure.10 One exam-
ple that CID experiments could not address properly is the keto-enol isomerization
of methyl acetate ion. Based on the early experiments, both keto CH$_3$C(O)OCH$_3^{+}$


and enol CH$_2$=C(OH)OCH$_3$••• isomers fragment by loss of a [C,H$_3$,O]• (methoxy radical) exclusively to produce CH$_3$CO$^+$. The kinetic energy release for these dissociations were found to be identical for the two isomers, suggesting that the two isomers can interchange without a significant energy barrier. A 1,3-hydrogen shift was then believed to take place in the tautomerization. However, further methoxy deuterium-labeled (CH$_3$COOCD$_3$) experiments revealed H/D scrambling since loss of [C,D$_3$,O]$^*$ was not the only fragmentation channel. Instead a 1,4-hydrogen shift was proposed in which an intermediate results in enol-isomer formation, followed by an H-atom abstraction from the methyl group of the enol-intermediate (A) as shown in Scheme 1.2. With this mechanism the H/D scrambling was explained. The case was not closed as more investigations through collisionally induced dissociative ionization (CIDI) showed loss of •CH$_2$OH radicals in addition to CH$_3$O$^*$ occurs during the ionization of methyl acetate. In CIDI method, the structure of neutral products from the unimolecular dissociative ionizations of mass selected ions are studied by means of the collisionally induced dissociative ionization of the neutral species themselves. The neutral species, with kilovolt translational energies, enter a posi-
tively charged collision cell located in the second field free region of a standard ZAB
mass spectrometer. Dissociative ionization of the neutrals results therein from their
collisions with He target gas. The resulting ions are analysed by means of the electric
sector and the relative ion abundances are shown to be structure characteristic. Burg-
cers et al.\textsuperscript{40} proposed another intermediate, shown in Scheme 1.3, to be involved in
\textbullet{}CH\textsubscript{2}OH production. The problem with this new intermediate was that it is difficult
to produce this distonic ion independently. Therefore, the ion chemistry experiments
could not comprehensively clarify the tautomerization mechanism. Finally, computa-
tional chemistry techniques were used to fully understand the mechanism and these
will be explained in section 1.3.\textsuperscript{41,42}
1.2.2 Thermochemical Methods

1.2.2.1 Threshold Collision Induced Dissociation (TCID)

Threshold collision induced dissociation (TCID) is a modified CID technique. A schematic overview of a guided ion beam tandem mass spectrometer used for TCID experiments is shown in Figure 1.6. Sample vapours are introduced into the ion source at pressures between 0.5-0.8 Torr of helium and are ionized by electron ionization. Ions are mass selected by a magnetic sector and focussed into the octopole ion guide region. CID occurs with an inert gas (usually Xe because of its large $M_g$ in Eq. 1.1) in a collision cell at pressures ranging from 0.05 to 0.2 mTorr surrounded by.

![Diagram of guided ion beam tandem mass spectrometer](image)

**Figure 1.6:** Schematic overview of the guided ion beam tandem mass spectrometer. FS represents focusing stages. Figure reproduced from J. Chem. Phys. 1985, 83, 166 with permission from American Institute of Physics.
by an octopole ion guide. All products and unreacted sample ions are guided to a quadrupole mass filter for mass analysis. Reactant and product ion intensities are measured vs the interaction energy and collision gas pressure in the collision cell which can be converted to cross sections. Thermodynamic information from the low-energy TCID can be extracted from the energy dependence of the integral cross sections in the threshold region. Armentrout \textit{et al.} as well as Rodgers \textit{et al.} have focussed their studies on improving the accuracy of thermochemical measurements by TCID.

1.2.2.2 Ion-Molecule (I-M) Reactions

In 1913, Thomson first introduced the idea of gas-phase ion reactions in which ion-neutral interactions are not affected by environment factors such as ion pairing, solvation, and inter-molecular interactions. In ion-molecule (I-M) reactions, a bimolecular reaction occurs between the reacting ion with minimized internal energy and a neutral molecule. Since the ion's kinetic energy is controlled and kept under the dissociation threshold, the efficiency of the reaction is high with minimal or no ion dissociation. Also, reaction conditions such as pressure, temperature and time can be easily controlled. In a typical I-M reaction, a reactant gas is introduced into the reaction cell and a gas-phase reaction can occur due to the collisions between the ion and the molecule in which the intrinsic properties of charged species along with their chemical reactions can be studied. I-M reactions are highly selective and efficient.
Also, I-M reactions are relatively simple with a flexibility to perform the experiments on a variety of ions and neutrals.\textsuperscript{50}

I-M reactions can be used to study the structures of proteins and peptides. Two valuable types of I-M reactions are H/D exchange and proton transfer reactions. In H/D exchange, a protonated ion reacts with a deuterated reactant such as D\textsubscript{2}O. Upon exchange between the active hydrogens of the ion with deuterium, an increase in the mass-to-charge ratio (m/q or m/z) of the ion occurs. Therefore, some information about the structure of the ion can be concluded based on the mass difference due to deuterium exchange. One application of H/D exchange is to distinguish between folded and unfolded proteins/peptides. In the folded conformer the degree of exchange would be lower since some of the active protons are buried inside the protein. The degree of H/D exchange is higher for the unfolded structure and the rate of H/D exchange is faster because more exchangeable hydrogens are uncovered.\textsuperscript{51}

Another key I-M reaction is the gas-phase proton transfer reaction,\textsuperscript{52,53} Equation 1.2,

\[ AH^+ + B \leftrightarrow A + BH^+ \]  

(1.2)

The negative of the free energy (-ΔG) and the enthalpy (-ΔH) are called the gas-phase basicity (GB) and the proton affinity (PA), respectively. "Equilibrium" methods are used to determine relative GB and PA values.

Gross and Williams\textsuperscript{54} probed the structure of (M+H+X)\textsuperscript{+2} of gramicidin S (cyclo[...
Pro-Val-Orn-Leu- D-Phe-[2] ions where X=Li, Na, and K using I-M reactions. Ions of gramicidin S were produced by ESI and isolated in the ICR cell where they were reacted with neutral reference bases. Data were fitted to pseudo-first-order kinetics to calculate the rate constants. The apparent gas-phase basicity (GB\text{app}) of these ions was assigned a value half-way between the GB of the two bases which bracket the absolute rate constant of $1 \times 10^{-11}$ cm$^3$/(mol.s). This assignment is somewhat arbitrary; for example, in this case, a reaction with a rate constant lower than $1 \times 10^{-11}$ cm$^3$/(mol.s) was assumed to be “slow” and the GB of the two reference bases with the rate constants on either side of this value (lower and upper) were averaged to find the apparent basicity of the unknown ion. It is possible to obtain the GB\text{app} based on the proton transfer rate measurements and according to the simple charge model for multiply protonated ions in which charges are separated by $\geq 10$ Å, Equation 1.3,

$$\text{Coulomb energy} = \sum \frac{q^2}{(4\pi\varepsilon_0)\varepsilon_r r_{i,t}} \approx GB_{\text{intrinsic}}(M) - GB_{\text{app}}(M + nH)^{(n-1)+} \quad (1.3)$$

In Equation 1.3, GB$_{\text{intrinsic}}$(M) is the gas-phase basicity of a neutral molecule protonated at site t, GB\text{app}(M+nH)$^{n+}$ is the apparent gas-phase basicity of the (M+nH)$^{n+}$ ion, $\varepsilon_r$ (dielectric constant) reflects both the shielding between charges and the potential energy surface of the proton transfer reaction,$^{55}$ and $r_{i,t}$ is, the distance between charge centers in (M+H+X)$^{2+}$. Using this method, the distance between charge centers in (M+H+X)$^{2+}$ was determined to be $\sim 11.5$ Å. Therefore, information about the ion structure and alkali metal binding sites was obtained in which the alkali metal ion was found at the exterior surface of the peptide. Using molecular mechanics, a
Figure 1.7: Proposed structure of \((M+H+Na)^{2+}\) of gramicidin S \((\text{cyclo}-[\text{Pro-Val-Orn-Leu-D-Phe}]-2)\) using molecular mechanics in which the \(Na^+\) is attached to the exterior surface of the peptide. Figure reproduced from J. Am. Chem. Soc. 1996, 118, 202 with permission from the American Chemical Society.

structure was proposed for \((M+H+Na)^{2+}\) ion and is shown in Figure 1.7.

1.2.2.3 Pulsed-Electron High Pressure Mass Spectrometry (PHPMS)

Pulsed-electron high pressure mass spectrometry PHPMS (also known as HPMS) is one of the most reliable methods to determine thermochemical values for I-M reactions. In a typical PHPMS experiment, the ion source-reaction chamber contains about 5 Torr of a bath gas (M) such as \(\text{CH}_4\) and trace amounts of neutral reactant and precursor to the desired ion. Using a 2keV energy primary electron pulse for a few
μs, the bath gas is ionized by the primary beam producing slow secondary electrons (Equation 1.4).

\[ M + e^-(1^\circ, \text{fast}) \rightarrow M^{+\ast} + e^-(1^\circ, \text{fast}) + e^-(2^\circ, \text{slow}) \]  

(1.4)

Some of the slow secondary electrons are captured by the sample, leading to ion formation. At these pressures, ions collide approximately \(10^8\) times before diffusing out of a small ion exit slit in the wall of the ion source and reaching the detector. This ensures not only thermal equilibrium at the known temperature in the ion source but also chemical equilibrium prior to the ion exiting the source. The ions are captured by electric fields, accelerated, and transferred to the mass analyzer. Measurements of reactant and product ion intensities are taken at various temperatures. The thermodynamic equilibrium constant at a given temperature can also be calculated by taking the ratio of the product to reactant ion intensities, \(I(P^-)\) and \(I(R^-)\) respectively, during the period in which the two ions were in equilibrium and dividing by the neutral partial pressures. For example, for ion-solvent molecule equilibria, Equation 1.5,

\[ R^- + \text{solvent} \rightleftharpoons P^- \]  

(1.5)

the thermodynamic equilibrium constant is given by Equation 1.6, where \(P_0=1\) bar and \(P_{\text{solvent}}\) is the partial pressure of the neutral solvent gas,

\[ K_{eq} = \frac{I(P^-)}{I(R^-) \times P_{\text{solvent}}} \times P_0 \]  

(1.6)

Furthermore, once \(K_{eq}\) at various temperatures is measured, the enthalpy and entropy changes for a given equilibrium can be obtained based on the van’t Hoff equation,
Equation 1.7,
\[ \ln(K_{eq}) = -\frac{\Delta H_{rxn}^o}{RT} + \frac{\Delta S_{rxn}^o}{R} \] (1.7)

Based on a comparison of the measured HPMS values with the calculated energetics for a variety of structures, structural information can be obtained. For instance, Nickeczarz et al.\textsuperscript{56} very recently determined the structures of solvated \((ROH)_{n-1}...FHF^-\) \((n=1,2\) and \(R=H, CH_3, C_2H_5\)) clusters via HPMS measurements. In these experiments, a mixture of 1 percent NF\(_3\) in CH\(_4\) and the protic solvent \((ROH)\) entered the ion source in the 40-140 °C temperature range. The reactant gas was bombarded with 2keV pulsed electrons to produce the desired anionic product according to equations 1.8 to 1.12,

\[ CH_4 + e^- (1^o) \rightarrow CH_2^+ + H^* + e^- (1^o) + e^- (2^o) \] \hspace{1cm} (1.8)

\[ NF_3 + e^- (2^o) \rightarrow F^- + NF_2^* \] \hspace{1cm} (1.9)

\[ F_2NF + H^* \rightarrow HF + NF_2^* \] \hspace{1cm} (1.10)

\[ F^- + HF \rightarrow FHF^- \] \hspace{1cm} (1.11)

\[ (ROH)_{n-1}...FHF^- + ROH \leftrightarrow (ROH)_{n}...FHF^- \] \hspace{1cm} (1.12)

The low-energy secondary electrons from Eq. 1.8 combine with NF\(_3\) to produce F\(^-\) and finally lead to solvated anions based on the above mechanism. \(K_{eq}\) for reaction 1.12 was determined at various temperatures. From the slope and the intercept of a plot of \(\ln(K_{eq})\) vs \(T^{-1}\) (Eq 1.7) the enthalpy and entropy, respectively, of the clustering reaction Eq. 1.12 can be found. The anion-solvent structures were elucidated
by comparing the experimentally measured and calculated thermochemical data for numerous structures. For example, for the doubly hydrated FHF$^-$ structure B in Figure 1.8 is the less favoured structure by enthalpy because of forming one less bond compared to structure A but the most favoured entropically. A better agreement between the HPMS measured and calculated $\Delta G$ for structure 1.8B shows structure B to be the most thermodynamically favoured isomer even though it is not the lowest energy isomer. In fact in structure 1.8A, more bonds are formed between ion and solvents but it is tighter than B, causing it to be less favoured entropically. This is one example that clarifies the ability of HPMS experiments to distinguish between isomers based on the thermochemical properties.

Figure 1.8: Structures and geometric properties of FHF$^-$.O(H$_2$O)$_2$ cluster. Oxygen in red, F in Blue and H in gray color.
1.2.2.4 Blackbody Infrared Dissociation (BIRD)

In 1919, Perrin\textsuperscript{57} proposed that unimolecular dissociations were activated by absorption of ambient blackbody radiation in the gas phase. Langmuir\textsuperscript{58} and Lewis\textsuperscript{59} rejected Perrin's hypothesis. The argument was that visible radiation is required for bond dissociation, but some molecules were colorless and could not absorb visible light. Also, there was insufficient energy density of blackbody radiation at visible wavelengths to account for the observed rate of dissociation. At the time, the problem was solved by accepting the Lindemann-Hinshelwood (L-H) mechanism\textsuperscript{60} in which non reactive collisions are responsible for exciting molecules as well as de-exciting them in unimolecular dissociation reactions over a wide range of pressure. The L-H mechanism could be represented by a two-step reaction sequence (Equations 1.13 and 1.14). In the first step, A is excited through collisions with surrounding molecules M, and then the excited molecule, A*, dissociates to give products in step two.

\[
A + M \rightleftharpoons_{k_1}^{k_\rightarrow} A^* + M \tag{1.13}
\]

\[
A^* \xrightarrow{k_d} B + C \tag{1.14}
\]

According to this mechanism, a rate constant of zero is calculated from extrapolation of thermal reaction rates to zero pressure.\textsuperscript{61} However, in 1994 after over 70 years from the acceptance of the L-H mechanism for unimolecular reactions, the first experimental evidence by McMahon \textit{et al.}\textsuperscript{62} proved that at pressures below $\sim 10^{-8}$ Torr,
dissociation rates of weakly bound cluster ions, stored in a FT-ICR, were independent of pressure. Furthermore, the rate constants could not be accounted for by the collision mechanism as the pressure was too low. Because of such low pressures, the method was termed zero-pressure thermal radiatively induced dissociation (ZTRID). At low pressures, dissociation of ions occur by absorbing the blackbody radiation from the instrument walls. The new mechanism, at very low pressure, is shown by Equations 1.15 and 1.16,

\[
A + h\nu \xrightarrow{k_{abs}} A^* \quad \xrightarrow{k_{em}} \quad A^* \xrightarrow{k_d} B + C
\]  

(1.15) (1.16)

where \( h\nu \) is a photon. This mechanism was previously proposed by Dunbar\textsuperscript{63} for infrared photodissociation of ions by low intensity continuous wave (CW) \( \text{CO}_2 \) laser radiation.

Using BIRD experiments and by varying the wall temperature, the activation energy and the pre exponential factor can be determined based on an Arrhenius plot of \( \ln (k_{diss}) \) vs \((1/T)\). The slope of this plot is \(-E_a/R\) where \( R \) is the gas constant and \( E_a \) is the activation energy for dissociation. Williams\textsuperscript{61,64} and Klassen\textsuperscript{65} have dedicated a significant amount of work to BIRD experiments. Klassen and his group have developed and become experts in a combinatory approach using both BIRD thermal dissociation and functional group replacement (BIRD/FGR) to probe the interactions within gaseous biological complexes.\textsuperscript{66}
Wong and Williams\textsuperscript{67} studied the dissociation pathways of $\text{SO}_4^{2-}(\text{H}_2\text{O})_n$ clusters for $n=3$-17 by ESI FT-ICR at room temperature ($\sim21^\circ\text{C}$) and at a base pressure in the ion cell of $5\times10^{-10}$ Torr, using BIRD experiments. Solutions of $1\times10^{-4}$ M MgSO$_4$ in water/methanol solvent were introduced to the mass spectrometer by nanoelectrospray under gentle source and ion introduction conditions to promote transmission of the solvated ions. Hydrated anions with 3-17 water molecules were selected and thermalised in the accumulation process by introducing N$_2$ gas. $\text{SO}_4^{2-}(\text{H}_2\text{O})_n$ clus-

![Graph showing rate constant for loss of a water molecule from $\text{SO}_4^{2-}(\text{H}_2\text{O})_n$, $n=6$-17, with BIRD at $21^\circ\text{C}$ as a function of $n$. The error bars represent 1 standard deviation of the measured rate constant.]

**Figure 1.9:** Rate constant for loss of a water molecule from $\text{SO}_4^{2-}(\text{H}_2\text{O})_n$, $n=6$-17, with BIRD at $21^\circ\text{C}$ as a function of $n$. The error bars represent 1 standard deviation of the measured rate constant.
ters with n=6-17 were individually isolated in the ICR and dissociation pathways for loss of a water molecule from the isolated cluster by BIRD were obtained. From the relative intensity vs time plots, rate constants were measured. Dehydration rate constants for n ≤ 5 could not be obtained since charge separation was the dominant dissociation pathway. As shown in Figure 1.9, an overall increase in the rate of dehydration with increasing number of water molecules in the clusters was observed which is consistent with the lower binding energy and larger IR absorption cross section with increasing cluster size. However, a smaller rate constant at n=12 compared to either n=11 or n=13 was observed which could be because of a stronger water binding interaction for this ion. Based on the experimental observations at n=7 and n=12 and molecular mechanics two water molecules were found in the second solvation shell for the lowest energy structure of this cluster (Fig. 1.10a). In addition, a sudden rate constant increase for n=7 shows a weaker bond between the seventh water molecule and the n=6 hydrated cluster ion. This shows a disruption in the stable arrangement of water molecules at n=6 which could be because the seventh water molecule enters in the second solvation shell in which it could not form a direct hydrogen bond with SO₄²⁻. For SO₄²⁻(H₂O)₆, a structure was proposed (Figure 1.10b) in which the first solvation shell is filled with six water molecules and each water bonds to the sulphate through two hydrogen bonds.

The thermal equilibrium time of the ICR cell can be significantly long. To change the temperature, the region of the vacuum chamber surrounding the ions has to be
Figure 1.10: Molecular mechanics lowest energy structures of (a) $\text{SO}_4^{2-}(\text{H}_2\text{O})_{12}$ and (b) $\text{SO}_4^{2-}(\text{H}_2\text{O})_{6}$. Figure reproduced from J. Phys. Chem. A 2003, 107, 10976 with permission from American Chemical Society.

changed since the source of blackbody is the vacuum chamber of the FT-ICR mass spectrometer. To set the temperature can take as long as 10 hours. Also, the desired temperature has to be maintained during the experiments.\textsuperscript{68,69} One of the disadvantages of BIRD experiments is that the useful temperature range of the experiment is limited because vacuum chamber temperatures above 200 °C could result in increased superconducting magnet dewar cryogen boil-off as well as increased base pressure. Therefore, only weak bonds such as noncovalent interactions can be investigated using BIRD experiments.
1.2.3 Spectroscopic Methods

CID and thermochemical methods are very useful in determining ion structures although they can be less direct than spectroscopic methods, in particular IR spectroscopy. In spectroscopy the interaction of chemical species with light is investigated. Since atoms and molecules only exist in discrete energy states, the amount of energy required to change a state is exactly equal to the difference in energy between the states.\(^{70}\) IR spectroscopy is able to reveal a great deal of structural information. As well, it is very sensitive such that even the smallest changes in chemical environment will be reflected in the vibrational modes of the ion or molecule.\(^{71}\) One way to investigate the species is to directly measure the light absorption or emission at different wavelengths. One alternative approach is to measure another property which is a consequence of light absorption. Three IR spectroscopic methods used to obtain ion vibrational spectra based on these two approaches will now be discussed: matrix isolation, vibrational pre-dissociation, and infrared multiple photon dissociation spectroscopy.

1.2.3.1 Matrix Isolation (MI) Spectroscopy

Matrix isolation spectroscopy has been well reviewed\(^{72-74}\) and has been the topic of books\(^{75-77}\). Matrix isolation includes a range of experimental techniques in which trapped guest molecules in rigid host materials are investigated (Figure 1.11). Crystalline solids, polymers, or glasses formed by freezing liquids or gases are common
materials used as hosts. George Pimentel et al.\textsuperscript{78} introduced solidified noble gases as trapping media for non-stable species because of their chemical inertness, transparency in the IR, visible, and ultraviolet regions of the electromagnetic spectrum, and their tendency to form transparent glasses. They also indicated that the ratio \( M/A \) (the mole ratio of the matrix to active substance) should be 100 or greater for successful isolation (e.g. for a xenon matrix at 66K). Although there were some restrictions in the Pimentel et al.\textsuperscript{78} experiment, the inventive idea and its application resulted in significant advances in the matrix isolation technique and 1954 was considered as the "Anno Domini"\textsuperscript{75} of matrix isolation.

Matrices are formed by deposition from the gas phase onto a cold window. As a result, the analyte must be volatile at a temperature below its decomposition point, at least to a small extent, to conduct matrix isolation experiments. Matrix isolation can also be used for guests of low volatility using a side-arm attached to the vac-

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{matrix_isolation_diagram.pdf}
\caption{Isolation of molecules of a reactive species (black circles) by a rigid host lattice (shown as open circles).}
\end{figure}
uum chamber of the cold cell while the host gas is deposited simultaneously. After preparing a nice crystalline solid on a cold window, the guest can be investigated with spectroscopic methods such as IR, NMR, UV-Vis, or ESR.

If the spectroscopic method is IR, matrix isolation vibrational bands are very sharp since the rigid matrix does not allow for rotations at cryogenic temperatures. Also, a basic rule of thumb in matrix isolation is that bands which grow together at the same rate and diminish together at the same rate belong to the same species. This is very useful for assigning IR bands to a specific chemical species. Another common technique in IR spectroscopy of cryogenic ions is annealing the matrix i.e. warming the matrix to a softening point. This allows the guest species to diffuse to a certain extent and rearrange within the matrix host.

Ma and coworkers recorded the IR spectrum of nitrobenzene anion in solid argon from 400 to 4000 cm\(^{-1}\). The nitrobenzene anion was produced by high-frequency discharge combined with matrix isolation. A high-frequency generator (Tesla coil with a voltage alteration of 0 to 9 kV and frequency of 10 to 15 kHz) was used to discharge a pure argon gas stream. The resulting beam was mixed with the nitrobenzene/Ar (0.05-0.1 percent of sample in Ar) and the mixture was co-deposited on the surface of a cryogenic (4K) CsI window for 1h at a rate of \(\sim\)5mmol/h. This window was cooled by a helium refrigerator. The IR spectra for isotopically substituted nitrobenzene anions such as C\(_6\)H\(_5\)\(^{15}\)NO\(_2^-\) and C\(_5\)D\(_5\)NO\(_2^-\) isolated in solid Ar were also measured using the same method. Based on deuterium and \(^{15}\)N shifts and theoretical frequency
calculations, observed absorption bands were assigned to different vibrational modes and a planar C$_{2v}$ structure was proposed for C$_5$H$_5$NO$_2^-$. A longer N-O bond compared to the neutral nitrobenzene was found in this structure which is in agreement with the observed red shift of the N-O stretch vibration.

One of the limitations of matrix isolation spectroscopy is that the environment can perturb the ion thorough noncovalanet interactions and result in large shifts in the IR spectra of the measured ions. Also, another common problem in matrix isolation is the generation of several reactive species rather than just one. The latter problem has been solved to some extent with the development of mass spectrometry-matrix isolation (MS-MI) technique. This technique benefits from mass spectrometry’s ability to select the desired ions and then applies matrix isolation spectroscopy to record the spectrum. The schematic of the instrument is shown in Figure 1.12. The ions are generated in the ion source with one of the common mass spectrometric ionization methods such as electron impact (EI). The ions of interest are mass selected by a quadrupole mass spectrometer. Subsequently, a mixture of the ions and the host gas (i.e. Ne) are prepared and are deposited onto a cold window at cryogenic temperatures (~5K) for a couple of hours to produce a thick matrix. This matrix is then subjected to spectroscopic methods such as IR to record the spectrum.
Figure 1.12: Schematic layout of MS-MI instrument. Figure reproduced from J. Phys. Chem. A 1998, 102, 3462 with permission from American Chemical Society.

1.2.3.2 Vibrational Pre-Dissociation (VPD)

IR spectroscopy of gaseous ions is difficult because of the difficulty of obtaining a high enough density of ions of a known mass in a small volume to yield a measurable absorbance and record reliable spectra. Therefore, an indirect method, such as photodissociation of the ion using a high-intensity tunable laser, known as consequence spectroscopy, is required to record the spectra and obtain structural information for gaseous ions. Lee and coworkers played a crucial role in the development of gas-phase ion spectroscopy using a technique called vibrational pre-dissociation spectroscopy. The elegant concept behind the idea was that the consequence of infrared photon ab-
Sorption was detected rather than the absorption of the infrared photon itself. Based on this concept, a "messenger" technique was developed in which the molecular ion is tagged with a rare gas atom (or a small molecule) and the detachment of the weakly bound atom/molecule from the molecular ion is detected as a sign of photon absorption. In this technique, a single photon is usually enough to cause dissociation as a weakly bound van der Waals atom is removed from the complex. This method was used to record the IR spectrum for weakly bound naphthalene-Ar van der Waals cluster cations in the 400-1600 cm$^{-1}$ range.

One of the limitations of this technique, similar to the matrix isolation technique, is that the messenger atom/molecule can perturb the vibrational modes. It was found that the lower the binding energy of the messenger atom, the less the structure of the ion is affected by it. However, due to the perturbation of the symmetry of the system, the spectroscopic selection rules are affected. Therefore, the spectrum changes regardless of the nature of the messenger atom. For example, the effect of different messenger atoms, Ar and Ne, on the VPD spectra of water proton-bound dimer is depicted in Figure 1.13. The symmetric ($\nu_s$) and asymmetric ($\nu_a$) absorption bands for Ne-tagged water proton-bound dimer (Figure 1.13b) are marginally shifted compared to the proton-bound dimer water. However, in the Ar-tagged spectrum, not only are the shifts higher but also the bands split as shown in Figure 1.13a with $\nu_s^{Ar}$ and $\nu_a^{Ar}$ labels. The band splitting reflects the strong interaction of Ar atom with one of the OH groups in the water proton-bound dimer system. Therefore, in
Figure 1.13: Vibrational predissociation spectra of water proton-bound dimer tagged with Ar (a) and Ne (b) messenger atoms. NB corresponds to non-bonded. Figure is reproduced from Science 2005, 308, 1765 with permission from The American Association for the Advancement of Science and J. Chem. Phys. 2005, 122, 244301 with permission from American Institute of Physics.
the spectrum of water proton-bound dimer, four bands were observed including the symmetric ($\nu_{s}^{NB}$) and asymmetric ($\nu_{a}^{NB}$) free water absorptions as well as bonded symmetric Ar...O-H ($\nu_{s}^{Ar}$) and asymmetric Ar...O-H ($\nu_{a}^{Ar}$) vibrations.

1.2.3.3 Infrared Multiple Photon Dissociation (IRMPD)

To eliminate the need for tagging, a higher intensity laser system has been used to obtain structural information for gaseous ions. Gaseous ions can be trapped inside an ion trap and irradiated with an infrared laser through a window. If the incoming radiation is in resonance with the vibrational levels of the precursor ion, many photons will be absorbed and eventually cause fragmentation of the precursor ion. Since usually more than one IR photon is required to break a bond in a typical ion, this technique is called infrared multiple photon dissociation (IRMPD). The intensities of precursor and fragment ion as a function of wavelength is measured to obtain a vibrational spectrum. The amount of the internal energy deposited into the ion depends on the absorption cross section of the ion at a particular wavelength.\textsuperscript{85} Since this technique was used in my research for structural determination of gaseous ions, more details on theory and instrumentation of IRMPD will be given in Chapter 2.

It is also important to mention about another practical technique which has been used for ion structure characterization, ion mobility mass spectrometry.\textsuperscript{86,87} The mobility of a gas-phase ion is a measure of how rapidly it moves through a buffer gas
under the influence of an electric field. The mobility depends on the average collision cross section, which is related to the geometry. The general procedure for ion mobility mass spectroscopy with a time-of-flight analyser is to vaporize a sample and introduce it into the ion source. Ions are injected into the drift tube filled with an inert gas such as helium by low voltage where they thermalize through collisions with the inert gas (see Figure 1.14). By applying an electric field, ions are made to drift through an elevated pressure region. The drift velocities of the bunches of ions which are feeling the electric field of the drift region are determined. Finally, the ions are detected through displaying of the electrical signal. The low-energy collision between sample ions and inert gas decelerate larger ions more than smaller ions. The distributions of arrival time at the end of the drift tube can be related to the collision cross-section which provides information about an ion size, shape and gas-phase conformations. The experimentally measured cross sections are compared with calculated ones for low-energy structures to find the best match to the experimental values.
Figure 1.14: An ion mobility spectrometer with a traditional time-of-flight. Figure is reproduced from Appl. Spectrosc. Rev. 2006, 41, 323 with permission from Taylor and Francis.
1.3 Computational Chemistry to Determine Ion Structure

Computational chemistry is complementary to experimental methods in ion structure determination. A complete potential energy surface of an ion’s reactions can be obtained by using computational techniques. The three main outputs of computational chemistry include geometry optimization, vibrational frequency calculations and ion thermochemistry.

Computational methods have been used to explain and understand some unconventional ion structures such as distonic ions whose existence were first considered by Morton and Beauchamp. In distonic ions, the radical and ionic sites are located at different atoms of the species. For example, for many years, a fragmentation peak at mass-to-charge ratio of 32 had been assigned to the connectivity pattern of the methanol radical cation, i.e. CH$_3$OH$^+$. However, Holmes and Lossing experimentally observed [CH$_2$OH$_2$]$^{++}$ and related stable gas-phase ion-dipole complexes. Radom’s group showed that methylenecoxonium radical cation isomer, $^*$CH$_2^+$OH$_2$ with separated radical and charged centers, is in fact 28.6 kJ mol$^{-1}$ lower in energy relative to the conventional ionized methanol radical (Figure 1.15) at 0 K. A barrier of 108 kJ mol$^{-1}$ is calculated for the interconversion of CH$_3$OH$^{++}$ and the thermodynamically more stable distonic ion isomer.

Computational chemistry shed some light on another mysterious case, the keto-
enol isomerization of ionized methyl acetate which was discussed in Section 1.2.1. As explained before, in addition to methoxy radicals, *CH₂OH radicals were also lost in the experiment. Intermediate B in Scheme 1.3 was first believed to be responsible for formation of *CH₂OH. However, later it was found that intermediate B cannot be formed independently and, consequently, formation of *CH₂OH from this intermediate could not be concluded. This issue could not be resolved with the experimental

Figure 1.15: Energy profile for interconversion of the CH₃OH⁺•(1) and *CH₂⁺OH₂(2) showing their relative stabilities (0K, modified G2). Figure is reproduced from J. Am. Chem. Soc. 1996, 118, 6299 with permission from American Chemical Society.
techniques. Finally, with the use of computational chemistry at the HF/3-21G(d) the two intermediates in Scheme 1.2 were found to be connected and the interconversion between the two was calculated to take only microseconds. However, the potential energy surface did not provide any evidence for the formation of \( \cdot \text{CH}_2\text{OH} \) from \( \text{H}_2\text{C}=\text{C}((\text{OH})\text{O})-\text{CH}_3^{+*} \). With further effort, ion-molecule complex C shown in Scheme 1.4, was found. This intermediate is calculated to be 3 kJ mol\(^{-1} \) lower in energy than

\[
[H_3\text{C}CO...H...OCH}_2]^{+*}
\]

Scheme 1.4

the methyl acetate ion and interestingly it is connected to intermediate A. Intermediate C leads to the formation of more favoured \( \cdot \text{CH}_2\text{OH} \) and \( \text{CH}_3\text{CO}^+ \) which is a thermodynamically 35 kJ mol\(^{-1} \) lower energy pathway compared to \( \text{CH}_3\text{CO}^+ \) and \( \text{CH}_3\text{O}^* \) production. The potential energy diagram for the dissociation is shown in Scheme 1.5 illustrates the mechanism. Intermediate \( \text{H}_2\text{C}=\text{C}((\text{OH})\text{O})-\text{CH}_3^{+*} \) (A' in Scheme 1.2) is also shown in the potential energy pathway, is 84 kJ mol\(^{-1} \) lower than methyl acetate ion. However, this intermediate does not lead to neither \( \cdot \text{CH}_2\text{OH} \) nor \( \text{CH}_3\text{CO}^+ \) production because it is connected to the product through the intermediate A. Producing \( \cdot \text{CH}_2\text{OH} \) from A' requires a 1,3-H shift which needs a 102 kJ mol\(^{-1} \) energy barrier. A hydrogen shift from the hydroxyl group is entropy unfavoured since a tight transition state has to be formed. This energy barrier is too high and therefore formation of \( \cdot \text{CH}_2\text{OH} \) is very unlikely. Formation of C from A is the most favoured
path, resulting in production of $^{12}$CH$_2$OH.

Scheme 1.5
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Chapter 2

Methods

2.1 Experimental Method: Infrared Multiple Photon Dissociation (IRMPD)

Trapping ions inside devices such as radio frequency (RF) traps or ion cyclotron resonance (ICR) cells (section 2.1.3) for a desired length of time allows one to apply a variety of techniques to study these ions. One of these techniques is the irradiation of ions with a laser which is the basis of IRMPD spectroscopy. As mentioned in Chapter 1, the low density of ions prevents the direct use of normal infrared spectroscopy, however, consequence (IRMPD) spectroscopy can be conducted. A tunable and intense infrared photon source can be coupled with the FT-ICR to fragment the trapped gaseous ions. Due to the high sensitivity of mass spectrometry, the fragmentation efficiency of mass-selected ionic clusters as a function of laser wavelength can
Figure 2.1: Schematic view of the experimental apparatus for low-intensity CW IR laser radiation. Figure reproduced from J. Am. Chem. Soc. 1979, 101, 5503 with permission from American Chemical Society.

be extracted. Plotting the fragmentation yield or efficiency of dissociation against the wavenumber of the IR light produces an IR spectrum of the molecular ion.

The first IRMPD spectrum of mass-selected ions was recorded using a continuous wave CO₂ laser. This was after Isenor¹,² had pioneered the use of high power CO₂ laser pulses to induce IRMPD of molecules such as SiF₄ in 1971. In an early work by Beauchamp’s group,³ multiphoton dissociation of gas phase diethyl ether proton-bound dimer and its deuterated isomers were reported using a low-intensity infrared CO₂ laser coupled to an ICR spectrometer. A schematic of the instrument is shown in Figure 2.1. The proton-bound dimers were trapped inside the ICR cell for a few seconds and irradiated with the CO₂ laser. The intensity of the laser allows multiple
photon absorptions and because of the low pressure inside the ICR cell, deactivation of the high internal energy ions by collisions is inefficient. Multi-pass experimental conditions were achieved by using several mirrors to increase interaction of the ions with the laser beam. The turning mirror shown in Fig. 2.1 directs the IR beam in an anti-reflection coated ZnSe window and transverses into the ICR cell. Upon irradiation of the diethyl ether proton-bound dimer, loss of one neutral diethyl ether, Equation 2.1, was the only observed decomposition pathway with $31 \pm 2$ kcal mol$^{-1}$ endothermicity. To dissociate this ion, at least 12 photons (considering that energy of one photon at 1000 cm$^{-1}$ is around 2.8 kcal mol$^{-1}$) at the laser wavelength were required.

$$[(C_2H_5)_2O]_2H^+ \rightarrow (C_2H_5)_2OH^+ + (C_2H_5)_2O$$

(2.1)

The IRMPD spectra for $(C_2H_5)_2OH^+$, $[(C_2H_5)_2O]_2H^+$, and $(C_2D_5)_2OD^+$ shown in Figure 2.2 display strong absorption bands in the 900-1100 cm$^{-1}$ region. $P_D$ for $(C_2H_5)_2OH^+$, was the fraction of ions dissociated after 1.9 s of irradiation at 48 W cm$^{-2}$ and a $(C_2H_5)_2O$ pressure of $8.8 \times 10^{-8}$ Torr. $P_D$ for $[(C_2H_5)_2O]_2H^+$ was defined as the fraction of ions dissociated after 2.0 s of irradiation at 10 W cm$^{-2}$ and $(C_2H_5)_2O$ pressure was $4.7 \times 10^{-7}$ Torr. The experimental conditions for $(C_2D_5)_2OD^+$ were the same as for the photodissociation of $(C_2H_5)_2OH^+$. The dotted line spectra are the gas phase absorption spectra of neutral diethyl ether and $(C_2D_5)_2O$ at high pressures ($\sim 20$ Torr). By comparing the spectra for the neutral and charged species, C-C and
Figure 2.2: (a) Photodissociation spectra of \((\text{C}_2\text{H}_5)_2\text{OH}^+\) and \([(\text{C}_2\text{H}_5)_2\text{O}]_2\text{H}^+\) and (b) of \((\text{C}_2\text{D}_5)_2\text{OD}^+\) over the CO\(_2\) laser spectral range. Dotted line is the infrared absorption spectrum of \((\text{C}_2\text{D}_5)_2\text{O}\) at 16 Torr. Figure reproduced from J. Am. Chem. Soc. 1979, 101, 5503 with permission from American Chemical Society.
C-O stretching vibrations as well as methylene wagging at nearly the same positions were assigned to the observed bands, reflecting the similarity in their structures. They also studied IRMPD of gas-phase CH$_3$CHOCH$_2$H$_5^+$, C$_2$H$_5$OH$_2^+$, and CH$_3$CHOH$^+$ ions trapped in an ICR cell. In addition, a line-tuneable CO laser was used by Odencye and Stace to investigate the infrared photodissociation of (NO)$_n^+$ cluster ions where $n \leq 5$. The main disadvantage of gas-discharge lasers is that they have a limited and discontinuous tuning range, limiting their practicality for spectroscopic measurements.

The first mid-infrared spectra in the fingerprint region (in the 500 to 1600 cm$^{-1}$ range) on naphthalene, phenanthrene, anthracene, and pyrene gas-phase ions were recorded by Oomens et al. using an infrared free electron laser (FEL) in a quadrupole ion trap to conduct multiple photon dissociation spectroscopy of mass-selected bare ions. Fifty to one hundred infrared photons were required to increase the internal energy above the dissociation threshold and fragment these ions. Jones et al. also used FEL FT-ICR to record the IRMPD spectrum in the 1100-1600 cm$^{-1}$ for protonated benzene for the first time and experimentally showed that a σ complex species is more stable than either the edge-protonated structure or the face-centered π complex.

One application of IRMPD spectroscopy was to determine the mechanism for water proton-bound dimer formation. Fridgen and coworkers reported the gas-phase IRMPD spectrum for the proton-bound dimer of water. Although their experimental spectrum was not completely similar to the one recorded by Asmis et al., it showed a
good agreement with the assignments based on density functional calculation. Marta et al.\textsuperscript{12} elucidated the mechanism for water proton-bound dimer formation in part using IRMPD spectroscopy. Previously, three mechanisms had been proposed for the formation of water proton-bound dimer inside the ICR cell using (CF\textsubscript{2}H)\textsubscript{2}O. Clair and McMahon\textsuperscript{13} developed a method to produce water proton-bound dimers in which (CF\textsubscript{2}H)\textsubscript{2}O was added directly into the FT-ICR cell in the presence of water vapour. IRMPD spectroscopy revealed that only one of the proposed mechanisms, originally proposed by Clair and McMahon\textsuperscript{13} and is shown in Scheme 2.1, is responsible for the formation of proton-bound dimer of water. The experimental IRMPD spectrum

![Scheme 2.1](image-url)
agrees with the intermediate with covalently-bound complexes such as a particular conformer of difluoromethylated formyl fluoride rather than a proton-bound dimer of difluorocarbene and formyl fluoride.\textsuperscript{14}

Recent developments in tunable sources of infrared radiation such as the FEL\textsuperscript{14} and the optical parametric oscillator/amplifier (OPO/A)\textsuperscript{16} (section 2.1.4) have led to an increased ability to record infrared spectra of gaseous ions. The three FEL centers which are equipped with conveniently tunable wavelengths are CLIO (Centre Laser Infrarouge d’Orsay) in Orsay, France, FELIX (FEL for Infrared cXperiments) in Nieuwegein, the Netherlands, and most recently FEL-SUT in Tokyo, Japan. Also, tabletop tunable IR-OPO laser technology has advanced so they can be used to measure IRPMD spectra at a shorter wavelength range (\textasciitilde2.5-4 \mu m) than those produced by FEL. Okumura \textit{et al.}\textsuperscript{17} used an OPO laser in 1985 to record the vibrational spectra of hydrogen cluster ions (H\textsubscript{n}\textsuperscript{+} where n=5, 7, and 9) between 3800 and 4200 cm\textsuperscript{-1}. Our laboratory for studying gaseous ions at Memorial University has been equipped with an OPO laser, working in the range of 2800-4000 cm\textsuperscript{-1}, which allow us to conduct IRMPD spectroscopy in an FT-ICR mass spectrometer. Structural information can be obtained from a combination of experimental and theoretical approaches. In the following sections, the principles of IRMPD spectroscopy and the experimental set up will be explained in more detail.
2.1.1 Mechanism of IRMPD

The theory of IRMPD and its mechanism have been studied extensively. IRMPD is a non-coherent multiple photon absorption process that depends on rapid redistribution of the absorbed photon energy into the semi-coherent background vibrational states. The vibrational energy levels can be categorized by three energy regimes, shown in Figure 2.3b. In the lowest part of the energy diagram, vibrational states are discrete and quantized and, as a result, they can only absorb photons that are resonant with the energy difference between these states. The middle section of the energy diagram is called the quasi-continuum where the anharmonicity in the potential energy surface leads to an increase in the density of states. The coupling is proportional to the density of states at a given energy ($\rho(E)$) and since $\rho(E)$ is higher at higher energies, highly excited vibrational states will be fully coupled to the background modes. Therefore, complete energy randomization, prior to dissociation occurs and pumping through the quasi-continuum resembles a series of incoherent single photon absorptions. Finally, the upper region is the true continuum state with an infinite number of states.

To observe IRMPD on a mass-selected ion, a vibrational mode must be in resonance with the infrared radiation. Absorption of a photon in resonance with a $\nu=0$ to $\nu=1$ vibrational transition, produces a state which can rapidly be de-excited through distribution of its energy over all vibrational degrees of freedom. The transfer of energy from an excited vibrational mode to the bath of vibrational background states is
Figure 2.3: (a) Schematic representation of the IRMPD mechanism and (b) vibrational state density in a molecular ion.
called intramolecular vibrational energy redistribution (IVR) (see Figure 2.3a). The efficiency of IVR is a vital key in IRMPD spectroscopy as it transfers the absorbed energy within the molecular ion through the coupling between the other vibrational modes. The IVR process is typically very fast (~1ns) due to anharmonic coupling between the vibrational modes. Following IVR, the next photon is absorbed. The process of photon absorption and IVR repeats itself up to the point where the molecular ion finds itself in the "quasi-continuum" where absorption is less wavelength dependent (see the potential energy diagram in the middle shown in Figure 2.3a). This process repeats itself and as a result, the internal energy of the molecular ion increases and surpasses the threshold to dissociation $D_0$ (in the continuum region).

Note that following photon absorption by the molecular ion, the absorbed energy is randomized throughout internal modes of the ion. After increasing the internal energy, a low energy dissociation occurs. It is not necessarily the bond that absorbs the photon which cleaves. For example, if an O-H bond in glycine proton-bound dimer absorbs the laser photon which is resonant with the first fundamental vibrational frequency ($\nu=0$ to $\nu=1$), it will not cause the O-H bond break, instead neutral glycine is lost. The resonant photons absorbed by O-H increases the internal energy of the glycine proton-bound dimer. The increase in the internal energy is enough for the lowest dissociation channel, in this case the loss of neutral glycine. This fact is stressed in the Figure 2.3a by dissociation of molecular ion $AB^+$ to produce $C^+$ and $D$ which requires less energy to dissociate than the $A^+$ and B channel.
An IR spectrum can be constructed by plotting the fragmentation efficiency against laser frequency. The IRMPD efficiency is defined as, Equation 2.2.25

\[
\text{Efficiency (IRMPD)} = - \ln \left[ \frac{I_p}{I_p + \sum I_{\text{frag},i}} \right]
\]  

(2.2)

where \(I_p\) and \(I_{\text{frag},i}\) are the peak heights of the parent ion and all other fragment ions, respectively.

### 2.1.2 Experiments Set Up

The strategy employed in the IRMPD experiment\textsuperscript{26,27} is to accumulate ions and store them for periods of time ranging from ms to 10s of seconds. The trapped ions are irradiated with high intensity and broadly tunable IR lasers. As discussed in section 2.1.1, multiple photons are required to pump a resonant vibrational level of the gaseous ions in order to reach the dissociation energy threshold. The work in the following chapters relied on both the quadrupole ion trap (QIT) and Fourier transform-ion cyclotron resonance (FT-ICR) MS to trap the ions although other types of ion traps such as orbitrap and 22-pole have also been developed for the purpose of trapping ions. These ion traps will be explained in section 2.1.3. Also, IR laser sources such as FELs and OPOs in the mid-IR were both used in our experiments and will be discussed in section 2.1.4. In our experiments, IRMPD spectra were recorded using the combination of a FEL and a Bruker Esquire 3000 quadrupole ion trap and using an OPO mated to a Bruker Apex-Qc 70 FT-ICR.
2.1.3 Ion Traps

2.1.3.1 Quadrupole or RF Ion traps (QIT)

The theory and applications of QIT have been well studied.\textsuperscript{28,29} The 1989 Noble Prize was given to physicists Wolfgang Paul and Helmut Steinwedel for developing the first quadrupole ion trap mass spectrometer (QITMS) in the 1960’s to trap charged particles in two- and three-dimensional quadrupole fields.\textsuperscript{30,31} One function of the QIT is to store gaseous ions for a period of time at a pressure of 1 mTorr of helium bath gas. By applying appropriate potentials to the ion trap electrodes, a trapping potential well can be formed which confines the gaseous ions. The QIT can also function as mass spectrometer for detecting ions based on their mass-to-charge ratio.

The QIT consists of three hyperbolic electrodes, two identical end-cap electrodes at the upper and lower parts of the trap and a ring electrode which is located symmetrically between the two end-cap electrodes. The three electrodes of the QIT are shown in Figure 2.4a along with a view of an ion trap cut in half in the axis of cylindrical symmetry in Figure 2.4b. Also, a cross-section of an ideal ion trap is shown in Figure 2.4c where, in theory, the electrodes extend to infinity. The radius of the ring electrode in the central horizontal plane, $r_o$, and the distance between the two end-cap electrodes along the vertical axis of the ion trap, $2Z_o$, can be seen in this Figure. This geometry of electrodes produces an oscillating parabolic potential well.
by applying an RF potential to the ring electrode and grounded end-cap electrodes which confines ions. A combination of a dc voltage ($U$) and an RF periodic voltage ($V$) produces a 3D trajectory of the ions in the trap through which ions of all masses are trapped. An electric potential, $\Phi_o$, is applied to the ring electrode and is of the
form
\[ \Phi_0 = U + V \cos \Omega t \]  \hspace{1cm} (2.3)
where \( \Omega ( = 2\pi f, f \) is the frequency in hertz) is the angular frequency (in rad \( s^{-1} \)) of the RF field.

To understand how quadrupole instruments work, one has to first define the motion of a charged particle in the quadrupole field. It has been found that the ion trajectories in a quadrupole field can be defined by the solutions to the second-order linear differential equation described originally by Mathieu. The canonical form of the Mathieu equation is
\[ \frac{\partial^2 u}{\partial \xi^2} + (a_n - 2q_n \cos 2\xi)u = 0 \]  \hspace{1cm} (2.4)
\[ \xi \cdot \Omega t / 2 \]  \hspace{1cm} (2.5)
where \( u \) is the coordinate axis \( x, y \) and \( z, \xi \) is a dimensionless parameter defined by Equation 2.5 in which \( t \) is time, \( a_n \) and \( q_n \) are dimensionless trapping parameters that contain information about the mass-to-charge ratio of the confined ions inside the trap. It can be shown that a change of variables from \( \xi \) to \( t \) results in Equation 2.6.
\[ \frac{\partial^2 u}{\partial t^2} - \frac{\Omega^2 \partial^2 u}{4 \partial \xi^2} \]  \hspace{1cm} (2.6)
and by substituting Eq. 2.5 and 2.6 in Eq. 2.4 and multiplying the results by mass of an ion, \( m \), one can eventually derive an expression for the force (mass times
acceleration) on an ion, Equation 2.7.

\[ m \frac{d^2u}{dt^2} = -\frac{m\Omega^2}{4}(a_u - 2q_u \cos \Omega t)u \]  

(2.7)

The quadrupole potential at any given point within the ion trap device, \( \Phi_{x,y,z} \), can be expressed as

\[ \Phi_{x,y,z} = \Phi_0 \left( \frac{\lambda x^2}{r_0^2} + \frac{\sigma y^2}{r_0^2} + \frac{\gamma z^2}{r_0^2} \right) \]  

(2.8)

in which \( \Phi_0 \) is defined in Eq. 2.3 as the applied electric potential, \( \lambda \), \( \sigma \) and \( \gamma \) are weighting constants for the \( x \), \( y \), and \( z \) directions, and \( r_0 \) is a constant and depends on whether the quadrupole acts as an ion trap or mass filter. For the electric field, if the Laplace condition is satisfied, the field in the \( x \), \( y \), and \( z \) directions will be linear. Laplace conditions assure that the second differential of the potential at a given point is equal to zero. Therefore,

\[ \nabla^2 \Phi = \frac{\partial^2 \Phi}{\partial x^2} + \frac{\partial^2 \Phi}{\partial y^2} + \frac{\partial^2 \Phi}{\partial z^2} \]  

(2.9)

so that,

\[ \lambda + \sigma + \gamma = 0 \]  

(2.10)

The device functions as an ion trap when \( \lambda = \sigma = 1 \) and \( \gamma = -2 \). Substituting \( \lambda = 1 \) and \( \Phi_0 \) from Eq. 2.3 in Eq. 2.8 and differentiating \( \Phi \) with respect to \( x \), the quadrupole field can be obtained,

\[ \frac{\partial \Phi}{\partial x} = \frac{2x}{r_0^2}(U + V \cos \Omega t) \]  

(2.11)

Since the field in the QIT is uncoupled, ion motion can be considered independently in each direction. For example, an ion with a mass of \( m \) and charge \( e \) feels the force
\[ F_x = ma = m \frac{\partial^2 x}{\partial t^2} = -e \frac{\partial \Phi}{\partial x} \]  

(2.12)

where \( a \) is the ion’s acceleration. Therefore, an expression for force on an ion can be obtained by substituting Eq. 2.11 in 2.12,

\[ m \frac{\partial^2 x}{\partial t^2} = -\frac{2e}{r_0^2}(U + V \cos \Omega t)x \]

(2.13)

Therefore, by obtaining an expression for a force in Mathieu’s equation (Eq. 2.7) and comparing that expression with one for the force on an ion in a quadrupole field (Eq. 2.13) through simple mathematical terms in the x-direction (\( u \) represents \( x \)), the trapping parameters in the x-direction are obtained.

\[ a_x = \frac{8eU}{mr_0^2\Omega^2} \]  

(2.14)

\[ q_x = \frac{4eV}{mr_0^2\Omega^2} \]  

(2.15)

Applying a similar procedure for trapping parameters in the z-direction and substituting \( \lambda = \sigma = 1 \) and \( \gamma = 0 \) into Eq. 2.8, \( a_z \) and \( q_z \) for the quadrupole mass filter can be expressed as Equation 2.16 and 2.17.

\[ a_z = -\frac{8eU}{mr_0^2\Omega^2} \]  

(2.16)

\[ q_z = \frac{4eV}{mr_0^2\Omega^2} \]  

(2.17)

Regions of ion trajectory stability can be found based on stable solutions of the Mathieu equation in both z- and r-directions. Once ion trajectories are stable in the
Figure 2.5: Stability diagram. Ions with $a_u$ and $q_u$ values that fall in the region A and B will have a stable trajectory and be trapped within the QIT mass spectrometer. Figure reproduced from J. Mass Spectrom. 1997, 32, 351 with permission from John Wiley and Sons Inc.

$z$- and $r$-directions simultaneously, ions can be stored in the ion trap. These regions of simultaneous overlap, in which ions move without hitting the electrodes, are shown in a Mathematica stability diagram ($a_u$ vs $q_u$) in Figure 2.5 and are labeled A and B. The first stability region closest to the origin, A, is used in commercial ion traps. This region is magnified and shown in Figure 2.5. The stability limit, $q_z$, at the boundary is equal to 0.908.
The expression for $a_{in}$ and $q_{in}$ contains the mass-to-charge ratio for a given ion and can also represent the ability of the ion trap to function as a mass spectrometer. Applying a resonant frequency along $z$ expels the ions of a given mass, making the ion trap act as a mass spectrometer. $q_z$ is proportional to $V$ while it has an inverse relationship with mass. Therefore, the smallest ions have the highest $q_z$ values. By raising the RF frequency level, each ion's $q_z$ will increase and shift to higher values corresponding to instability regions. Once the ions have passed their stability limits, they will be expelled from the trap and reach the detector from the smallest to largest.\textsuperscript{34} This function is depicted in Figure 2.6.

In our experiments (Chapter 3), a modified Bruker Esquire 3000 ion trap\textsuperscript{35} was
used at CLIO to trap the amino acid proton-bound dimer and allow them to be irradiated with FEL at the center of the ion trap. In order to allow the light enter the center of the ion trap, a conical cavity was built in the ring electrode. A ZnSe entrance window at the Brewster angle was inserted into the hole of the ion trap through which the laser light enters.

2.1.3.2 Fourier Transform Ion Cyclotron Resonance (FT-ICR)

Ion traps such as ICR cells can be used to trap ions as long as desired in low densities. Currently, the ICR is one of the most powerful mass spectrometer in terms of mass range and mass resolving power providing accurate mass measurements. In a uniform magnetic field (B), in the present case a 7.0 Tesla super-conducting magnet, and under high vacuum, ions (with a mass-to-charge ratio of m/q) can be trapped in two dimensions in a periodic cyclotron motion with a cyclotron frequency of \( f_c \) and an angular frequency of \( \omega_c \) (rad/s), defined by Equations 2.18 and 2.19

\[
\begin{align*}
  f_c &= \frac{\omega_c}{2\pi} \\
  \omega_c &= \frac{qB}{m}
\end{align*}
\]

resulting from the balance of Lorentz and centrifugal forces on a stable trajectory. In a fixed magnetic field, Equation 2.19 shows that each mass-to-charge ratio has a unique cyclotron frequency \( f_c \) which is in the range of a few kHz to a few MHz and is independent of the velocity (kinetic energy) of the ions.
To trap the ions in the third dimension, an electric field is used which traps the ions along the axis of the magnetic field. In addition to the cyclotron motion of the ions in an ICR cell, a magnetron motion resulting from the combined effect of magnetic and electric fields also exists (see Figure 2.7). This magnetron motion frequency is given by Equation 2.20

\[ f_m = \frac{aV}{\pi a^2 B} \]  

\( f_m \) is independent of the mass-to-charge ratio of the ions and typically is less than 100 Hz. In this equation, \( V \) is the magnitude of the trapping potential, \( a \) is the distance between the trapping plates, and \( \alpha \) is a constant related to the analyzer cell geometry. This motion couples with the cyclotron motion and displaces the center of the cyclotron motion. Because numerous reviews and primers on the basic
operation of an FT-ICR MS have been published,\textsuperscript{36–40} only the information necessary to understand the experiments in this dissertation will be introduced in this section.

Analyzer cells can have different geometries but the cubic and cylindrical cell geometries are the most common. Figure 2.8 shows a schematic diagram of a cylindrical ICR cell consisting of a pair of end-cap trapping plates, a pair of excitation plates, and a pair of detection plates. The repulsive potentials on the trapping plates cause ion motion along the z axis (in the magnetic field direction). The number of charges confined inside the ICR is limited due to the Coulombic repulsion between ions. If the space charge limit is reached, the possible side effects could be shifts in the cyclotron
frequency, peak broadening, and detecting one peak for ions of similar masses.

The ion source used in our experiments is electrospray ionization (ESI). The mechanism of producing gas-phase ions from a solution of dissolved electrolyte ions can be categorized in the following steps: (a) formation of charged droplets at the ES capillary tip; and (b) evolution of the charged droplets due to solvent evaporation as well as droplet fission caused by Coulombic repulsion of the charges on the droplets, production of the gas-phase ion from very small charged droplets.\textsuperscript{41} In ESI, a high voltage (several kV) is applied to the tip of a metal-coated capillary through which the sample solution is running. Small droplets with excess charge are formed. Evaporation of the solvent causes a shrinkage in the droplets. The charge repulsion increases with the smaller size and results in fission into even smaller droplets. Finally, desolvated ions are formed. ESI is an atmospheric pressure technique while the optimum ICR performance is at very low pressures of the order of $10^{-10}$ Torr. To be able to couple ESI with an ICR, a number of stages of differential pumping is required and this necessitates a distance of at least 1 meter between the source and the ICR cell.\textsuperscript{42} A schematic of the instrumentation for ESI-ICR along with the pressure at different stages is shown in Figure 2.9. A gate valve separates the ultra high vacuum region from the rest of the instrument. After producing ions, they have to be injected into the ICR cell. The ions have to penetrate a strong magnetic field and, at the same time, they have to be slow enough to be trapped in the axial direction. The most common method to help the ions traverse the magnetic field is using an RF-only ion
guide. To be able to trap the ions in the cell, the potential on the front trapping plate must be lower than the ions' kinetic energy and to prevent ions from going straight through the cell, the rear potential voltage must be higher. A potential well is created along the axial direction by the dc voltage to hold the ions in this dimension. The magnetic field in the axial direction inhibits ions from hitting the ICR walls through the Lorentz force, causing a cyclotron motion.

The ion detection in ICR is unique among MS techniques in that all ions are detected at the same time. The two steps in the ion detection process are ion excitation and then detection of the induced current on the analyzer cell electrodes which is

Figure 2.9: A schematic of the instrumentation for ESI-ICR along with pressure at different stages. TP and RP are abbreviations for turbo pump and rough pump, respectively. The pressures shown in each stage are in mbar.
called image current. To excite ions, a sinusoidal RF electric field is applied to the excitation plates for a very short time which has the same frequency as ion cyclotron frequency. The transferred energy increases the ions' kinetic energy. Because the cyclotron frequency remains constant, the ions will excite to a larger orbit and become closer to the detection plates and induce a detectable signal. As a result, the ions with the same mass-to-charge ratio will be excited to the same orbit and rotate around the magnetic field line with their characteristic cyclotron frequency. The ions of a particular mass-to-charge ratio traverse together as a packet. For positively charged ions, when the ions approach a detection plate, electrons are attracted to the plate and when the ion packet approaches the opposite detection plate, electrons are attracted to that plate. This image current, oscillating at the cyclotron frequency of the ions, is detected in an external circuit between the two detection plates. A time domain signal composed of all the image currents of the ions is detected for a period of time on the order of ms. This time domain signal is Fourier transformed to produce a frequency domain signal which is proportional to mass through Equation 2.19. Steps for ion detection in the FT-ICR MS are depicted in Figure 2.10.
Figure 2.10: Steps in ion detection in a FT-ICR MS. B represent the magnetic field.

2.1.4 IR Laser Sources

A laser (light amplification by simulated emission of radiation) is a device to produce coherent, collimated monochromatic light. In the laser emission process, a photon interacts with active excited atoms, resulting in a photon with the same wavelength and phase when depleting the atom to its ground state. The medium in which the laser emission is produced is called the active or amplifying medium. The active medium can be excited by numerous methods such as pumping by absorbing light and collisions with electrons or atoms. In the following sections the two types of lasers used in IRMPD experiments will be explained.
2.1.4.1 IR Free Electron Laser (FEL)

In canonical lasers, the excited atoms or molecules are used to amplify light while in FEL,\textsuperscript{18,42} a high-energy electron beam is used as an amplifying medium. The Bremsstrahlung radiation produced by accelerated relativistic electrons is the basis of a free electron laser.\textsuperscript{43} The components of a FEL are sketched in Figure 2.11. Groups of electrons (\textasciitilde giga-amperes) are triggered from an electron gun and accelerated to mega electron volts (MeV) with a radio frequency linear accelerator. The high speed electron beam is directed into a set of periodic, transverse magnetic fields called an undulator or a wiggler. According to the Lorentz force, the electrons obtain a wiggling motion. Also, since the light travels faster than electrons, at $3 \times 10^8$ m/s\textsuperscript{-1}, a lag between the electrons and light is built. The alternate change in the magnetic field direction causes a sinusoidal wave pattern for the electron beam. An electron emits radiation in a continuous frequency band when the direction of the magnetic field in the undulator changes. This radiated light travels straight while the electron packet lags behind due to the wiggling movement in the magnetic field. As a result, the radiated light is not coherent. To eliminate the problem, the undulator parameters are set in a way that the lag comes to exactly one or an integer number of wavelengths per undulator period.

Since different electrons emit radiation which is mostly out of phase, the resulting
radiation is weak. The radiation is captured in an optical cavity which is formed by two spherical mirrors in the vicinity of the undulator (see Fig. 2.11) to produce coherent and intense radiation. The length of the cavity is chosen such that a resonance between the fresh electron packets and the light pulses passing in the cavity exists.

Finally, the wavelength, which is the lag amount of the electron bunch and emitted light, is a function of the magnetic field strength through Equation 2.21, making it possible to tune the lasing wavelength.

\[
\lambda_n = \frac{\lambda_U (1 + K_{\text{rms}}^2)}{2n\gamma^2}
\]  

(2.21)

According to this equation, \(\lambda_n\) the wavelength of the FEL radiation is a function of the electron energy \(\gamma\), the undulator parameter \(K_{\text{rms}}\) (rms=root mean square), the undulator period \(\lambda_U\), and the radiation harmonic number \(n\). The dimensionless undulator parameter \(K_{\text{rms}}\) is proportional to the magnetic field through Equation

Figure 2.11: A schematic of a FEL.
\[ K_{\text{rms}} = \frac{eB_\text{rms}\lambda_\text{rms}}{2\pi m_e c} \] (2.22)

where \( e \) and \( m_e \) are the electron charge and mass, respectively, \( c \) is the speed of light, and \( B_\text{rms} \) is the rms amplitude of the magnetic field on the undulator axis.\(^{44}\)

By changing the energy of the electrons and/or the magnetic field of the undulator, different wavelengths can be achieved. The magnetic field strength of the undulator can be varied by changing the gap between the two arrays of magnets. The CLIO FEL, which is used in some of our experiments, can generate 8 to 50 MeV electrons as the photon energy depends on the electron kinetic energy as well as the strength and periodicity of the magnetic field. This configuration makes FEL a high intensity laser with a high fluence to produce multiple photons which are efficiently tunable in the 50-2500 cm\(^{-1}\) region which is useful for most of the compounds containing active functional groups.

### 2.1.4.2 Optical Parametric Oscillator (OPO)

OPOs are powerful solid-state coherent laser sources which can be tuned over extensive ranges with high efficiencies.\(^{45-47}\) An optical parametric oscillator is a nonlinear optical process in which an input pump photon, propagating in a nonlinear optical material, is converted into two lower-energy photons. A schematic of our laser system mated to the FT-ICR is shown in Figure 2.12. In our laboratory at Memorial
University, a Brilliant b YAG laser pumps the OPO at the fundamental line of 1064 nm.

The 1064 nm photons pass through a few optics and enter the OPO. The essential parts of the OPO are an optical cavity and a non-linear crystal which is inserted in the cavity. A variety of crystals can be used in the cavity. LiNbO₃ and KTP (Potassium titanyl phosphate, KTiOPO₄) are two common crystals and are used at CLIO and Memorial University, respectively to produce IR frequencies. By placing the active medium in the optical cavity composed of two or several mirrors, the emitted light is forced to pass through the same active medium numerous times resulting in an increase in amplification. The laser emission is obtained at the output of the cavity.
by means of one of the mirrors. Depending on the type of the crystal used in the cavity and rotation of the crystal different output frequencies can be obtained. The incident 1064 line, also called the pump, traverses a variety of optics before entering into the OPO. The OPO splits the input (pump) laser light into two output lights through its non-linear crystal. The two light outputs are called signal and idler and have a lower frequency compared to the input light frequency. The two frequencies are labeled as \( \omega_s \) and \( \omega_i \), representing signal and idler wave frequencies, respectively and the sum of them equals the pumping frequency,

\[
\omega_s + \omega_i = \omega_p
\]  

Using the non-linear crystal causes an overlap between the pump and the output waves, resulting in an increase in the amplitude of the signal and idler waves and a decrease in the amplitude of the pump wave. The amplification in the output wave(s) initiates the signal and idler waves to oscillate in the cavity, compensating for any loss of the output waves. A corrector is also used to insure that an intense beam of light is produced since the direction of the output beam changes with a change in crystal’s angle. For our experiments, the idler is in the IR energy range and is directed into the ICR cell.

In the neodymium laser, \( \text{Nd}^{3+} \) (Neodymium) ions are used in yttrium aluminum garnet (YAG), \( Y_3\text{Al}_5\text{O}_{12} \) as a host crystal. The diagram of the atomic transition principle of the active medium used in Nd:YAG solid state lasers is shown in Figure 2.13.
Figure 2.13: The four-level system energy diagram of the Nd:YAG atomic transition principles at 1064 nm.

The laser emission can be continuous or pulsed as energy packets. A Q-switched mode can be used to obtain high-power pulses with a duration of a few nanoseconds. In Figure 2.14, a simplified diagram of a Nd:YAG type Q-switched laser is depicted. This diagram is very similar to that used in the Brilliant in our laboratory at MUN. The cavity consists of the cavity rear mirror with maximum reflectivity and the partially reflecting output mirror. The Nd:YAG rod is the active medium and optically pulse-pumped by a flash lamp. The polarizer, quarter wave plate, and electro-optical modulator are used to block and to Q-switch the laser emission.

The pulsed mid-IR OPOs can be tuned as wide as 1.5-8 μm. Energies of more than 100 mJ per pulse can be produced.
Two experimental set-ups employed in this work to record the IRMPD spectra include a Bruker Apex-Qe 7.0 tesla FT-ICR mass spectrometer coupled to an IR OPO and a Bruker Esquire 3000 QIT mated to a FEL laser located at CLIO. The FT-ICR mass spectrometer consists of three main parts, the ionization source, the superconducting magnet, and the detector. A schematic of a 7.0 Tesla FT-ICR mass spectrometer with an electrospray source is depicted in Figure 2.15. The ions are produced at relatively high pressure (\(~\text{few mbar}\)); however, the ICR cell requires a very high vacuum (\(~10^{-10} \text{ mbar}\)). As a result, differential vacuum systems are required to achieve the appropriate pressure. A gate valve separates the high-vacuum ICR region from the rest of the instrument. Solutions of investigated species (with a concentration of a few mM) containing alkali metal cations and also acid (HCl) were prepared in 18 Mohm (Millipore) water. All chemicals were purchased from Sigma-Aldrich and used as received. After electrospray ionization of the solutions containing cations/proton (see Fig. 2.15), ions were directed into the ion funnels and
then trapped in a hexapole RF ion trap for a short time (~ms). Packets of ions were extracted through a quadrupole ion guide. Ions in a mass range of interest were conducted and transferred into the accumulation (collision) hexapole cell.

In one set of experiments, solvated cluster ions were produced in the storage hexapole cell of a commercial Bruker Apex-Qe 7.0 T hybrid Q-FTMS. Briefly, in this method of synthesizing solvated ions, the Ar gas in the collision cell was replaced with solvent (water or methanol) selectively adding solvent molecules to the ions, producing gaseous solvated metalated ion clusters. Both solvated and unsolvated metalated ions were selectively transferred into the infinity ICR cell which is located inside a 7.0 T superconducting magnet. The ions were irradiated by an IR laser beam.

**Figure 2.15:** Schematic of a Bruker Apex-Qe 7.0 T FT-ICR mass spectrometer, laser photons are shown with an arrow entering the ICR cell.
along the axis of the bore of the magnet. This was done from a tabletop Laser Vision IR OPO system entering through a Brewster window for several seconds to record the IR spectra in 2800-3900 cm\(^{-1}\) wave number range. To record the IR spectra in the mid-infrared region, ions were irradiated with CLIO FEL. The scan rate varied between 0.2-0.5 cm\(^{-1}\)/s, being 0.2 cm\(^{-1}\)/s for most experiments. The pulse length was between 0.2-4.0 s and the bandwidth was \(< 5\) cm\(^{-1}\). Exact values for each parameter for individual experiments can be obtained in the following Chapters.

A similar instrument at Memorial University was used to collect data for metalated DNA ions which will be discussed in Chapter 7.

A cartoon of the instrument in which a Bruker Esquire 3000 QIT is mated to the FEL at CLIO and used to record IRMPD spectrum of aliphatic amino acid proton-bound dimers, Chapter 3, is shown in Figure 2.16. In this configuration, the FEL is focused into the center of the QIT through a ZnSe window which is located in the small hole in the ring electrode. Earlier, Simon \textit{et al.}\(^{49}\) compared the IRMPD spectra of the four simplest protonated methyl esters of amino acids, GlyMeH\(^+\), AlaMeH\(^+\), ValMeH\(^+\), and LeuMeH\(^+\) produced by ESI or MALDI obtained in an FT-ICR and an RF quadrupole trap, respectively. They observed a more efficient photodissociation for the ions using the RF quadrupole trap as opposed to the ICR due to the enhanced overlap between the ion cloud and the laser beam. Also, the spectral bands were narrower when a RF quadrupole trap was used. Nonetheless FT-ICR instruments have significant advantages compared to quadrupole ion traps; for instance,
higher mass resolution, more accurate ion manipulation, including mass isolations, and lower pressure, thus limiting collisional damping in the IRMPD process.

**Figure 2.16:** A schematic of a Bruker Esquire 3000 QIT mass spectrometer coupled with FEL; laser photons are shown with an arrow entering the QIT. Figure reproduced from Int. J. Mass Spectrom. 2006, 254, 1 with permission from Elsevier.

### 2.2 Computational Methods

As our main technique is IRMPD, computational methods were applied to simulate the IR spectra for gaseous ions. Subsequently, the simulated IR spectra were compared with experimental IRMPD spectra through this research and will be dis-
cussed here. First of all, a brief description of the computational methods used will be provided. The fundamentals of quantum mechanics and its application to develop computational methods has been widely investigated.\textsuperscript{50–54} Any computational method consists of two main parts: a level of theory (method) to correct for a different degree of electron correlation and a basis set to describe the molecular orbitals (MOs). A variety of methods based on first principles, empirical, and/or a combination of the both, and semi-empirical data (obtain some parameters from empirical data) have been developed. The most commonly used methods to theoretically predict structures and IR spectra are based on the first and third categories, \textit{ab initio} and density functional theory (DFT). Since these two methods are employed in our calculations, they will be explained in more detail.

\subsection{Ab initio Method}

\textit{Ab initio} methods are non-empirical and are derived from theoretical principles without any experimental data. In these methods approximations, usually mathematical, are used in order to solve for the wavefunction. The two \textit{ab initio} methods employed in our calculations are Hartree-Fock (HF) and a Post-Hartree-Fock method, MP2. HF is the simplest wavefunction-based \textit{ab initio} method.

Based on quantum mechanics,\textsuperscript{55} by solving the Schrödinger equation, Eq. 2.24,
the energy and many properties of a stationary state of a molecule can be obtained,

\[ \hat{H} \Psi = E \Psi \]  

(2.24)

where \( \hat{H} \) is a differential operator called Hamiltonian representing the total energy, \( E \) is the total energy of the state, and \( \Psi \) is the wavefunction. The molecular Hamiltonian \( \hat{H} \) is defined as the sum of kinetic and potential energy operators, Eq. 2.25.

\[ \hat{H} = \hat{T} + \hat{V} \]

(2.25)

in which the kinetic energy (\( \hat{T} \)) includes the kinetic operators of electron (\( \hat{T}_e \)) and nuclei (\( \hat{T}_n \)); and the potential energy operator (\( \hat{V} \)) is the summation of Coulomb electron-nuclei attraction (\( \hat{V}_{ne} \)), electron-electron repulsion (\( \hat{V}_{ee} \)) and nuclear-nuclear repulsion (\( \hat{V}_{nn} \)). Hence the full molecular Hamiltonian can be written as Eq. 2.26,

\[ \hat{H} = \hat{T}_e + \hat{T}_n + \hat{V}_{ne} + \hat{V}_{ee} + \hat{V}_{nn} \]

(2.26)

Since nuclei are much heavier than electrons, based on the Born-Oppenheimer approximation one can assume that nuclei are fixed with respect to the motion of electrons. This assumption simplifies the general molecular problem in quantum mechanics and allows factorizing the wave equation:

\[ \hat{H} = \hat{H}_n + \hat{H}_e \]

(2.27)

and

\[ \Psi(R, r) = \Psi_n(R)\Psi_e(r) \]

(2.28)
Therefore, the electron motion in the field of fixed nuclei can be solved first to obtain an effective electronic energy \( (E^{\text{eff}}(R)) \) using the electronic Schrödinger equation,

\[
\hat{H}^{\text{ele}} \Psi^{\text{ele}}(R, r) = E^{\text{eff}}(R) \Psi^{\text{ele}}(R, r)
\] (2.29)

Theoretical studies of electronic structure are aimed to solve the electronic Schrödinger equation, at least approximately, and obtain the effective nuclear potential function \( (E^{\text{eff}}(R)) \). Hartree-Fock (HF) is the simplest wavefunction-based method and is based on the variational method. In variational calculations the calculated energies are always greater than or equal to the exact energy. Therefore, the HF limit energy \( (E_{HF,L}) \) itself is always greater than the exact energy value (even using an improved basis set).

By applying the electronic Hamiltonian, the electronic energy is obtained which contains the electron-electron potential energy term, \( V_{ee} \) in Eq. 2.26. \( V_{ee} \) contains three energy terms including Coulomb repulsion energy, exchange energy, and correlation energy. The correlation energy is sensitive to change in the number of electron pairs and is the only term not accounted for in HF. Correlation energy is always negative and is the single most important problem in quantum chemistry. Correlation energy is the difference between the exact non-relativistic energy \( (E_{\text{exact}}) \) and the \( (E_{HF,L}) \), expressed as Eq. 2.30,

\[
E_{\text{corr}} = E_{\text{exact}} - E_{HF,L}
\] (2.30)

Note that exchange occurs between electrons with the same spin only as shown in Figure 2.17a. Electrons with opposite spins (Figure 2.17b) are not correlated. HF is
useful to obtain an approximate initial optimized geometry and can save a significant amount of time and costs.

Since electron correlation is not taken into account in HF, efforts to develop more accurate post-Hartree-Fock methods have been initiated. Many methods to compute the correlation energy, each with their own strengths and weaknesses, have been developed. Among these modified HF methods is a correlated method in which calculations start with HF and then correct for correlation. Møller-Plesset perturbation theory, MPn, in which n is the order of correction is one type of the correlated method (non-variational). The higher the order of correction, the higher the computational cost (~N^{10} time complexity). The correlated method used in our work is MP2 in which the minimal amount of correlation has been added.

\[
\begin{align*}
    \text{a} & \quad \{\uparrow \psi_1, \downarrow \psi_1\} \\
    \text{b} & \quad \{\downarrow \psi_1, \uparrow \psi_1\} \\
    & \quad \{\uparrow \downarrow \psi_1\}
\end{align*}
\]

**Figure 2.17:** electrons with the same spin (a) and electrons with opposite spins (b).
2.2.2 Density Functional Theory (DFT)

DFT, originated by Hohenberg and Kohn,\textsuperscript{56} has been a very popular method recently with an acceptable accuracy without extensive computational cost. In DFT, the energy of a system is calculated based on the electron density $\rho(r)$ rather than the wavefunction. Later, Kohn and Sham developed this method for practical applications. DFT methods may contain either empirical data or data from more complex calculations. In this method, the electron density is calculated based on a linear combination of basis functions with a similar mathematical procedure to HF orbitals. A determinant, called Kohn-Sham orbitals, is formed based on these functions that produces the electron density. This electron density is then used to compute the energy. A density functional is hence used to compute the energy from the electron density. A functional is a function of a function, in this case, the electron density and there is a list of different functionals to choose from.

Since Hamiltonian depends on the total number of electrons, electron density is a useful physical observable to work with. A density functional takes the electron density and returns the number of electrons by integrating electron density over all space,

$$N[\rho(r)] = \int \rho(r)dr = n$$ \hspace{1cm} (2.31)

in which $\rho(r)$ is a function of three observable (i.e. can be measured through X-ray
diffraction experiments) variables \((x,y,z)\) and \(\rho(r)\)\(dr\) is the probability of finding an electron in the volume element \(dr\) at \(r\). Energy functional can be divided into specific components as shown in Equation 2.32 to facilitate further analysis,

\[
E[\rho(r)] = T_{\text{ni}}[\rho(r)] + V_{\text{nn}}[\rho(r)] + V_{\text{ee}}[\rho(r)] + \Delta T[\rho(r)] + \Delta V_{\text{ee}}[\rho(r)]
\]  

(2.32)

where the terms on the right hand side refer, respectively, to the kinetic energy of the non-interacting electrons, the nuclear-electron interaction, the classical electron-electron repulsion, the correction to the kinetic energy deriving from the interacting nature of the electrons, and all non-classical corrections to the electron-electron repulsion energy.

Using \(\rho\), Kohn and Sham could account for exchange-correlation potential. One advantage of DFT is that some portions of electron correlation are considered in the calculation and using appropriate functionals, the results are even similar to MP2 results. DFT calculations are categorized into different classes. One of them is a hybrid method which combines functionals from other methods, producing more accurate results.

Hybrid DFT methods such as B3LYP have been developed in which both exchange and correlation functionals are considered and these are used in this work. The hybrid DFT methods, in particular the B3LYP hybrid density functional, are reliable techniques in terms of both band positions as well as the relative band intensities.\(^{17,25,57-60}\) The B3LYP functional level of theory could also adequately describe the geometries of small biologically interesting ions. B3LYP has been shown to estimate a good balance
between the electronic exchange and correlation interaction for metal-ligand charged systems by taking into account the charge donation and backdonation. As a result, an accurate geometry optimization can be performed using this functional. Despite the multiphoton character of the IRMPD mechanism, B3LYP has shown reliable results in predicting IR spectra. Because of the incoherent nature of the IRMPD process and the fact that only the few first photons in resonance with the vibrational levels affect the relative intensities of the bands. However, for small ions, a fast energy redistribution may not occur due to a low density of vibrational states and cause significant deviations from the linear absorption spectrum. Also, anharmonic coupling between modes results in a red shift and broadening of the bands.

2.2.3 Basis Sets

The second component of a computational method, the basis set, is a collection of functions to create the molecular orbitals. The larger the basis set, the more complex the calculations will be.

The basis sets used in this research were mainly 6-31+G(d,p) and 6-311++G(d,p). In this notation, 6-31+G(d,p), the first and second sets of numbers (6 and 31, respectively) refer to functions describing core and valence orbitals, respectively. Adding polarization functions (d,p) to the basis set provides more flexibility for the wavefunction to change shape. They often result in more accurate computed geometries
and vibrational frequencies. Although the valence shell of alkali and alkaline-earth metal atoms contains only s-type functions in the electronic ground states, it is suggested to include valence p-type functions in the basis set of these elements. This is due to the fact that in addition to being strong σ-electron donors to electronegative elements, alkali and alkaline-earth metal atoms are also π-electron acceptors. In the absence of the p-type functions, weaker bond strengths are predicted. Longer bond length and larger electric dipole moments are evidence of this phenomenon. Also, including d-type functions in the basis set for molecules containing second-row and heavier main-group elements is essential for the proper description of the equilibrium geometry. Finally, diffuse functions (+) describe the electron far from the nucleus. They are used for describing interactions at long distances, such as van der Waals interactions. For instance, a basis set such as 6-311+G(2d,p) has a triply-split valence representation with two sets of polarization functions and a single set of diffuse functions on heavy atoms, as well as a single set of polarization functions on hydrogen. This basis set represents about as proper a representation as can be applied to small to medium size organic molecules.

2.2.4 Calculation Procedure

The computational procedure throughout this work is as follows. In the first step, geometry optimizations and frequency calculations for numerous structures were
performed at B3LYP/6-31+G(d,p). To examine whether a basis set dependency exists, calculations for some of the species were also carried out using a larger basis set such as 6-311+G(d,p). The results did not show such a dependency, therefore, the smaller basis set was used. All the possible conformers were created manually. Simple HF/6-31+G(d) was initially used to optimize the structures and calculate frequencies in a few cases (such as \((\text{adenine})_2-M-(\text{H}_2\text{O})_n^+\) where \(M=\text{H}, \text{Li}, \text{and K}\) and \(n=0,1\)) in order to save time. In addition, for transition metals, Zn cluster ions in Chapter 7, the Gen keyword was used to apply a different basis set to Zn due to its larger size. The Gen keyword allows a user-specified basis set to be used in a Gaussian calculation. Using this keyword at B3LYP, a LANL2DZ basis set was used for Zn while for all other atoms including C, H, N and O a 6-31+G(d,p) was applied to optimize the structures and calculate the vibrational frequencies. Using effective core potential (ECP), the computational costs can be significantly decreased for heavy elements since ECP calculations are restricted to the valence electron system. The core electrons are replaced with an effective potential that eliminates using the core basis functions. This is based on the fact that mainly the valence electrons of an element determine its chemical behavior.\(^70\)

In the next step, thermochemical values were determined using single point calculations at the MP2 method with a 6-311++G(2d,p) basis set. Thermal corrections, the determination of temperature-dependent gas phase conformational population, to enthalpy and free energy values were taken from the B3LYP calculations and added
to the calculated MP2 energies. Enthalpy and free energy values relative to the lowest energy structure were then reported. Equations 2.33 and 2.34 show standard calculations used to obtain the energetics at 298K.

\[ H(MP2) = E_a(MP2) + H_{corr}(B3LYP) \]  \hspace{1cm} (2.33)

\[ G(MP2) = E_a(MP2) + G_{corr}(B3LYP) \]  \hspace{1cm} (2.34)

where \( H_{corr} \) and \( G_{corr} \) are obtained from B3LYP calculations and are defined as

\[ H_{corr} = E_{tot} + k_BT \]  \hspace{1cm} (2.35)

\[ G_{corr} = H_{corr} - TS_{tot} \]  \hspace{1cm} (2.36)

and \( E_{tot} \) is the summation of translational, rotational, vibrational and electronic energies, Eq. 2.37.

\[ E_{tot} = E_t + E_r + E_v + E_e \]  \hspace{1cm} (2.37)

### 2.2.5 Comparison of Experimental IRMPD and Calculated IR Band Intensities and Frequencies

In order to achieve the fragmentation of stronger bonds, multiple photon absorption may be required. This can broaden the observed bands in the IRMPD spectrum because of rotational bands. Therefore, some information of ionic species in terms
of absorption bands could be buried under a broad peak. Predicted IR absorption spectra can help to uncover the missing bands which are often disregarded.\textsuperscript{71}

Choi \textit{et al.}\textsuperscript{72} could not observe the O-H asymmetric stretch band for the NO\textsuperscript{+}(H\textsubscript{2}O) ion-molecule complex in the IRMPD spectrum which was predicted to occur at 3671\textit{cm}\textsuperscript{-1} with an intensity 80 percent of that of the symmetric stretch. The detected products from photodissociation of this ion-molecule complex were NO\textsuperscript{+}+H\textsubscript{2}O which requires at least two photons for dissociation. The possibility of the presence of N(OH)\textsubscript{2}\textsuperscript{+} and HON(H)O\textsuperscript{+} covalently bound structures was ruled out due to several reasons such as their higher energetics (some 33 kcal mol\textsuperscript{-1}) compared to the ion-molecule structure as well as high energy intramolecular hydrogen shifts in order to lead to NO\textsuperscript{+}+H\textsubscript{2}O products. Therefore, other factors should be responsible for the absence of the O-H asymmetric band. Since the recorded spectra are two-photon dissociation spectra and not absorption spectra, it was hypothesized that \nu\textsubscript{3} multiphoton absorption process is not as efficient as \nu\textsubscript{1} and also clusters excited in this mode do not efficiently dissociate. This could be explained by a slower relaxation of \nu\textsubscript{3} due to its weaker coupling to the intermolecular stretch compared to \nu\textsubscript{1}, causing variations in predissociation rates. In the two-photon absorption action spectra if IVR from the \nu\textsubscript{3} levels takes more time than the laser pulsewidth (10 ns), the second photon would not be absorbed; therefore no dissociation would occur. In fact, this suggests a faster than 10 ns IVR rates for \nu\textsubscript{1}. For larger clusters, i.e. doubly/ triply hydrated ion complex, the asymmetric stretching vibrations were observed. This can
be explained by a weaker H$_2$O binding energy which allows the production of more hot ions. Only a single photon would be enough to dissociate these vibrationally excited clusters.

In addition, Pankewitz et al.$^{71}$ observed a very weakly detectable signal for the strongly infrared active $\nu_3$ (H$_2$O) mode (I($\nu_3$):I($\nu_1$)=1:9) in their experimental photofragmentation spectrum of NH$_4^+$(H$_2$O). This is in contrast with the fact that the asymmetric O-H stretching band in the spectra of gaseous water is stronger than $\nu_1$(H$_2$O) by a factor of 14.5-21.9.$^{73,74}$ The published action spectra of other singly hydrated cations estimate I($\nu_3$) to be twice as I($\nu_1$). See Table 2.1 which is taken from Pankewitz et al.$^{71}$ While the data collected by tagging with weakly binding ligands such as Ar, N$_2$ and C$_6$F$_6$ experiments show an increase in the intensity of the asymmetric O-H stretching band, IRMPD experiments for NO$^+$(H$_2$O) and NH$_4^+$(H$_2$O) in which the cluster binding is strongest, show extremely weak bands for this mode. It was claimed that the intensity of $\nu_3$ qualitatively anticorrelates with the activation energy for the lowest possible fragmentation pathway so the intensity of $\nu_3$ is stronger when the binding to the water is weaker. Furthermore, the chemical nature of the cationic molecular counterpart in these two clusters affects the $\nu_1$ mode more than $\nu_3$, mainly because in the $\nu_1$ mode, the water's O atom moves parallel to the direction of the two heavy atoms (O and N), whereas in the $\nu_3$ mode it moves perpendicularly.

The calculated frequencies are usually blue shifted from the experimental IRMPD values due to applying the harmonic oscillator approximation. The coupling of vibra-
<table>
<thead>
<tr>
<th>Cation-water complex</th>
<th>Exp. I ( (\nu_3)/(\nu_1) )</th>
<th>Binding energies (kJ mol(^{-1})) 300K</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO(^+)(H(_2)O)</td>
<td>(~0)</td>
<td>75</td>
</tr>
<tr>
<td>NH(_4^+)(H(_2)O)</td>
<td>0.11</td>
<td>72.0, 86.2</td>
</tr>
<tr>
<td>Na(^+)(H(_2)O)Ar</td>
<td>1.57</td>
<td>11.6</td>
</tr>
<tr>
<td>Na(^+)(H(_2)O)(C(_6)F(_6))(_3)</td>
<td>(~1)</td>
<td>52 (8)(^a)</td>
</tr>
<tr>
<td>K(^+)(H(_2)O)Ar</td>
<td>2.44</td>
<td>7.2</td>
</tr>
<tr>
<td>Cs(^+)(H(_2)O)</td>
<td>(~0.5-1)</td>
<td>57</td>
</tr>
<tr>
<td>Cs(^+)(H(_2)O)Ar</td>
<td>2.04</td>
<td>-</td>
</tr>
<tr>
<td>C(_6)H(_6^+)(H(_2)O)</td>
<td>(~0.3)</td>
<td>59(12)</td>
</tr>
<tr>
<td>C(_6)H(_6^+)(H(_2)O)N(_2)</td>
<td>1</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2.1: A comparison of the ratio of \( \nu_3(H_2O) : \nu_1(H_2O) \) intensities from action spectra and the enthalpy change for the lowest dissociation channel for cation water complexes (reference 71 and references herein).

\(^a\)Calculated Value (0K)
tional modes due to anharmonic effects are not taken into account in the harmonic approximation. Using a scaling factor, based on comparing the experimental and calculated frequencies is common. A “dual scaling” has been introduced by Halls et al. which applies a smaller scaling factor for the high-frequency modes (larger than 1800 cm\(^{-1}\)) due to their larger anharmonicity effects compared to the low-energy modes. Furthermore, by comparing the experimental and computational data, modified theoretical methods could be derived.
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Chapter 3

Structures of Aliphatic Amino Acid Proton-Bound Dimers by IRMPD Spectroscopy in the 700 to 2000 cm\(^{-1}\) Region

3.1 Introduction*

In recent years there has been an enormous amount of work dedicated to studying the effects of noncovalent interactions such as normal and ionic hydrogen bonding on the structures of molecules which are of biological and pharmacological interest\(^1\)

as well as supermolecular structures\textsuperscript{2-4} in aqueous solutions. The combination of experiment accompanied with ab initio calculations has provided a growing wealth of fundamental knowledge in this area.\textsuperscript{5,6}

Of equal importance to knowing the structures of the aqueous phase molecules is understanding the role that solvent has in this structure. To this end, rotational, vibrational and electronic spectra of molecules isolated in the gas phase\textsuperscript{7,8} or vibrational spectra of species frozen in cryogenic matrices\textsuperscript{9-11} has helped in determining the solvent-free structures. For amino acids such as glycine\textsuperscript{9,12,13} alanine,\textsuperscript{10,14} valine,\textsuperscript{11,15} and arginine\textsuperscript{16} non-zwitterion structures are observed to be the only structures present in the gas phase and isolated in solid argon matrices and theory predicts the non-zwitterion structure to be the lowest in energy.

Protonation reactions are fundamental in aqueous solutions containing compounds with heteroatoms such as amino acids. In fact, protonation of biological compounds is of a great interest as it is the initiating step in hydrolysis of amides, peptides and proteins as well as carbohydrates at biological pH.\textsuperscript{17} Protonation obviously has an important effect on the electronic and dynamic structure of proteins as well as their conformational structure. Their biological activities are dependent upon three-dimensional structures and therefore protonation plays an important role in the biological activity of proteins. Completely understanding the role of particular conformations in biological activity may be facilitated by studying the solvent-free fundamental building blocks and this is possible because of existing modern ionization methods.
in mass spectrometry. Gas phase studies of proteins can be useful to determine the role of protons in stabilizing protein conformation and can also suggest the role of solvent on protein conformation. For example, ion mobility measurements have been used to study helix formation in the gas phase for a series of alanine/glycine-based peptides.\(^\text{18}\) In this study, solvent-free peptide ions were produced by electrospray and their conformations determined using ion mobility mass spectrometry. The authors found a reduction in the amount of helix due to interaction of residues with polar side chains for the Ac-A\(_3\)G\(_{12}\)KH\(^+\) peptide, possibly due to hydrogen bonding between the backbone and polar side chains that stabilizes the nonhelical globular conformations.

Numerous studies have been performed on relative proton affinities of amino acids.\(^\text{19-26}\) Temperature dependent equilibrium constants and binding energies for amino acid proton-bound dimers such as the glycine proton-bound dimer, have been recently studied using pulsed-ionization high-pressure mass spectrometry (PHPMS).\(^\text{27}\) Comparing the experimental thermochemistries with those predicted by ab initio methods can provide information about structural aspects of these fundamental biological species.

Proton bound dimers are also of great interest since they contain a principle intermolecular interaction-the ionic hydrogen bond-noncovalent interactions with strengths of up to about 150 kJ mol\(^{-1}\). They have received much attention in the past mostly from thermochemical and computational studies.\(^\text{28}\) Most studies are geared toward understanding the structural aspects of the proton bound dimers as well as their
strengths. Infrared spectroscopy is a sensitive technique for studying the structures of any molecular or ionic species. Proton-bound dimers have been the topic of many recent IRMPD spectroscopic studies.\textsuperscript{29–36} Dimers of amino acids which are bound by protons or metal ions are important from a biochemical point of view due to proton and metal ion mobility issues as well as the interest in the strong ionic hydrogen bonding or metal ion binding that exists in these clusters. Small proton-bound dimers are models for larger systems where strong ionic hydrogen bonding exists, such as in proteins. A few IRMPD spectroscopic studies of protonated and solvated amino acids,\textsuperscript{37} amino acid proton bound dimers,\textsuperscript{38} and complexes of amino acids with sodium ion\textsuperscript{39} in the gas-phase have appeared recently. Most recently using IRMPD spectroscopy and computational methods, Bush \textit{et al.}\textsuperscript{40} have observed gas-phase zwitterionic arginine when it is bound to metal ions such as Na\textsuperscript{+} and K\textsuperscript{+}. Here we report on the IRMPD spectra of amino acid proton-bound dimers with aliphatic side chains in the 700-2100 cm\textsuperscript{-1} range, as well as the mixed alanine/glycine proton-bound dimer. The spectra are compared to those calculated by DFT methods and discussed in terms of the structures of the proton-bound dimers.
3.2 Methods

3.2.1 Experimental

The combination of a Bruker Esquire 3000 quadrupole ion trap mass spectrometer equipped with an electrospray source coupled to the mid-Infrared FEL at CLIO,\(^{41,42}\) was used and has been described previously.\(^{43}\) Solutions containing 0.05 M of glycine, 0.03 M of alanine, 0.030 M valine, and mixture of glycine/alanine with 1:1 ratio were prepared in 18 Mohm (millipore) water. The amino acids were obtained from Aldrich and have been used without further purification. The aqueous amino acid solutions were electrosprayed into a Bruker Esquire 3000 quadrupole ion trap mass spectrometer and accumulation times varied between 150-300 ms. There was no organic phase or acid added to the solution. It was found that by adding acid or an organic layer to the solution, the ion intensity for our proton-bound dimers was depleted and the protonated amino acids were the main species electrosprayed. The ions of interest, proton-bound dimers, were isolated by resonantly ejecting ions of all other masses. The mass spectrometer was modified\(^{45}\) to include a Brewster-angle window through which passes the monochromatic radiation with a bandwidth of 0.3-0.5 percent of the spectral bandwidth. The FEL was scanned using <5 cm\(^{-1}\) increments and the experimental IRMPD spectra in the 700-2100 cm\(^{-1}\) energy range were recorded. Ions were irradiated for between 200-500 ms with the CLIO FEL. If the particular wavelength of the FEL is resonant with a fundamental mode of the trapped ion, dissociation is
observed. On the contrary, if the FEL is tuned such that there is no absorption, no
dissociation of the ion is observed. The IRMPD spectra reported are the extent of
dissociation plotted against the wavenumber value of the radiation impinging on the
ions from the FEL. The resulting IRMPD action spectra were not normalized for the
power of the free electron laser.

3.2.2 Computational

The Gaussian 03 suite of programs was used. Geometries were optimized and vi-
brational spectra were calculated using the B3LYP hybrid density functional method
and the 6-31+G(d,p) basis sets. For comparison, the lowest-energy structure of the
glycine proton-bound dimer was calculated also using the 6-311++G(d,p) basis set.
Many different structures of the proton-bound dimers were considered including zwitterionic structures. Here we show the structures and spectra of the lowest-energy
proton-bound dimers. The calculated frequencies were scaled using a scale factor
of 0.96. Free energy differences at 298 K relative to the lowest energy isomer are
reported for all proton-bound dimers using B3LYP/6-31+G(d,p). For comparison,
single-point calculations were computed using the 6-311+G(2df,p) basis set and the
thermochemistry and entropies were taken from the B3LYP/6-31+G(d,p) calcu-
lations (herein denoted B3LYP/6-311+G(2df,p)//B3LYP/6-31+G(d,p)). These latter
calculations were done on the glycine proton-bound dimer and the alanine-glycine
mixed proton-bound dimer.

3.3 Results and Discussion

3.3.1 Electrospray and IRMPD of Protonated Amino Acid Dimers

Electrospraying solutions of glycine, alanine or valine mainly produced the protonated monomers although there was significant intensity for the proton-bound dimer as well as a little trimer in all cases. For the solution containing both glycine and alanine the m/z 165 peak corresponding to the mixed proton-bound dimer was smaller than the m/z 151 and 179 peaks corresponding to the glycine and alanine proton-bound dimer, respectively. The proton-bound dimer intensities were small, $<5\times10^5$ counts for the homogeneous proton-bound dimers and $\sim10^4$ counts for the alanine/glycine proton-bound dimer. Upon irradiation of the isolated proton-bound dimers with the CLIO FEL, the only dissociation observed was the expected loss of neutral amino acid. For the alanine/glycine proton-bound dimer, loss of neutral glycine was the only dissociation observed since glycine has a smaller proton affinity. The results for each amino acid proton-bound dimer are discussed separately.
3.3.2 Glycine Proton-Bound Dimer

The experimental IRMPD spectrum of the glycine proton-bound dimer is shown in Figure 3.1 along with the four lowest energy glycine proton-bound dimer structures and their predicted spectra at the B3LYP/6-31+G(d,p) level and basis set. The difference in free-energies at 298 K are also shown compared to structure A. The first three of these structures are the same as those found by Rasperov and McMahon and are similar in relative energies. They found structures B and C to be 12.8 and 12.7 kJ mol$^{-1}$ higher in free-energy (the DFT hybrid functional MPW1PW91/6-31+G(d)) than structure A. Structure D, in Figure 3.1 was determined to be 23.2 kJ mol$^{-1}$ higher in energy and has not been previously reported. The B3LYP/6-311+G(2df,p)//B3LYP/6-31+G(d,p) calculated free energies also confirm the energetic ordering of the proton-bound dimers (see Figure 3.1). The symmetric double zwitterion structure, by our calculations, is 24 kJ mol$^{-1}$ higher in free energy than A. Also shown in Figure 3.1 is the computed IR spectrum using the 6-311++G(d,p) basis set for structure A, also scaled by 0.96, showing that there is no dependence on the basis set of the computed IR spectrum.

Comparison of the experimental IRMPD spectrum and the calculated IR spectra shows that there is much better agreement between the most stable structure, A, and the experimental IRMPD spectrum. This better agreement between the experimental spectrum and that predicted for structure A in itself does not absolutely confirm the structure of the proton-bound dimer to be that of A. Clearly there is a significant red-
Figure 3.1: IRMPD spectrum of the glycine proton-bound dimer as well as the B3LYP/6-31+G(d,p) predicted spectra for the four lowest-energy structures. B3LYP/6-311++G(d,p)/B3LYP/6-31+G(d,p) relative free energies compared to A are in parentheses.
shift of the experimental spectrum with respect to the predicted spectrum. However, comparison of the experimental spectrum for the glycine proton bound dimer with the alanine and valine proton bound dimers (section 3.3.6) shows a clear similarity and all of the proton-bound dimers studied here are most likely to have a similar structure about their central part.

It should be noted that, based on our computed value for \( \Delta G \) between structures A, B and C, both B and C would be expected to contribute only about 0.2 percent to the mixture at 298 K. The C=O stretching bands at 1666 and 1620 cm\(^{-1}\) observed in the experimental IRMPD spectrum are in agreement with those calculated for structure A (see Table 3.1 and Figure 3.1). It is expected that the C=O stretch is red shifted from the neutral position since the C=O bond is weakened due to the positive charge. The C=O group involved in the ionic hydrogen bond is expected to be more red-shifted since it is bound strongly to the proton. Other assignments based on comparison to the experimental spectrum, the predicted spectra, and from typical assignments of neutrals are made in Table 3.1. In this table, the frequencies for neutral glycine monomer are also shown from Stepanian and coworkers.\(^9\) In their work, different conformers of neutral glycine were observed based on matrix isolation infrared spectra.

Oh et al.\(^{38}\) have recorded an IRMPD spectrum of electrosprayed glycine proton-bound dimers using an OPO laser in the 3050-3800 cm\(^{-1}\) range at 27°C. They assigned the species responsible for the infrared spectrum to structure C in Figure 3.1. In the
<table>
<thead>
<tr>
<th>Vibrational modes</th>
<th>Experimental IRMPD (cm$^{-1}$)</th>
<th>Predicted Spectrum (A)</th>
<th>Neutral glycine$^{11}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO stretch (g1)</td>
<td>1666 sh</td>
<td>1751</td>
<td>1779</td>
</tr>
<tr>
<td>CO stretch (g2)</td>
<td>1620</td>
<td>1692</td>
<td>-</td>
</tr>
<tr>
<td>NH$_3$ d-deform (g1)</td>
<td>1521</td>
<td>1624</td>
<td>1630</td>
</tr>
<tr>
<td>NH$_2$ bend (g2)</td>
<td></td>
<td>1604</td>
<td></td>
</tr>
<tr>
<td>NH$_3$ s-deform</td>
<td>1435 sh</td>
<td>1517</td>
<td>-</td>
</tr>
<tr>
<td>COH bending/CH$_2$ bend (g2)</td>
<td>1356</td>
<td>1391</td>
<td>-</td>
</tr>
<tr>
<td>COH bend/C-C stretch (g1)</td>
<td></td>
<td>1388</td>
<td>-</td>
</tr>
<tr>
<td>CH$_2$ s-deform (g2)</td>
<td>1290 sh</td>
<td>1299</td>
<td>-</td>
</tr>
<tr>
<td>CH$_2$ s-deform (g1)</td>
<td></td>
<td>1284</td>
<td>-</td>
</tr>
<tr>
<td>C-O str/COH bend (g1)</td>
<td>1158</td>
<td>1190</td>
<td>-</td>
</tr>
<tr>
<td>COH oop bend (g2)</td>
<td>1032</td>
<td>967</td>
<td>-</td>
</tr>
<tr>
<td>NH$_2$ wag/CH$_2$ d-deform (g2)</td>
<td>908</td>
<td>892</td>
<td>-</td>
</tr>
<tr>
<td>NH$_2$ wag/C-C str (g2)</td>
<td>832</td>
<td>811</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 3.1:** The experimental and calculated IR absorption wavenumbers in cm$^{-1}$ for glycine proton-bound dimers. sh=shoulder, g1=glycine labelled 1 in Figure 3.1, g2=glycine labelled 2 in Figure 3.1.
inset of Figure 3.2 is a comparison of the computed spectra for structures A, B, and C as well as the experimental spectrum of Oh et al. Price et al. also determined that structure C was the lowest energy structure using MP2/3-21G(d,p). However, neither group had considered structure A for the proton-bound dimer of glycine. We repeated the calculation on structure A using MP2/3-21G(d,p) and found that it is lower by a similar amount, 14.1 kJ mol\(^{-1}\). It is apparent by inspecting the inset of Figure 3.2 that their experimental IRMPD spectrum is at least comparable to that predicted for structure A. In their spectrum, the two observed features are the OH stretch (of g1) at about 3580 cm\(^{-1}\) and the NH stretch (of g2) at 3370 cm\(^{-1}\). Also predicted to occur in this experimental region are strong bands at 3180 cm\(^{-1}\) (NH str of g1) and at 3040 cm\(^{-1}\) (OH str of g2) which are probably not observed due to the weakened power from the OPO laser at the limits of its range. Note that this OH stretch predicted to occur at 3040 cm\(^{-1}\) is red-shifted from a normal OH stretch due to hydrogen bonding with the amino nitrogen. Based on the additional computational data, our infrared spectrum in the 800 to 2000 cm\(^{-1}\) range and the recent equilibrium studies, it is clear that the structure of the glycine proton bound dimer is most likely that of structure A.

Also shown in Figure 3.2 is the computed complete IR spectrum from 400 to 3800 cm\(^{-1}\). It would be beneficial to have data in the 2000 to 3200 cm\(^{-1}\) range as this is probably the best region to be able to differentiate between the possible structures of the amino acids. The asymmetric stretching vibration of the central, binding, proton
Figure 3.2: Calculated infrared spectra for the three lowest-energy structures for the glycine proton-bound dimer at B3LYP/6-31+G(d,p) also showing the 2000-3800 cm\(^{-1}\) region where it may be more likely to be able to distinguish between isomeric structures. In the inset the experimental IRMPD spectrum (in black) from Oh et al.\(^{38}\) is compared with the computed spectra.

between the two amino acids is expected to occur in this region based on calculations.

3.3.3 Alanine Proton-Bound Dimer

In Figure 3.3 are presented the four lowest energy structures for the alanine proton-bound dimer which were predicted using B3LYP/6-31+G(d,p) as well as the difference
in free-energies at 298 K compared to structure A. The structures are similar to those of the glycine proton-bound dimer where structure A is calculated to be the most stable. The predicted IR spectrum for structure A shows good agreement with the

Figure 3.3: IRMPD spectrum of the alanine proton-bound dimer as well as the B3LYP/6-31+G(d,p) predicted spectra for the four lowest-energy structures.
experimental IRMPD spectrum in the 700-2000 cm\(^{-1}\) region (see Figure 3.3). Similar to the glycine proton-bound dimer, the C=O stretching absorptions in the alanine proton-bound dimer are slightly red-shifted compared to that of the neutral amino acid\(^{10}\) (see Table 3.2).

<table>
<thead>
<tr>
<th>Vibrational modes</th>
<th>Experimental IRMPD (cm(^{-1}))</th>
<th>Predicted Spectrum (A)</th>
<th>Neutral Alanine(^{10})</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO stretch (a1)</td>
<td>1787</td>
<td>1742</td>
<td>1787</td>
</tr>
<tr>
<td>CO stretch (a2)</td>
<td>1730</td>
<td>1683</td>
<td>-</td>
</tr>
<tr>
<td>NH(_3) d-deform (a1)</td>
<td>1593</td>
<td>1609/1624</td>
<td>-</td>
</tr>
<tr>
<td>NH(_2) bend (a1)</td>
<td>-</td>
<td>1598</td>
<td>-</td>
</tr>
<tr>
<td>NH(_3) s-deform</td>
<td>1489</td>
<td>1515</td>
<td>1642</td>
</tr>
<tr>
<td>COH bend (a2)</td>
<td>1416sh</td>
<td>1397</td>
<td>-</td>
</tr>
<tr>
<td>C-O str/COH bend (a1)</td>
<td>1182</td>
<td>1111</td>
<td>-</td>
</tr>
<tr>
<td>NH(_3) rock (a1)</td>
<td>1113sh</td>
<td>1120/1098</td>
<td>1117/1153</td>
</tr>
<tr>
<td>C-N str (a2)</td>
<td>-</td>
<td>1098</td>
<td>-</td>
</tr>
<tr>
<td>NH(_2) wag (a2)</td>
<td>850/756/743</td>
<td>832</td>
<td>852</td>
</tr>
</tbody>
</table>

Table 3.2: The experimental and calculated IR wavenumber positions in cm\(^{-1}\) for alanine proton-bound dimers. sh=shoulder, a1=alanine labelled 1 in Figure 3.3, a2=alanine labelled 2 in Figure 3.3.

It is puzzling that in the 1000-1300 cm\(^{-1}\) range the experimental intensities are
consistently larger than predicted. The problem could be that the normal mode approximation neglects or underestimates coupling between the modes in this region and, perhaps, the stretching motion associated with the proton. This larger than estimated intensity was also observed for the glycine proton-bound dimer (Figure 3.1) and the valine proton-bound dimer (Figure 3.4).

### 3.3.4 Valine Proton-Bound Dimer

The experimental IRMPD spectrum and calculated IR spectra for the lowest energy structures of the valine proton-bound dimers are shown in Figure 3.4. The calculated most stable structure (structure A) is similar to the glycine and alanine proton-bound dimers discussed above. Absorptions for the C=O stretching at 1792 and 1721 cm$^{-1}$ are observed at experimental IRMPD spectrum which are in agreement with the calculated IR spectra at 1740 and 1679 cm$^{-1}$. For neutral valine, the C=O stretching absorption is reported$^{11}$ to occur at 1762 cm$^{-1}$. In Table 3.3, a comparison of our calculated and experimental frequencies for the valine proton-bound dimer as well as experimental frequencies for neutral valine monomers are listed.
Figure 3.4: IRMPD spectrum of the valine proton-bound dimer as well as the B3LYP/6-31+G(d,p) predicted spectra for the three lowest-energy structures.
<table>
<thead>
<tr>
<th>Vibrational modes</th>
<th>Experimental IRMPD (cm⁻¹)</th>
<th>Predicted Spectrum (A)</th>
<th>Neutral valine¹¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO stretch (v1)</td>
<td>1792</td>
<td>1735</td>
<td>1762</td>
</tr>
<tr>
<td>CO stretch (v2)</td>
<td>1721</td>
<td>1679</td>
<td>-</td>
</tr>
<tr>
<td>NH3 d-deform (v1)</td>
<td>1602</td>
<td>1637</td>
<td>-</td>
</tr>
<tr>
<td>NH₂ bend (v2)</td>
<td>-</td>
<td>1594</td>
<td>-</td>
</tr>
<tr>
<td>NH₃ s-deform</td>
<td>1488</td>
<td>1512</td>
<td>-</td>
</tr>
<tr>
<td>COH bend (v2)</td>
<td>1414</td>
<td>1392</td>
<td>-</td>
</tr>
<tr>
<td>COH bend/CH₂/3 deform (v1)</td>
<td>1166</td>
<td>1157</td>
<td>-</td>
</tr>
<tr>
<td>COH bend/NH₃ rock (v1)</td>
<td>-</td>
<td>1138</td>
<td>-</td>
</tr>
<tr>
<td>OH oop (v2)</td>
<td>981</td>
<td>999/993</td>
<td>-</td>
</tr>
<tr>
<td>C-N str (v1)</td>
<td>-</td>
<td>980</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 3.3:** The experimental and calculated IR absorption frequencies in cm⁻¹ for valine proton-bound dimers. v1=valine labelled 1 in Figure 3.4, v2=valine labelled 2 in Figure 3.4.
3.3.5 Alanine/glycine mixed proton-bound dimer

For the mixed alanine/glycine protonated dimer, the IRMPD spectrum is only recorded in the 950-1600 cm⁻¹ range due to time constraints on the FEL. The experimental IRMPD spectrum and the two lowest-energy structures, based on structure A in the homogeneous glycine and alanine proton-bound dimers above are shown in Figure 3.6. In all, ten alanine/glycine proton-bound dimer structures were optimized and these two were found to be the lowest in energy and are similar to the lowest-energy structures for the homogeneous proton-bound dimers. It can be seen that the calculated IR spectra for both structures shown in Figure 3.5 are very similar and based on this IRMPD spectrum it is obviously impossible to differentiate between the two. In fact based on the predicted spectra, even if the experimental IRMPD spectrum in the full 700 to 2000 cm⁻¹ range were available, it would not likely be possible to differentiate between these two species. From the calculated free energy difference, 3.5 kJ mol⁻¹, the ratio of these two species is predicted to be about 4:1 so structure A1 would need to be considered in a mixture of the proton-bound dimers. By comparing the observed and predicted spectra as well as the experimental spectra for the homogeneous proton-bound dimers, the band observed at 1173 cm⁻¹ is assigned to the C-O stretch/COH bend of amino acid 1 which is predicted to occur at 1144 cm⁻¹ for both A and A1. The shoulder to the red at 1100 cm⁻¹ is most likely due to the C-N str/CH₃ rock which is predicted to occur at about 1070 cm⁻¹ for both isomers. The C-O stretch/COH bend for amino acid 2 in the proton-bound dimer is
observed in the 1400 cm\(^{-1}\) region and is also predicted to occur at about 1400 cm\(^{-1}\) for both isomers.

![Diagram showing IRMPD spectrum and predicted spectra for two lowest-energy structures.](image)

**Figure 3.5**: IRMPD spectrum of the heterogeneous alanine/glycine proton-bound dimer and the B3LYP/6-31+G(d,p) predicted spectra for the two lowest-energy structures. B3LYP/6-311+G(2df,p)//B3LYP/6-31+G(d,p) relative free energy compared to A is in parentheses.

As with the systems discussed above, the best region of the infrared to differentiate between these two species is in the 2000 to 3100 cm\(^{-1}\) region. This is shown clearly in
Figure 3.6 where the predicted spectra for these two isomeric structures are compared in the 2250 to 3750 cm\(^{-1}\) range. The asymmetric stretching vibration for the central proton is predicted to occur at 2595 and 2466 cm\(^{-1}\) for A and A1, respectively, and the hydrogen bonded O-H stretch is predicted to occur at 3052 and 2965 cm\(^{-1}\) for A and A1, respectively. Similarly, the N-H stretch is separated by some 50 cm\(^{-1}\). Clearly in this region of the spectrum, the two structures could be easily distinguished.

The lowest energy structures of the proton-bound dimers presented here require some discussion. It is clear that the amino group is the most basic site of the amino acid and based on this fact that it might be expected that the proton-bound dimers of type C are the lowest in energy. Based on the experimental and computed spectra presented here, the preferred structure of the proton-bound dimers is the A-type where the N-protonated amino acid is bound to the carbonyl oxygen of the second monomer. This can be explained qualitatively on the basis of strong electrostatic bonding. Simply, the strong ionic hydrogen bond binding structure C is not as strong as the ion-dipole interaction when the protonated amino acid interacts with the large dipole of the neutral amino acid which is about 4.5D\(^{47}\) and 5.0D\(^{48}\) for glycine and alanine, respectively. Computational studies of mixed protonated dimers have shown that ion-dipole complexes are preferred over "normal" ionic hydrogen bonded proton-bound dimers.\(^{49}\) The mixed proton-bound dimer is an especially interesting example since the proton affinity of glycine is lower than that of alanine by 15 kJ mol\(^{-1}\). The ion-dipole interaction between protonated glycine and alanine is stronger than that
between protonated alanine and glycine such that A1 is calculated to be only 3.5 kJ mol\(^{-1}\) less stable than A for the mixed proton-bound dimer.

In studies which use the kinetic method to determine relative proton affinities of amino acids (i.e. ref. 26) that the lowest energy structure is that of structure

---

**Figure 3.6:** B3LYP/6-31+G(d,p) calculated infrared spectra for the two lowest-energy structures of the heterogeneous alanine/glycine proton-bound dimer in the 2200-3800 cm\(^{-1}\) region.

- **N-H\(^+\)-O asym str**
  - \(\Delta \nu = 130\) cm\(^{-1}\)
  - Structure A

- **O-H str**
  - \(\Delta \nu = 87\) cm\(^{-1}\)
  - Structures A and A1

- **N-H str**
  - \(\Delta \nu = 51\) cm\(^{-1}\)
  - Structure A1
Scheme 3.1
A should not affect these measurements for reasons discussed now. The mixed alanine/glycine proton-bound dimer, for example, will form N-protonated alanine and neutral glycine as its lowest-energy dissociation pathway. One might be tempted to think that structure A will dissociate to an O-protonated glycine and neutral alanine but these products would be much higher in energy than N-protonated glycine and neutral alanine. When this proton-bound dimer begins to dissociate to protonated glycine and alanine, it would most likely isomerize to the C-type ions prior to dissociation as summarized in Scheme 3.1. This isomerization prior to dissociation has been predicted previously for dimethyl ether proton-bound dimers.\textsuperscript{50} As long as the energy barrier for interconversion between A and C is low compared to the dissociation energies, the kinetics for dissociation producing N-protonated glycine and N-protonated alanine will be governed by this dissociation enthalpy and the measurements can be used to determine the relative proton affinities. While a complete computation of the potential energy surface of dissociating amino acid proton-bound dimers is beyond the scope of this paper, it is the subject of a future study.

### 3.3.6 Comparison of the Aliphatic Amino Acid Proton-Bound Dimer Spectra

In Figure 3.7, the IRMPD spectra for glycine, alanine, and valine homogenous proton-bound dimers as well as the mixed alanine/glycine proton bound-dimer are
Figure 3.7: IRMPD spectra of all four proton-bound dimers in the 700-2000 cm$^{-1}$ region which shows the similarity of the spectra in this region.
compared. These proton-bound dimers clearly have very similar spectra in this region which might make it difficult to distinguish between the different proton-bound dimers. The similarity in spectra probably reflects the similarity in structure about the central shared proton. The only real distinguishing feature is that, in the 1100 cm^{-1} region, the most intense feature for glycine is one band whereas for all the other proton-bound dimers there is a splitting of this feature due to the CH\textsubscript{3} rock/CN stretch which occurs in this region as well. This difficulty in distinguishing between amino acid proton-bound dimers is in fact predicted by the calculations as seen in Figure 3.8a. However, distinguishing between the proton-bound dimers composed of amino acids with different aliphatic side chains may be possible at higher frequencies as shown in Figure 3.8b due to the differing asymmetric stretching frequencies in 2400-2600 cm\textsuperscript{-1} range which is most likely due to the difference in proton affinities between the ends of the amino acids which are bound by the proton. Also, in the 2900-3100 cm\textsuperscript{-1} region, it may be possible to distinguish between the proton-bound dimers due to the differing positions for the hydrogen bonded N-H and O-H stretching absorptions.

3.4 Conclusions

The IRMPD spectra of amino acid proton-bound dimers with aliphatic side chains in the 700-2100 cm\textsuperscript{-1} range have been recorded. The dominant absorptions in this
Figure 3.8: Calculated IR spectra for glycine, alanine, alanine/glycine, and valine proton-bound dimers at B3LYP/6-31+G(d,p) showing that they are predicted to have very similar spectra in the 700-2000 cm\(^{-1}\) region (a) but that they might be discernible in the higher-energy region (b).
range are C=O stretching and NH₂ bending as well as COH bending. Based on computed IR spectra and the difference in computed free energies, the most stable structures are determined for each of the glycine, alanine, and valine proton-bound dimers as well as the mixed alanine/glycine proton-bound dimer and these proton-bound dimers are concluded to be very similar in structure.

For the glycine proton-bound dimer, structure A (Figure 3.1) is assigned to be the most dominant structure according to our IRMPD spectrum in the 700-2100 cm⁻¹ range and by re-analysing the spectrum of Oh et al.³⁸ in the 3050-3800 cm⁻¹ range. Although, in their paper,³⁸ the structure for the proton-bound dimer was assigned to structure C, the calculated IR spectra for structure A shows a much better agreement with their spectrum as well as the one presented in this study. Furthermore, the computed thermochemistry favours structure A in agreement with previous equilibrium studies.²⁷

Comparing the experimental IRMPD spectrum and the calculated IR spectra for both the alanine and valine proton-bound dimers show that structure A is also the most probable structure in agreement with the calculated energies. For the alanine/glycine proton-bound dimer, the IRMPD spectrum is only recorded in the 950-1600 cm⁻¹ region. However, the predicted lowest-energy structures are very similar to the homogenous proton-bound dimers (i.e. glycine proton-bound dimer and alanine proton-bound dimer), and the portion of the spectrum recorded is also comparable to the experimental spectra for the homogenous proton-bound dimers such that a
full spectrum in this region would not likely be very helpful. However, based on the calculated thermochemistry, 3.5 kJ mol$^{-1}$ difference in free energy, two very similar isomers would be expected to exist in a sample. The only region for differentiating the two structures is the asymmetric stretching vibration for the central proton which occurs at 2595 and 2466 cm$^{-1}$ for A and A1, respectively, as well as hydrogen bonded O-H stretching at around 3000 cm$^{-1}$. It is also determined that distinguishing the proton-bound dimers composed of different aliphatic amino acids should be possible in the 2000 to 3200 cm$^{-1}$ range.
Bibliography


40. Bush, M. F.; O'Brien, J. T.; Prell, J. S.; Saykally, R. J.; Williams, E. R.


42. Paul, W.


44. Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb, M. A.;


Millam, J. M.; Iyengar, S. S.; Tomasi, J.; Barone, V.; Mennucci, B.; Cossi, M.;


Foresman, J. B.; Ortiz, J. V.; Cui, Q.; Baboul, A. G.; Clifford, S.; Cioslowski, J.;

Stefanov, B. B.; Liu, G.; Liashenko, A.; Piskorz, P.; Komaromi, I.; Martin, R. L.;

Fox, D. J.; Keith, T.; Al-Laham, M. A.; Peng, C. Y.; Nanayakkara, A.;

Challacombe, M.; Gill, P. M. W.; Johnson, B.; Chen, W.; Wong, M. W.;


Chapter 4

The Structure of the Protonated Adenine Dimer by IRMPD Spectroscopy and Electronic Structure Calculations

4.1 Introduction*

Adenine (6-aminopurine, C$_5$H$_5$N$_5$) plays a crucial role in biochemistry. For example, it is a main component of adenosine triphosphate (ATP), NAD$^+$, and nucleic acids to name a few. Nucleic acids have been used in constructing materials\(^1\) such

as nanomachines, nanoscaffolds, and DNA computers. DNA bases themselves have gained interest as components of self-assembling structures. For example, 2D sheet-like nanostructures containing doubly-protonated adenine have self-assembled from low-pH aqueous solutions containing adenine, hydrogen halide and iodide. These structures have been isolated and characterized by X-ray crystallography.

Adenine itself has been the topic of numerous quantum mechanical molecular structure studies to explore geometries, proton affinities, protonation, polyhydration, tautomerism, the structure of the amino group in terms of planarity, and the mechanism of double proton transfer in adenine-containing complexes. The presence of "rare" or non-canonical tautomeric forms of DNA bases is closely related to mispairing of purines and pyrimidines, causing spontaneous point mutations. Therefore, there is an increasing interest to investigate the structure and tautomerism of the DNA bases. The N9H tautomer of adenine was calculated to be the most stable (Scheme 4.1) in the gas phase by some 30-35 kJ mol\(^{-1}\). Protonation of the N9H tautomer at N1 is found to be thermodynamically preferred in the gas phase. Gu et al.\(^4\) explored the water-assisted intramolecular proton transfer in the tautomers of adenine using DFT (B3LYP/6-311G(d,p)) calculations and found that the high energy imino form of the tautomers of adenine is stabilized by about 8-12 kJ mol\(^{-1}\) in the presence of water due to enhancement of the conjugated \(\pi\) electron system found in the imino form of adenine. Because of its larger dipole moment, the N7H tautomer of adenine was found to be preferentially stabilized in the presence of water, where it
lies only about 16 kJ mol\(^{-1}\) above the N9H tautomer.\(^4\) A larger concentration of the N7H tautomer would then be expected in aqueous solutions and in biological systems than is indicated by gas-phase calculations. A water molecule was also found to reduce the energy barrier to the tautomerization by acting as both a proton donor and acceptor, thereby assisting the proton transfer isomerization.\(^4\) The tunneling effect in the intramolecular proton transfer in adenine was investigated using the parabolic barrier approximation and one-dimensional model.\(^{21,22}\) The tunneling rates were calculated to be \(10^{10}\) times larger than the classical one for the gas phase and \(10^3\)\(\sim\)\(10^4\) times larger for the water-assisted process. In addition, the assignment of the bands in the infrared spectra of argon- and nitrogen-matrix-isolated adenine and its \(^{15}\)N isotopomers (substituted at N9 or N7 positions) indicated that only the N9H tautomer of adenine was identified.\(^{23}\) The results of these studies represent the solid phase since
the source of matrix-isolated adenine is from heating solid adenine in vacuum and entraining the vapor in matrix gas prior to being condensed on a cryogenic substrate.

Proton-transfer reactions are important in biological systems since they can lead to mutations. It is therefore important to investigate the changes in chemical properties of bases due to protonation. Many experimental and theoretical studies have been conducted on protonated nucleic acid bases and related compounds due to the remarkable effect protonation has on conformational structure. For example, base protonation has been implicated in the transformation of the B to Z structures of DNA. Knowledge of the protonation site is also essential for the design of some drugs which regulate the activity of a selected gene by stabilizing the triple helix formed between the target base sequence and an oligonucleotide. The triple helix structure inhibits transcription resulting in its therapeutic effect. Russo et al. have performed gradient-corrected density functional computations with triple-zeta-type basis sets to determine the preferred protonation site and the absolute gas-phase proton affinities of the most stable tautomers of the DNA bases and for the first time predicted the gas phase basicity order among four DNA nucleic acid bases to be: guanine > cytosine > adenine > thymine

A better redistribution of electron density was found in the most favourable protonated species. The nature of the HOMO, molecular electrostatic potential, and charge distribution together can explain the effects that stabilize the most stable protonated structures. Proton affinity values of 873.6 (T), 958.6 (C), 944.7 (A), and 963.6 (G) kJ
mol\(^{-1}\) at 298K were obtained, in a fair agreement with available experimental data.

The small energy differences between the adenine tautomers and among their conjugate acids make the identification of the most stable tautomers theoretically challenging. Relative tautomer stabilities are highly sensitive to changes in the treatment of electron-electron correlation and/or the one particle basis\(^ {12,25}\) Therefore, experimental techniques that target alternative properties are potentially very useful. IR spectroscopy is obviously a powerful technique to study adenine cluster systems. However, other spectroscopic techniques (such as photoexcitation) have been widely used to elucidate changes in the electronic structure and dynamics of adenine due to the presence of a proton. For instance, Marian et al.\(^ {35}\) produced protonated adenine ions by electrospray, stored and cooled them in a Paul trap, and dissociated them using resonant photoexcitation with ns UV laser pulses. By comparing their photofragmentation spectra with computed vertical excitation spectra, it was determined that protonation mainly occurs at the N1 position of an N9H tautomer of adenine, with a possible contribution from the N3 protonated N7H tautomer, which lies only 1.9 kJ mol\(^{-1}\) higher in energy.

IRMPD spectroscopy\(^ {36-38}\) provides more direct evidence of cation structure. For instance, Atkins et al.\(^ {39}\) have used IRMPD spectroscopy in the N-H/O-H stretching region along with electronic structure calculations to determine that the lowest energy structure of sodium-bound glycine dimers consists of two symmetric bidentate ligands. Similarly, for the aliphatic amino acid proton-bound homodimers composed of glycine,
alanine and valine as well as the heterogeneous alanine/glycine mixture, an ion-dipole complex in which the N-protonated amino acid bound to the carbonyl oxygen of the second monomer was found to be the dominant structure.\textsuperscript{30,40} In another recent study, the oxazalone structure was confirmed for the \( b_2^+ \) ion produced from CID of the protonated AGG peptide while the protonated cyclic dipeptide is a diketopiperazene.\textsuperscript{41} Much less work has been done on DNA bases and related compounds. Salpin \textit{et al.}\textsuperscript{42} identified the lowest energy structures of the protonated pyrimidic bases using IRMPD spectroscopy in the 900 to 2000 cm\(^{-1}\) region.\textsuperscript{43} Lithium cationized complexes of thymine and uracil have also been studied in the gas phase by IRMPD spectroscopy in the N-H/O-H stretching region.\textsuperscript{44} Based on a combination of experimental and theoretical data, it was found that the lithium cation in both thymine and uracil complexes was most likely bound to O4 to form linear Li\(^+\)-bound dimers. Hydration of these Li\(^+\) bound dimers resulted in significant structural changes to enable strong interbase hydrogen bonding, similar to that in the Watson-Crick model of DNA.

In recent theoretical work by Liu \textit{et al.}\textsuperscript{9}, nine stable proton-bound adenine dimers, \((C_9H_5N_5)_2H^+\), formed from the N9H tautomer of adenine and the N1 protonated N9H tautomer were found. In some of the proton-bound dimers, the proton is partially or completely transferred from the protonated adenine to the neutral. While one might expect the proton-bound dimer to consist of the most stable neutral and protonated monomer forms, Hud and Morton\textsuperscript{45} demonstrated that the four proton-bound dimers composed of the N9H tautomer protonated at N1 and the N7H tautomer of adenine
are by far the lowest energy proton-bound dimers, and that the four isomers have fairly similar binding energies. In the present work, the structure of the adenine proton-bound dimer is explored using a combination of theoretical and IRMPD techniques. By comparing the experimental IRMPD spectra with theoretical predictions of the vibrational spectra for various isomers, we hypothesize that only one or two isomers are observed experimentally. While our predicted gas-phase thermochemistry data cannot explain this observation, we performed calculations that suggest that the experimentally observed isomers are thermodynamically favoured in solution. Therefore, we propose that only two of the most stable gas-phase dimers are prevalent in solution, and that these solution-stable dimers are predominantly the ones that are electrosprayed and observed in these gas-phase experiments.

4.2 Methods

4.2.1 Experimental

The details of coupling the ApexQe Bruker FT-ICR mass spectrometer with a 25 Hz Nd:YAG pumped Laservision OPO/A laser have been presented previously.46 Adenine proton-bound dimers were electrosprayed from ~5 mM solutions of adenine in 18 MΩ Millipore water which had been slightly acidified with a few drops of 1 mM HCl solution (total volume of 10 ml). Protonated adenine dimer (m/z 271) was
isolated in the ICR cell by standard ejection techniques. Absorption of the infrared laser light resulted in dissociation of the proton-bound dimer, which was monitored by a change in mass of the parent ion. The IR laser scan rate was 0.5 cm\(^{-1}\) s\(^{-1}\) with irradiation times of 2.0 s. This corresponds to a step size of 1 cm\(^{-1}\) between points in the IRMPD spectra. IRMPD efficiency is defined as the negative of the natural logarithm of precursor ion intensity divided by the sum of the fragment and precursor ion intensities.

4.2.2 Computational

Optimized structures, dimer interaction energies, harmonic vibrational frequencies, and statistical thermodynamic quantities of the various proton-bound adenine dimer isomers were computed using the B3LYP density functional and the 6-31+G(d,p) basis set in the Gaussian 03 software package.\(^{47}\) Single point MP2/6-311++G(2d,p) calculations were also done on the B3LYP/6-31+G(d,p) structures. Thermodynamic quantities employing the MP2 electronic energies and the B3LYP thermal corrections are reported as MP2/6-311++G(2d,p) //B3LYP/6-31+G(d,p) energies. In addition, we refine the predicted energies using the recently developed double-hybrid B2P3LYP density functional with the cc-pVTZ basis set.\(^{49}\) Standard density functionals exhibit known deficiencies in treating van der Waals interactions,\(^{50}\) and double-hybrid functionals\(^{51}\) attempt to correct for this deficiency by mixing in Møller-Plesset (MP2)-
like long-range correlation into the functional. The B2P3LYP functional significantly outperforms B3LYP for systems where noncovalent interactions are important, so we use it here. The cc-pVTZ basis set is the recommended basis set for use with B2P3LYP, since the empirical parameters in the functional were fit using this basis set. To compensate for basis set superposition errors (BSSE), the standard Counterpoise correction\(^\text{52}\) was also considered. All B2P3LYP calculations were performed using a developmental version of Q-Chem, version 3.1.\(^\text{53}\) Because analytical gradients of the B2P3LYP functional are currently unavailable, we utilize B3LYP/6-31+G(d,p) structures and harmonic frequencies (for computing thermodynamics).

Two additional approximations are invoked to accelerate the B2P3LYP energy calculations. First, just as in the original B2P3LYP paper, we use the resolution-of-the-identity (RI) approximation,\(^\text{54}\) and the auxiliary cc-pVTZ fitting basis set\(^\text{55}\) to speed up the MP2 portion of the B2P3LYP calculation substantially. Second, we utilize a dual-basis Hartree-Fock (HF)/MP2 calculation.\(^\text{56}\) In this approach, the HF/cc-pVTZ solution is approximated by taking the converged HF density matrix from a carefully chosen smaller basis set, projecting the density matrix into the larger cc-pVTZ basis set, and taking a single HF iteration in the larger basis set. Using these approximations, the energy of a 5-water-molecule-solvated adenine dimer structure (1044 basis functions in the cc-pVTZ basis) can be computed in about 6 hours on a single processor on a modern workstation. At the same time, these two approximations introduce negligible additional errors into the relative energies.
Two separate strategies were used to address aqueous solvation effects on the proton-bound dimers. First, polarizable continuum model (PCM) calculations at the B3LYP/6-31+G(d,p) level are performed to address bulk solvation effects. Adenine proton-bound dimer gas-phase structures were re-optimized and frequencies computed in the presence of the polarizable continuum. Second, gas-phase calculations (with no PCM model) employing up to 5 explicit water solvent molecules around the proton-bound dimers were used to investigate specific adenine-solvent interactions.

4.3 Results and Discussion

4.3.1 Computed Structures and Thermochemistry of Adenine Proton-Bound Dimers

The four lowest-energy structures of the adenine proton-bound dimer are A through D in Figure 4.1. These structures were first presented by Hud and Morton. They are planar and best described as N3 or N1 protonated N9H adenine tautomers interacting with the N7H neutral tautomer of adenine. At the B3LYP level, they lie some 20 kJ mol\(^{-1}\) lower in enthalpy than the proton-bound dimers stemming from the N9H tautomers (E through L in Fig. 4.2). To begin, we validate the B2P3LYP functional for these systems by comparing the
Figure 4.1: B3LYP/6-31+G(d,p) structures of the four lowest-energy proton-bound adenine dimers.
predicted binding energies for the proton-bound adenine dimer with the experimental value of $\Delta H(500 \text{ K}) = 127\pm4 \text{ kJ mol}^{-1}$ measured by Mautner using high-pressure mass spectrometry experiments.\textsuperscript{27} The binding energies are computed relative to the adenine $9H$ tautomer and the N1-protonated adenine $9H$ tautomer (see Scheme 4.2).\textsuperscript{58} These results are summarized in Table 4.1. As has been noted earlier,\textsuperscript{45} B3LYP underestimates the interaction energy for the proton-bound dimer by about 20 kJ mol$^{-1}$. In contrast, three of the B2P3LYP-predicted isomer interaction energies lie within the experimental uncertainty, and the fourth lies only 1 kJ mol$^{-1}$ outside of that range. Both B3LYP and B2P3LYP suggest that isomer A is the most stable structure since it has the highest binding energy, but the small energy differences between the four structures prevent a definitive prediction of the most stable gas-phase structure. Overall, these results suggest that the B2P3LYP functional performs better for this system. In the remaining sections, we will use B2P3LYP to confirm the B3LYP predictions.

The relative energies of the four lowest-energy proton-bound dimers computed
<table>
<thead>
<tr>
<th>isomer</th>
<th>$\Delta E_{el ec}^{CP, b}$</th>
<th>$\Delta H(500K)^c$</th>
<th>$\Delta E_{el ec}^{CP, b}$</th>
<th>$\Delta H(500K)^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>113.8</td>
<td>106.8</td>
<td>132.4</td>
<td>125.4</td>
</tr>
<tr>
<td>B</td>
<td>111.3</td>
<td>104.1</td>
<td>129.5</td>
<td>122.3</td>
</tr>
<tr>
<td>C</td>
<td>111.0</td>
<td>104.7</td>
<td>131.1</td>
<td>124.8</td>
</tr>
<tr>
<td>D</td>
<td>109.4</td>
<td>102.9</td>
<td>129.5</td>
<td>123.1</td>
</tr>
</tbody>
</table>

Table 4.1: Binding energies (kJ mol$^{-1}$) of the four lowest-energy isomers of the proton-bound adenine dimer relative to N9H adenine and N1-protonated-N9H adenine. The experimental value from reference 58 is $\Delta H(500 K) = 127 \pm 4$ kJ mol$^{-1}$.

$^a$Using B3LYP/6-31+G(d,p) optimized geometries.

$^b$Counterpoise-corrected electronic interaction energies.

$^c$Enthalpies computed using B3LYP/6-31+G(d,p) structures and frequencies.
here and energies for these and other structures published previously\textsuperscript{9} are summarized in Table 4.2. MP2/6-311++G(2d,p)//B3LYP/6-31+G(d,p) energies agree with the relative energetic ordering from Hud and Morton\textsuperscript{45} and Liu et al.\textsuperscript{9} The relative energies of these species suggest that the higher energy structures, E through L, are unlikely to be present in significant quantities experimentally.

4.3.2 IRMPD Spectroscopy

Upon absorption of infrared radiation from the OPO laser, the adenine proton-bound dimer (m/z 271) dissociates to produce protonated adenine (m/z 136). No other products were observed.

The IRMPD efficiency spectrum in the 3250-3650 cm\textsuperscript{-1} region is shown as the black trace at the bottom of Figure 4.3. The computed spectra in Figure 4.3 will be discussed below. There are three strong features at 3435, 3481, and 3498 cm\textsuperscript{-1} as well as a much weaker absorption at 3545 cm\textsuperscript{-1}. The two flanking bands can be assigned to the NH\textsubscript{2} symmetric stretching (3435 cm\textsuperscript{-1}) and the NH\textsubscript{2} antisymmetric stretching (3545 cm\textsuperscript{-1}) vibrations based on comparison with experiments conducted on neutral adencine in the gas phase (see Figure 4.4) and isolated in cryogenic matrices.\textsuperscript{23,59,60} There have been some major differences reported between the experimental and theoretical frequencies of the NH\textsubscript{2} symmetric and antisymmetric stretching bands for the DNA bases. This is important to justify when comparing the experimental and
<table>
<thead>
<tr>
<th>Structure</th>
<th>B3LYP/6-31G(d,p) &lt;sup&gt;h,c&lt;/sup&gt;</th>
<th>B3LYP/6-311G(d,p) &lt;sup&gt;r&lt;/sup&gt;</th>
<th>MP2/6-311++G(2d,p)</th>
<th>B2P3LYP/cc-pVTZ//6-31++G(2d,p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
<td>0.0 (0.0)</td>
<td>0.0 (0.0)</td>
<td>0.0 (0.0)</td>
</tr>
<tr>
<td>B</td>
<td>2.6</td>
<td>3.1 (1.9)</td>
<td>3.1 (1.9)</td>
<td>2.6 (1.9)</td>
</tr>
<tr>
<td>C</td>
<td>2.5</td>
<td>0.7 (1.3)</td>
<td>0.5 (1.1)</td>
<td>1.2 (1.2)</td>
</tr>
<tr>
<td>D</td>
<td>4</td>
<td>2.3 (2.4)</td>
<td>2.2 (2.3)</td>
<td>2.5 (2.5)</td>
</tr>
<tr>
<td>E</td>
<td>24.3</td>
<td>0</td>
<td>17.7 (21.1)</td>
<td>17.7 (21.1)</td>
</tr>
<tr>
<td>F</td>
<td>27.8</td>
<td>3.8</td>
<td>23.1 (26.6)</td>
<td>23.1 (26.6)</td>
</tr>
<tr>
<td>G</td>
<td>31.5</td>
<td>13.1</td>
<td>25.5 (30.0)</td>
<td>25.5 (30.0)</td>
</tr>
<tr>
<td>H</td>
<td>15.1</td>
<td>15.1</td>
<td>24.5 (28.6)</td>
<td>24.5 (28.6)</td>
</tr>
<tr>
<td>I</td>
<td>14.1</td>
<td>23.0 (26.1)</td>
<td>23.0 (26.1)</td>
<td>23.0 (26.1)</td>
</tr>
<tr>
<td>J</td>
<td>15.9</td>
<td>36.2 (35.8)</td>
<td>36.2 (35.8)</td>
<td>36.2 (35.8)</td>
</tr>
<tr>
<td>K</td>
<td>37.4</td>
<td>37.4</td>
<td>37.4 (31.5)</td>
<td>37.4 (31.5)</td>
</tr>
<tr>
<td>L</td>
<td>46.2 (39.7)</td>
<td>46.2 (39.7)</td>
<td>46.2 (39.7)</td>
<td>46.2 (39.7)</td>
</tr>
</tbody>
</table>

Table 4.2: Computed relative enthalpies for various adenine proton-bound dimer structures.

<sup>h</sup> from reference 9 and relative to structure E.
<sup>c</sup> from reference 15.
<sup>2</sup> 298 K enthalpies and (free energies in parentheses), relative to structure A.
Figure 4.2: B3LYP/6-31+G(d,p) structures of eight high-energy proton-bound adenine dimers.

computed spectra and will be discussed now.

In Figure 4.4, we compare the experimental IRMPD spectrum of the adenine proton-bound dimer and the IR spectrum of neutral adenine in the gas phase⁶⁰ which
Figure 4.3: Comparison of the experimental IRMPD spectrum of the adenine proton-bound dimers with the B3LYP/6-31+G(d,p) predicted IR spectra for structures A-D (structures in Figure 4.1).
agrees very well with the IR spectrum of matrix isolated adenine and the spectrum determined from hole-burning experiments. It is clear from Fig. 4.4 that the NH\textsubscript{2} antisymmetric stretch and symmetric stretches are in very similar positions for the two species. Also in this figure are the spectra predicted by both B3LYP/6-31+G(d,p) and B3LYP/6-311+G(d,p) scaled by 0.957 and 0.9595, respectively. The scaling factor for the B3LYP/6-311+G(d,p) calculations was chosen to match the position of the N-H stretch predicted by the B3LYP/6-31+G(d,p) calculations and as can be seen from this Figure results did not show any basis set dependencies. This scaling factor is a standard one used by our group. It can be seen that the observed NH\textsubscript{2} symmetric and antisymmetric stretching bands are significantly shifted to the red of the predicted band positions in both cases. The same “disagreement” in the positions of these particular modes, NH\textsubscript{2} symmetric and antisymmetric stretching, has also been observed with B3LYP/6-31G(d,p) calculations of adenine and cytosine. The reason for the disagreement between experiment and theory is beyond the scope of this paper but it is important to point out that this disagreement exists and that it must be considered when comparing the experimental and observed spectra of DNA bases and complexes containing an -NH\textsubscript{2} group. We are confident in assigning the 3435 and 3545 cm\textsuperscript{-1} features to the symmetric and antisymmetric stretching vibrations of the proton-bound dimer. Finally, very recent anharmonic calculations on neutral adenine predict the asymmetric and symmetric stretching vibrations at 3539 and 3432 cm\textsuperscript{-1}, respectively, in excellent agreement with experimental values.
The N-H stretching vibrations predicted by the scaled harmonic calculations and the anharmonic calculations are virtually identical.

The two bands in the experimental proton-bound dimer spectrum observed at 3481 and 3498 cm\(^{-1}\) (Figure 4.3) may be assigned to free N-H stretching bands based on their positions. Throughout this paper, “free N-H” denotes an N-H group that is not involved in hydrogen bonding, which would strongly red-shift the N-H stretch out of the observable IR region. The band observed at 3501 cm\(^{-1}\) (Figure 4.4) for neutral adenine is the N9-H stretch. In the proton-bound dimer the band at 3498 cm\(^{-1}\) is in agreement with the theoretically-predicted N7-H stretch of the neutral adenine moiety, for all four lowest energy structures, A to D (see Figure 4.1). In the proton-bound dimer spectrum, the band centered at 3481 cm\(^{-1}\) is not observed in the neutral adenine spectrum and is not predicted for structures C and D. In structures C and D as well as neutral adenine, there is only one free N-H moiety. However, in proton-bound dimers A and B there are two free N-H groups. This closely resembles the positions of the predicted absorptions for the N9-H stretch of the protonated adenine moiety for proton-bound dimer structures A and B (see Table 4.3). At almost the same frequency is the free N-H stretch of the amino group involved in hydrogen bonding. This feature observed in the experimental spectrum does not rule out structures C and D from being present in the gas phase, but it does show that structures A and B are present and are perhaps even the dominant species based upon the relative intensities.
Figure 4.4: Comparison of the experimental IRMPD spectrum of the adenine proton-bound dimer (the black in the bottom) with the gas-phase spectrum of neutral adenine (the black on the top). Also shown are predicted spectra for the N9H tautomer of neutral adenine.
Also in Figure 4.3 are the B3LYP/6-31+G(d,p) predicted IR spectra for the four lowest energy proton-bound dimers, A to D. As discussed above, C and D alone cannot account for the experimental spectrum since the second N-H stretches at 3481 cm\(^{-1}\) is not predicted for them. Either of the structures A or B could account for the experimental spectrum since all of the features are accounted for in the predicted spectra. According to the predicted gas-phase thermochemistries, all four isomers are essentially isoenergetic, at least to within the computational error bars. However, if structures C and D are prevalent contributors to the experimental spectrum, the predicted spectra suggest that there would be two each of the NH\(_2\) symmetric and antisymmetric stretching bands or that the experimental bands might be significantly broader than observed. While it is difficult to ascertain whether the weak band at 3545 cm\(^{-1}\) is split, the strong band centered at 3435 cm\(^{-1}\) does not resemble two bands nor is it significantly broadened. Calculations predict a difference of about 20 cm\(^{-1}\) between the two NH\(_2\) symmetric stretching vibrations of C and D (see Table 4.3). Experimentally, the two bands at 3481 and 3498 cm\(^{-1}\) in the experimental are well-resolved so we would expect, if C and D are present, there would be two bands around 3435 cm\(^{-1}\).
<table>
<thead>
<tr>
<th>Observed / cm(^{-1})</th>
<th>Assignment</th>
<th>B3LYP/6-31+G(d,p)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A</td>
</tr>
<tr>
<td>3435</td>
<td>NH(_2) symmetric stretch</td>
<td>3448</td>
</tr>
<tr>
<td>3481</td>
<td>A(9)-H stretch, free N-H stretch of H-bonded NH(_2) group</td>
<td>3479, 3480, 3490</td>
</tr>
<tr>
<td>3498</td>
<td>A(7)-H stretch</td>
<td>3497</td>
</tr>
<tr>
<td>3545</td>
<td>NH(_2) asymmetric stretch</td>
<td>3582</td>
</tr>
</tbody>
</table>

Table 4.3: Table of assignments for experimental IRMPD bands for the adenine proton-bound dimer and predicted bands for structures A through D.

\(^a\)of protonated adenine moiety  
\(^b\)of neutral adenine moiety
4.3.3 Aqueous Solvation Effects on Dimer Stabilities

Working under the hypothesis that structures A and B are mainly responsible for the experimental infrared spectrum of the adenine proton-bound dimer, an explanation for why structures C and D can be ruled out even though the gas-phase thermochemistry predict virtually equal amounts of all four (Table 4.1) is needed. Because these proton-bound dimers are electrosprayed from solution and desolvated, we explore the effects of solvation on the relative stabilities of the different isomers. Solvent effects remain challenging to address quantum mechanically, so two different approaches are used to investigate them. As we will demonstrate, both solvent models predict qualitatively similar results, suggesting that the models are capturing important physical effects.

First, a polarizable continuum model is used to approximate bulk solvation effects. The geometries of all four structures were therefore re-optimized using the PCM with water (dielectric=78.39) as the solvent at the B3LYP/6-31+G(d,p) level. Frequency calculations were also performed in the presence of the PCM. The thermochemical results of the PCM calculation are shown in Table 4.4. According to the PCM calculations, water preferentially stabilizes structures A and B significantly with respect to C and D.

In order to look at specific localized solvent interaction, explicit microsolvation using a handful of water molecules was examined. Using five water molecules, all hydrogen-bond donors and acceptors on the proton-bound dimers can be saturated
Table 4.4: Relative enthalpies (relative free energies in parentheses) of solvated and unsolvated adenine proton-bound dimers A, B, C, D.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Unsolvated</th>
<th>PCM</th>
<th>5 waters</th>
<th>5 waters + PCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.0 (0.0)</td>
<td>0.0 (0.0)</td>
<td>0.0 (0.0)</td>
<td>0.0 (0.0)</td>
</tr>
<tr>
<td>B</td>
<td>3.1 (1.9)</td>
<td>-0.1 (-0.1)</td>
<td>3.5 (4.2)</td>
<td>-0.2 (0.6)</td>
</tr>
<tr>
<td>C</td>
<td>0.5 (1.1)</td>
<td>9.5 (10.4)</td>
<td>21.8 (20.7)</td>
<td>10.6 (11.2)</td>
</tr>
<tr>
<td>D</td>
<td>2.2 (2.3)</td>
<td>9.3 (10.5)</td>
<td>22.8 (22.9)</td>
<td>10.2 (11.7)</td>
</tr>
</tbody>
</table>

*Unless otherwise stated, all energies are B2P3LYP/cc-pVTZ//B3LYP/6-31+G(d,p), 298 K values.*

with water molecules. These structures, which could be reasonably expected to correspond to the inner-most solvent coordination layer in bulk water, are presented in Figure 4.5, and their relative B2P3LYP/cc-pVTZ energies are listed in Table 4.4. In contrast to the gas-phase results, and in good agreement with the PCM ones, the A/B micro-solvated structures are substantially more stable than the C/D ones. Similarly, calculations employing both the explicit solvent molecules and the PCM model provide energies consistent with the explicit-only and PCM calculations (Table 4.4). Simple equilibrium constant calculations based on either the microsolvated or PCM relative free energies suggest that mixtures of isomers A-D in solution will contain less than 1 percent each of C and D at 298 K. The ratio of A to B
Figure 4.5: B3LYP/6-31+G(d,p) structures of the four lowest-energy adenine proton-bound dimers microsolvated with five water molecules.

depends on the exact free energies used, but it ranges from almost a 50:50 mixture (PCM) to 84 percent A (5-water microsolvated). These results are consistent with the interpretation of the IRMPD spectra discussed above.

Examining these results in more detail, Table 4.5 lists the relative stabilities of the singly-solvated A and C dimer structures presented in Figure 4.6. (Solvated structures for B and D are in Figure S1 in the Appendix 1.) The four single water molecule solvation sites are the most acidic available sites on each of the proton-bound dimers. Each solvation site donates a proton from the adenine to the water, and two of these sites also have an adjacent proton-acceptor site, which accepts a hydrogen
bond from the water molecule. The key difference between the A/B and the C/D dimers is the orientation of the NH₂ group on the right adenine molecule. In A/B, this group is directly involved in the proton-bound dimer formation, while in C/D it is completely accessible to the solvent. A water-adenine hydrogen bond at this site on the side opposite the 5-membered ring is the least favoured position, as is clear from the relative energies of structures Aliv, C1iii, and C1iv (23.8, 24.4, and 28.6 kJ mol⁻¹, respectively). Because C/D have two such solvent-accessible sites, they are stabilized less in water than the A/B proton-bound dimers.

Neither the PCM model nor the explicitly microsolvated model truly describes the bulk water solvation effects. However, both models provide the same results: structures C and D are significantly less stable in water than are A and B. Because the dimers exist in solution prior to electrospray or are borne in aqueous solution during the electrospray process, we propose that the relative stability of these dimers in solution determines which isomers are observed in the IRMPD spectra. This hypothesis assumes that the dimers A and/or B do not isomerize to C and/or D in the gas phase. This assumption seems reasonable, given that the binding energies of these proton-bound dimers are approximately 120-130 kJ mol⁻¹ and that substantial disruption of the hydrogen bonding and tautomerization would be required, resulting in a substantial energy barrier for isomerization of A or B to C or D. In other words, isomerization seem quite unlikely on the timescale of the electrospray/desolvation process. This hypothesis is also consistent with the apparent absence of strong sig-
<table>
<thead>
<tr>
<th>Structure</th>
<th>Relative ( H ) (G)(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ali</td>
<td>0.0 (0.0)</td>
</tr>
<tr>
<td>Alii</td>
<td>12.4 (8.3)</td>
</tr>
<tr>
<td>Aliii</td>
<td>17.0 (4.5)</td>
</tr>
<tr>
<td>Aliiv</td>
<td>23.8 (20.8)</td>
</tr>
<tr>
<td>Bli</td>
<td>3.0 (3.1)</td>
</tr>
<tr>
<td>Blii</td>
<td>15.7 (13.4)</td>
</tr>
<tr>
<td>Bliii</td>
<td>21.5 (10.5)</td>
</tr>
<tr>
<td>Bliv</td>
<td>26.3 (24.2)</td>
</tr>
<tr>
<td>Cli</td>
<td>-0.3 (-0.8)</td>
</tr>
<tr>
<td>Clii</td>
<td>14.2 (11.9)</td>
</tr>
<tr>
<td>Cliii</td>
<td>24.4 (21.2)</td>
</tr>
<tr>
<td>Cliv</td>
<td>28.6 (14.3)</td>
</tr>
<tr>
<td>Dli</td>
<td>1.4 (0.9)</td>
</tr>
<tr>
<td>Dlii</td>
<td>15.0 (12.9)</td>
</tr>
<tr>
<td>Dliii</td>
<td>25.8 (22.9)</td>
</tr>
<tr>
<td>Dliiv</td>
<td>30.3 (15.9)</td>
</tr>
</tbody>
</table>

**Table 4.5:** 298 K relative enthalpies (and free energies) for singly solvated adenine proton-bound dimers. See Figure 4.6 for structures.

\(^a\)298 K
nals for isomers C and D in the spectra. In contrast, the gas-phase energies which find all four structures nearly degenerate cannot explain this observation.

4.3.4 Comparison of IRMPD Spectrum With Higher-Energy Isomers

In Figure 4.7, the IRMPD spectrum is compared to the computed spectra for structures E through L. Structures I and J have multiple strong bands in the lower-energy portion of the spectrum and therefore can be ruled out on spectroscopic grounds. However, structures E, F, G, H, K, and L cannot be equivocally ruled out based solely by comparison of the experimental and computed spectra. These structures alone cannot account for the spectrum, but the absence of predicted bands does not rule them out. Structures E through L can, though, be ruled out based on their computed energies. Even PCM calculations with these structures do not lower their energies with respect to A and B.

4.4 Conclusions

Gas-phase calculations predict four isocnergetic isomers of the proton-bound adenine dimer. In contrast, the IRMPD spectrum of electrosprayed adenine proton-
Figure 4.6: The four B3LYP/6-31+G(d,p) singly microsolvated structures each for A and C. Microsolvated structures for B and D are in Appendix 1.
Figure 4.7: Comparison of the experimental IRMPD spectrum of the adenine proton-bound dimers with the B3LYP/6-31+G(d,p) predicted IR spectra for structures E-L (structures in Figure 4.2).
bound dimers with the predicted IR spectra reveal that only two of the isomers are present. PCM model calculations and microsolvation calculations with five explicit water molecules qualitatively agree that solvation significantly stabilized two of the four isomers. These two solvent-stabilized isomers are consistent with the interpretation of the IRMPD spectra. This work demonstrates that, in some cases, using gas-phase calculations to predict the structures of ions born in solution and transferred to the gas-phase via electrospray ionization can give misleading results.

4.5 Supporting Information

This information is available free of charge via the Internet at http://pubs.acs.org as well as Appendix 1.
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58. The stability of the N3-protonated adenine 7H tautomer is computed to be nearly the same as the N1-protonated adenine 9H tautomer, as they differ by only a fraction of a kJ mol⁻¹. Which species is more stable depends on exactly which functional and
basis set is used, but for B2P3LYP/cc-pVTZ, the N1H/9H species is 0.4 kJ mol$^{-1}$ more stable. These relative stabilities of the two tautomers agree well with the experimental results from reference 35.


Chapter 5

Solvation of Electrosprayed Ions in the Accumulation/ Collision Hexapole of a Hybrid Q-FTMS

5.1 Introduction*

Studies of solvated ions in the gas-phase provide information about the preferred coordination of ions by solvent molecules, their conformational geometries, and changes of geometry upon solvation.¹ The structural properties are typically deduced from fundamental studies of their thermochemistries, reactivities, and more recently, the vibrational spectroscopy of gaseous ions.² The ultimate purpose and challenge for

studying the physical properties of sequentially solvated ions is to extrapolate to, or contrast these properties with those in the solution phase, especially for biologically interesting ions. Mass spectrometry has become a powerful technique for investigating biomolecules following the development of electrospray ionization (ESI)\(^3\) and matrix-assisted laser desorption/ionization (MALDI).\(^4\) Noncovalently bound biological complexes can be transferred from aqueous solutions to the gas phase by ESI for further study of the completely desolvated complex. In some instances, a small amount of solvated ions has been reported from electrospray, allowing the structure, reactivity and thermochemistry of the hydrated ions to be studied.\(^7\) Lee et al.\(^8\) studied extensively hydrated peptides from an electrospray source by operating the capillary at room temperature, with no nebulizer or drying gas, and optimizing the potentials in the electrospray source. These ions were found to be cooled to between 130 and 150 K by evaporation of water without drying gas, effectively freezing the biomolecules. Rodriguez-Cruz et al.\(^9\) studied doubly protonated gramicidin S ions with up to 50 water molecules attached in a modified instrument with a home-built electrospray source equipped with a heated capillary inlet. They formed the ions under "gentle" electrospray conditions and later described two possible mechanisms for formation of hydrated ions by ESI,\(^10\) condensation of solvent onto ions due to expansion inside the ESI interface and/or solvent evaporation of more extensively hydrated ions or electrospray droplets. The extent of hydration of gas-phase gramicidin S \((M+2H)^{2+}\) ions was observed to decrease with an increase in the temperature of the capillary.
Rodríguez-Cruz and Williams$^{11}$ also studied solvent exchange reactions of hydrated divalent alkaline earth metals with benzene by ESI Fourier-Transform mass spectrometry (FTMS) at room temperature. Aqueous solutions of metal chloride salts were introduced to the mass spectrometer by nanoelectrospray. Metal ions with 4-7 water molecules were selected and thermalised in the accumulation process by introducing $N_2 \text{ gas}$. After isolating the ions of interest, they were exposed to benzene at constant pressure. They showed that the rate constant of ligand exchange increases with the size of the metal due to the stronger cation-$\pi$ interaction between the metal ion and benzene. In addition, for the heptahydrated metal ions, the seventh water molecule was shown to be in an outer solvation shell, bound much more weakly, by observing the rates of unimolecular dissociation reactions losing subsequent water molecules. Recently, the structures of hydrated Ca$^{2+}$ ions directly from an electrospray source have been studied by consequence spectroscopy$^{12}$ and thermochemically by collision-induced dissociation in a guided ion beam tandem mass spectrometer.$^{13}$ These studies show conclusively that the Ca$^{2+}$ ion has six water molecules in the first solvent shell bound directly to the metal ion. While electrospray has been useful in the study of solvated ions, other methods of generating solvated gaseous ions typically involve a high pressure source of ions$^{14-19}$ or by injecting ions$^{20}$ or electrons$^{21,22}$ into a molecular expansion.

Electrospray, under normal circumstances, is usually a very efficient method of forming completely desolvated gaseous ions. At Memorial, we are interested in study-
ing the structures and chemistry of ion-molecule complexes, such as protonated or metal ion-bound species which are also solvated, using techniques such as IRMPD spectroscopy, BIRD,\textsuperscript{23} and by ion-molecule reactions.\textsuperscript{24} As a means to achieve this, a Bruker apex Qc 70 FTMS has been obtained. As in any FTMS, due to the very low operating pressure of the ion cyclotron resonance (ICR) cell, solvated species must be prepared outside the ICR cell. The purpose of this paper is to explain the method of solvating ions in the storage hexapole cell of a commercial hybrid Q-FTMS. We also present results of some preliminary studies of various solvated ions.

5.2 Experimental

For this work, three different Bruker apex-Qc 70 FTMS instruments were used. The first is at the Bruker showroom in Billerica, MA, one is at the University of Paris 11 in Orsay, France, and the third is at Memorial University in St. John’s, NL. The instrument in Orsay currently is mated to both a free electron laser and a Laser Vision OPO/A laser. Details of IRMPD experiments with both lasers have been published previously.\textsuperscript{25} The IRMPD spectrum reported here was recorded using the OPO/A laser operating in the 2500-4000 cm\textsuperscript{-1} region covering the N-H and O-H stretching vibrations. If the laser is resonant with an infrared absorption then dissociation of the ion is observed. The spectral width of the laser was estimated to be 5 cm\textsuperscript{-1}.

A schematic of the source, quadrupole/hexapole, ion transfer optics and ICR cell
Figure 5.1: Schematic showing the source, Qh region, ion transfer optics, and ICR cell for the Bruker Apex Qc 70 FTMS.

region is shown in Figure 5.1. In normal electrospray ionization mode, a small amount of Ar gas (0.1-0.2 L min$^{-1}$) flows into the collision hexapole to aid in trapping of ions and can be used to affect collision induced dissociation (CID). The pressure in the vacuum chamber around the collision cell is $\sim 10^{-5}$ mbar when Ar or solvent is flowing into the collision hexapole where the pressure is estimated to be $\sim 10^{-3}$ to $10^{-2}$ mbar. Ions are typically accumulated in the collision cell hexapole for a brief period of time, 100-500 ms, but to prepare solvated species, higher accumulation times are desirable to increase the signal intensity. Following accumulation, the ions are transferred from this hexapole through a series of ion optics to the ICR cell. The instrument at Memorial University has been modified to include a second leak valve to introduce solvent into the quadrupole and hexapole region. While this adds
flexibility and ease of use. Experiments on the Billerica and Orsay instruments were conducted by simply replacing the Ar collision gas with a solvent, methanol or water in the present experiments, in a glass vial. However, as noted below, if one prefers less solvation, the addition of a small pressure of solvent and some Ar to increase trapping efficiency makes at least two gas inlets necessary. The solvents were freeze-pump-thawed to expel dissolved air.

Precursor ions were electrosprayed from aqueous solutions containing 0.1 mM adenine or thymine, and a few drops of 1 mM LiCl, KCl or CuSO₄ in 18 MΩ Millipore water. The DNA bases and salts were obtained from Aldrich and were used without further purification. The water used to provide vapour for solvating was 18 MΩ. The methanol used was 99.8 percent and was purchased from ACP Chemicals in Montreal.

5.3 Results and Discussion

The conditions in the accumulation cell play a crucial role in successful addition of solvent. Ion kinetic energy is expected to and does play a fairly important role in whether solvation occurs. In this instrumental configuration (Figure 5.1), the ion kinetic energy at the point of entry to the collision cell is programmed by how the collision cell is biased to the second stage of the ion funnel. Lowering the relative DC bias of the collision cell increases the kinetic energy over what is necessary to efficiently deliver the ions into the hexapole trap, effectively the 'zero volt' collision
energy. For these experiments, the effect of kinetic energy on solvation was explored by modulation of the collision cell DC bias. Zero to a few tenths of volts of collision energy has very little effect on solvation but more than a few volts results in inefficient solvation. As well, high collision voltages typically result in less cluster ions making it to the ICR cell. In Figure 5.2a, the effect of collision voltage is shown on the fraction of solvated (Thy)$_2$Li$^+$, defined as the intensity of (Thy)$_2$Li$^+$(H$_2$O) divided by the sum of (Thy)$_2$Li$^+$(H$_2$O) and (Thy)$_2$Li$^+$ intensities. After a few tenths of a volt collision energy, the fraction of solvated ions drops off fairly linearly. The total ion intensity (only (Thy)$_2$Li$^+$ and its solvated analogue) is also plotted. The total ion intensity increases slightly from 0 to $\sim$2 V then drops off markedly. Typically we use 0 or very close to it, but not more than 1 V collision energy for IRMPD experiments.

The trapping time in the accumulation cell is also an important parameter. Shorter times typically result in a larger degree of solvation but also less total ion signal. There are instances however, when total ion signal remains high, but a shorter time results in a stronger signal for solvated ions, and this parameter must be optimized for each system. For experiments such as IRMPD spectroscopy where hundreds of steps in wavelength are required with four to eight scans per wavelength, shorter times are beneficial. For solvation of (Thy)$_2$Li$^+$, Figure 5.2b shows the effect of accumulation time on both the fraction of solvation and the total ion intensity. Typically $\sim$2 s is a good balance between a decent degree of solvation, good ion intensity and total experiment time. The loss of solvated ion signal at longer times is most likely due to heating.
Figure 5.2: The fraction of solvated Thy$_2$Li$^+$ and total ion intensity versus (a) collision voltage and (b) hexapole accumulation time. The "fitted" lines are merely to guide the eye. Arrows indicate the ordinate to which the data belong.
of ions in the hexapole trap. Sannes-Lowery et al.\textsuperscript{26,27} have reported that excessive storage times, more than a few seconds, can cause dissociation in biomolecules with low dissociation thresholds, termed multipole storage assisted dissociation (MSAD).

The pressure of solvent also must be optimized. If the solvent pressure is too high, the signal starts to fall off because the accumulation cell is filled with the solvent vapour, presumably resulting in loss of ions from the accumulation cell due to collisions. Typically the pressure reading on the ion gauge is $5-6 \times 10^{-5}$ mbar.

In addition, the chemical characteristic of the species is also important. For example, the basicity of the DNA bases can influence the ease and extent of solvation. For example, it was found that it was easier to solvate ions containing uracil and thymine than adenine. Presumably this is because uracil and thymine are less basic than adenine.\textsuperscript{28} The charge in cationized adenine is more diffuse which may impede solvation. Furthermore, in our experience, solvation occurs at the “ionic centre” or the metal cation. As such, steric considerations and the size of the metal ion can affect solvation. While it is possible to attach many solvent molecules to potasiated bases, lithiated bases are difficult to multiply solvate. Furthermore, while it was possible to attach two water molecules to (Thy)\textsubscript{2}Li\textsuperscript{+}, we were only able to add one water to (Thy)Li\textsuperscript{+}. Due to the different chemical nature of each ionic species, one set of conditions to prepare a particular ion with a given degree of solvation may not work for another ion. However, limited solvation in the accumulation cell seems to be efficient and highly reproducible once the right conditions are found.
Figure 5.3: (a) ESI mass spectra of a 0.1 mM CuCl₂ solution containing ~0.1 mM thymine and a few drops of 0.1 mM adenine in 18 MΩ water. (b) Same experiment except with water vapor in the hexapole accumulation cell.
One example which illustrates how the chemical nature or structure of the precursor ion can affect solvation is displayed in Figure 5.3. A small amount of adenine solution was also added to the thymine/CuSO$_4$ solution and it was possible to observe two ions containing copper. The first, whose main isotopic mass is at m/z 314 is [Cu(Thy)$_2$-H]$^+$ and the second at m/z 324 is [Cu(Thy)(Adc)]$^+$. At this point, it is uncertain as to why the former loses H$^+$ to remain singly charged, while the ion containing adenine is reduced by an electron. However, what is also interesting is that under no conditions was it possible to solvate the m/z 314 ion while the m/z 324 ion adds one molecule of water to form m/z 342. The [Cu(Thy)(Adc)]$^+$ ion also seemed to be maximized by spending 1.5 s time in the accumulation cell. The mass spectrum shown in Figure 5.3b is after 1.5 s in the accumulation cell while longer storage times resulted in less m/z 342 and more m/z 324 but overall less ion intensity. The ability of m/z 324 to add water and the inability of m/z 314 to add water could be due to the difference in binding energy of water to these ions and/or major structural differences. For example the structure of m/z 314 ion could limit access of solvent to the “central” copper ion. This is a question for further study using spectroscopic, thermochemical and computational techniques.

In Figure 5.4 BIRD plots are presented for solvated potassium cation bound dimers of adenine, (Adc)$_2$K$^+$, with up to three solvent molecules of either water (Fig. 5.3a) or methanol (Fig. 5.3b). While it was possible to add three water molecules to (Adc)$_2$K$^+$, it was not possible to obtain much more than 15 percent of the total ion
abundance of \((\text{Ade})_2(\text{H}_2\text{O})_n\text{K}^+\). Based on its instability in the ICR cell this is likely due to a small binding energy for the third water molecule. For methanol, a good abundance of triply solvated ion, \(\sim 70\) percent of the total solvated ion intensity was obtained. BIRD rate constants were derived from this data by modelling the intensity vs time data assuming a sequential loss of solvent dissociation mechanism, \((X = \text{H}_2\text{O}, \text{CH}_3\text{OH})\)

\[
\begin{align*}
(A\text{de})_2(X)_3\text{K}^+ & \xrightarrow{k_{3\rightarrow2}} (A\text{de})_2(X)_2\text{K}^+ + X \\
(A\text{de})_2(X)_2\text{K}^+ & \xrightarrow{k_{2\rightarrow1}} (A\text{de})_2(X)\text{K}^+ + X \\
(A\text{de})_2(X)\text{K}^+ & \xrightarrow{k_{1\rightarrow0}} (A\text{de})_2\text{K}^+ + X
\end{align*}
\]

which, based on the fits to the data, is a good assumption.

In all cases, BIRD rate constants for the loss of water are significantly larger than for the loss of methanol (see Table 5.1). A temperature study is required to obtain binding energies\(^{29}\) for sequential solvent loss; however, it is safe to make a few qualitative remarks. BIRD rates are mainly dependent upon the binding energy of the complex, but the rate of photon absorption is also important. Therefore, to compare methanol and water binding energies, one has to take into account the difference in absorption properties of water and methanol. The strongly absorbing O-H symmetric stretch at higher energy are replaced by relatively weak C-H stretching. The HOH bend is replaced by a strongly absorbing CO stretch and HOC bend (among other torsional modes). Based on the positions of these bands and the blackbody radiation curve which is at a maximum at about 1000 cm\(^{-1}\), it is safe to say the methanol ligand
Figure 5.4: (a) BIRD plots for sequential loss of solvent from \((\text{Ade})_2(X)_3K^+\), ((a) \(X=\text{H}_2\text{O}\), (b) \(X=\text{CH}_3\text{OH}\)). Rate constants for sequential solvent loss are in Table 5.1.
Table 5.1: Summary of BIRD rate constants for solvent loss for (Ade)$_2$(H$_2$O)$_n$K$^+$ and (Ade)$_2$(CH$_3$OH)$_n$K$^+$ clusters at 298 K.

is at least as strongly absorbing of blackbody radiation as a water ligand. Based on absorbing properties alone, the complexes solvated with methanol would probably be expected to have a larger BIRD rate constant than those solvated with water. That it has a smaller rate constant can only be attributed to a stronger binding energy for methanol to the central (Ade)$_2$K$^+$. 

Also, in Table 5.1 are the BIRD rate constants obtained when (Ade)$_2$(H$_2$O)$_3$K$^+$ or (Ade)$_2$(H$_2$O)$_2$K$^+$ were isolated in the ICR cell using correlated harmonic excitation fields (CHEF).\textsuperscript{30,31} It is not expected that the BIRD rate constants are affected by the isolation process. The BIRD rate constants for the (Ade)$_2$(H$_2$O)$_{2-n}$K$^+$ reaction are found to be 0.212 and 0.300 s$^{-1}$ when n=3 or n=2 are isolated, respectively. These values are different due to the errors in modelling the multiple rate constants. When n=3 is isolated, it is expected that the n=2 to n=1 rate constant is in greater error.
due to its dependence upon the \( n=3 \) to \( n=2 \) rate constant, which typically has at most a 10 percent error associated with it from the modelling. In order to obtain reliable rate constants it is necessary to isolate the ion of interest. The 0.300 s\(^{-1}\) rate constant for dissociation of \((\text{Adc})_2(\text{H}_2\text{O})_2\text{K}^+\) is expected to be more reliable.

The mass spectrum obtained by electrospraying a 0.1 mM adenine and a few drops of 1.0 mM LiCl solution followed by 2 s of accumulation of the lithium ion bound adenine dimer in the accumulation hexapole with approximately 10\(^{-2}\) mbar background pressure of water is shown in Figure 5.5a. Both m/z 277 \((\text{Adc})_2\text{Li}^+\) and m/z 295 \((\text{Adc})_2\text{Li}^+(\text{H}_2\text{O})\) are detected. Following absorption of the tunable OPO laser tuned to 3350 cm\(^{-1}\) and focussed into the ICR cell for 0.5 s, loss of water is detected (Figure 5.5b).

These results have shown that solvating cluster ions is possible in the accumulation hexapole of a hybrid Q-FTMS. In Figure 5.6, the IRMPD spectra of both \((\text{Adc})_2\text{Li}^+\) and \((\text{Adc})_2\text{Li}^+(\text{H}_2\text{O})\) are displayed along with the lowest energy computed structures and B3LYP/6-31+G(d,p) predicted IR spectra. The details of the combination of the Bruker Apex Qe 7T FT-ICR MS with the Laser Vision infrared OPO/A in Orsay, France has been described previously. Briefly, the tunable OPO/A laser is scanned in frequency from about 2 to 4 \(\mu\text{m}\) (or in the reverse direction). When the laser radiation is resonant with a vibrational mode, the ion absorbs a few photons until it is able to dissociate. Absorption is detected by a decrease in the precursor ion intensity concurrently with an increase in fragment ion intensity. The IRMPD efficiency is
Figure 5.5: (a) ESI mass spectra showing the formation of (Adc)$_2$Li$^+$(H$_2$O) by reacting (Adc)$_2$Li$^+$ with water vapor in the accumulation hexapole. (b) Mass spectrum showing the effect of absorption of the OPO laser tuned to 3350 cm$^{-1}$ for 0.5 s.
defined as the negative of the natural logarithm of the ratio of fragment ion intensities to the sum of the fragment and precursor ion intensities. While these spectra will be fully discussed along with those of other species in a forthcoming article, a brief discussion of the spectra will be given here. The IRMPD spectrum of (Adc)$_2$Li$^+$ (bottom of Figure 5.6) is fairly simple with the two main features at 3435 and 3490 cm$^{-1}$ assigned to the NH$_2$ symmetric stretching vibrations and the N-H stretch, respectively. There is also a weak feature centered at 3550 cm$^{-1}$ corresponding to the NH$_2$ asymmetric stretching modes. These band positions are clearly well reproduced by the B3LYP/6-31+G(d,p) theoretical predictions (scaled by 0.958). The addition of one water molecule to this structure provides a richer IRMPD spectrum (top spectrum in Figure 5.6). The NH$_2$ symmetric stretching vibrations and the N-H stretch at 3446 and 3504 cm$^{-1}$, respectively, and the NH$_2$ asymmetric stretch at 3557 cm$^{-1}$ are observed, in very similar positions as for the bare Li$^+$-bound dimer of adenine discussed above. The new feature at 3724 cm$^{-1}$ is assigned to water asymmetric OH stretching. The absence of a symmetric OH stretch for water, typically observed around 3650 cm$^{-1}$, indicates that one of the O-H bonds is involved in hydrogen bonding. The two broad bands centered at 3180 and 3360 cm$^{-1}$ are typical of strongly hydrogen bonded, and therefore red-shifted, O-H stretching vibrations. While there are many possible structures for the (Adc)$_2$Li$^+$(H$_2$O) ion, two which are the lowest in free-energy and differ by less than 1 kJ mol$^{-1}$ (B3LYP/6-31+G(d,p)) that have been discovered are shown along with their predicted infrared spectra. The exper-
Figure 5.6: IRMPD spectra of (Ade)_2Li⁺ and (Ade)_2Li⁺(H₂O) in 2500-4000 cm⁻¹ region. Also shown are B3LYP/6-31+G(d,p) computed structures and infrared spectra of the lowest energy structure for (Ade)_2Li⁺ and two lowest energy structures for (Ade)_2Li⁺(H₂O).

Experimental and computed infrared spectra agree very well above 3400 cm⁻¹. There is some disagreement between the experimental and predicted spectra for the two lower energy features, but this is to be expected for strongly anharmonic vibrations such as hydrogen bonded O-H stretches. The important point with regard to the spectra is that the experimental spectra are consistent with structures such as those shown in Figure 5.6. Furthermore, when water is added to the adenine Li⁺-bound dimer in the
hexapole, it adds to the Li\(^+\) ion, which is the most thermodynamically stable position.

### 5.4 Conclusions

Evidence is provided for the efficient solvation of cations in the hexapole accumulation cell of a hybrid Q-FTMS. While the number of parameters to modify are numerous, our experience shows that the most sensitive parameters are the collision energy in the hexapole, pressure of both argon and solvent in the hexapole, accumulation time, and the chemical nature of the species. By solvating ions in the hexapole, it is possible to obtain very interesting physical data such as BIRD kinetics as well as IRMPD spectra, both of which can be used to determine structural information for the species under investigation.
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Chapter 6

Structures of Alkali Metal Ion-Adenine Complexes and Hydrated Complexes by IRMPD Spectroscopy and Electronic Structure Calculations

6.1 Introduction*

A balance of a variety of interactions between individual building blocks in DNA

*This Chapter has been accepted to be published as K. Rajabi, E.A.L. Gillis, and T.D. Fridgen, J. Phys. Chem. A 2010, Manuscript ID jp-2009-098683.
and the chemical entities in its environment play a crucial role in the secondary structure of DNA. These interactions include hydrogen bonding between nucleic acid bases, between the nucleic acid bases and solvent,\(^1\) as well as electrostatic interactions between nucleic acid bases and metal ions.\(^2,3\) Non-specific dispersion forces between the DNA bases and metal ions, forming stacked structures, are also very important.

Many studies have been conducted on the protonation of nucleic acid bases using both experimental and theoretical techniques\(^4-9\) due to the remarkable effects on conformational structure.\(^10\) For example, base protonation has been implicated in the transformation of the B to Z structures of DNA.\(^11,12\) Gas-phase studies of proton affinities have been conducted\(^8,9\) as have ab initio calculations.\(^6\) Knowledge of the protonation site is essential for the design of some drugs which regulate the activity of a selected gene by stabilizing the triple helix formed between the target base sequence and an oligonucleotide.\(^13\) The triple helix structure inhibits transcription resulting in its therapeutic effect.\(^14\) Aminopurine homodimers and their conjugate acid ions were investigated by DFT calculations\(^15\) and the four lowest-energy proton bound dimers are found to be composed of one A9 and one A7 tautomer of adenine; two dimers protonated at N1 and two protonated at N3. Our recent IRMPD spectroscopy and computational study on the electrosprayed proton-bound adenine dimers\(^16\) concluded that only two of these structures are observed. The two observed proton-bound dimers are greatly stabilized by solvent and are the only two which exist to any great extent in solution before/during being transmitted to the gas-phase by the electrospray source.
Metal ions also have a fundamental effect on biological processes\textsuperscript{17} as the conformational behaviour and function of DNA are influenced by their presence.\textsuperscript{2,3,18-22} Alkali metal ions affect synthesis, replication and cleavage of DNA and RNA, as well as their structural integrity. In addition, different metal ions can influence structural changes in DNA with the nature of the metal ion affecting genetic information transfer. For example, alkali metal ions stabilize the B form of DNA and prevent it from undergoing transitions.\textsuperscript{23,24} The relative bond strength between the metal ion and the donor groups of the nucleic acid chain affects the nature of the interaction. Knowledge about the fundamental modes of binding can help determine the interaction of metal ions with more complex nucleic acid structures.\textsuperscript{25} Direct functions such as redox capabilities, as well as indirect functions including conformational changes, are affected by metal ions.\textsuperscript{26} Shack et al.\textsuperscript{22} first discovered metal ion stabilization effects on the DNA double helix. A linear relationship between the melting temperature (\(T_m\)) of DNA and the logarithm of ionic strength was discovered.\textsuperscript{23} Furthermore, a lower concentration of divalent ions (Mg\textsuperscript{2+} and Co\textsuperscript{2+}) was required to have the same effect on \(T_m\) compared to univalent ions. Metal ions stabilize the double helix by neutralizing the negative charges on the phosphate backbone and decrease its ability to uncoil. However, at higher concentrations, metal ions such as Cu\textsuperscript{2+} destabilize the DNA double helix because they also bind to the base and compete with the hydrogen-bonding of the DNA double helix, decreasing \(T_m\). The ability of transition metal ions to bind with the phosphate backbone has the order Co(II) > Ni (II) > Mn(II) >
Zn(II) > Cd(II) > Cu(II) > Ag(II) > Hg(II). Generally, more significant changes occur on binding metal ions to the nucleobases than those upon binding to the phosphate backbone.\textsuperscript{27} Thus, fundamental biological and pharmacological information can be deduced from the study of the interaction of metal ions with the nucleobases.\textsuperscript{28}

The DNA double helix is unzipped and new strands are formed during DNA replication and protein synthesis. These processes involve the breaking of hydrogen bonds between the base pairs and solvent molecules play a major role in this step.\textsuperscript{29} Also, since the helical form of DNA is not stable in the gas phase or in non-polar solvents, the presence of water is essential to its stabilization.\textsuperscript{30,31} Water molecules can also influence mispairing\textsuperscript{32,33} as well as DNA-protein and DNA-ligand\textsuperscript{34} interactions by forming water bridges between the hydrophilic atoms of each molecule. Understanding the interactions between nucleic acids and solvent will aid in defining the solution-phase behaviour of DNA.\textsuperscript{35} Step-wise solvation studies, therefore, are required. The effect of solvents such as acetic acid,\textsuperscript{36} alcohols,\textsuperscript{37} and ammonia\textsuperscript{38} on isolated nucleic acid bases have been studied.

The important aspect of gas-phase studies is that changes in ion structure can be investigated upon solvation without interference by the rest of the solvent. Water molecules have been shown to induce major changes in the structure and energetics of the ionized nucleic acid base complexes. For example, using IRMPD spectroscopy in the gas phase, hydration of Li$^+$-bound homodimers of uracil and thymine was found to promote hydrogen bonding between the nucleic acid bases.\textsuperscript{39}
In this paper, we investigate the structures of the complexes formed between one or two adenine molecules and alkali metal ions such as Li$^+$, Na$^+$, K$^+$, and Cs$^+$ in the gas-phase along with singly-solvated ions by IRMPD spectroscopy and electronic structure calculations.

6.2 Methods

6.2.1 Experimental

As described previously$^{40}$ a coupling of the FT-ICR mass spectrometer and a 25 Hz Nd:YAG pumped Laservision IR OPO/A laser at CLIO was employed to record the IRMPD spectra. Solutions of 5 mM C$_5$H$_5$N$_5$ (adenine) were prepared in 18 MΩ Millipore water with 10 mM solutions of the alkali metal cation chlorides (LiCl, NaCl, KCl, and CsCl) added dropwise to 10 mL of the adenine solution. All chemicals were purchased from Sigma-Aldrich and used as received. Following electrospray of the solutions, ions were mass selected and transferred to the hexapole accumulation (collision) cell of the Apex Qc70 FT-ICR. Ions could be hydrated in the accumulation hexapole as described previously.$^{41}$ Briefly, this method of rehydrating the ions involved replacing the Ar gas in the collision cell with water vapour. Finally, the ions were transferred into the ICR cell and isolated by standard ion ejection/isolation techniques. The ions were irradiated for between 0.2 and 4.0 seconds using the benchtop
IR OPO/A system of Laservision. Normally 2-4 scans were accumulated. The laser was typically scanned at about 0.25 cm\(^{-1}\)/s, resulting in data points collected between 1 and 3 cm\(^{-1}\) apart. The IR\&PD efficiency is defined as the negative logarithm of the parent ion signal divided by the sum of the parent and fragment ion signal.

6.2.2 Computational

Hybrid density functional methods (DFT) have proven to be successful in describing nucleic base dimers\(^{42}\) and DNA triplex.\(^{43}\) Also, the B3LYP hybrid functional has been found to be trustworthy for geometry optimizations.\(^{44}\) Structures, vibrational frequencies, and thermal contributions to the enthalpy for the cluster ions were computed using the B3LYP hybrid density functional method and the 6-31+G(d,p) basis set using the Gaussian 03\(^{45}\) suite of programs. All possible planar complexes of the cation with acceptor atoms were investigated with respect to A7 and A9 tautomers of adenine. For hydrated clusters, both direct attachment of water to the metal ions and to adenine were considered. The computed vibrational frequencies were scaled by a factor of 0.956. In addition, the absence of imaginary frequencies in the vibrational frequency analysis confirmed that the optimized structures are local minima on the potential energy surface. Since comparisons are made for clusters containing differing degrees of hydrogen bonding, single point energy calculations were done at MP2/6-311++G(2d, p) on the B3LYP/6-31+G(d, p) optimized structures to
obtain more trustworthy relative thermochemistries. These energies employing the MP2 electronic energies and the B3LYP thermal corrections are reported as MP2/6-311++G(2d,p)//B3LYP/6-31+G(d, p) Gibbs energies. All Gibbs energies reported here were calculated at 298 K which should be a good estimate of the temperature of the ions under study.

6.3 Results and Discussion

In all, four categories of adenine cluster ions in the gas-phase were examined. The first is a single adenine bound to metal ions, \((\text{C}_5\text{H}_5\text{N}_5)\text{M}^+\), where \(\text{M}=\text{K}, \text{Cs}\) and the second is the metal ion-bound dimer, \((\text{C}_5\text{H}_5\text{N}_5)_2\text{M}^+\), where \(\text{M}=\text{Li}, \text{Na}, \text{and K}\). The sole dissociation routes for both \((\text{C}_5\text{H}_5\text{N}_5)\text{M}^+\) and \((\text{C}_5\text{H}_5\text{N}_5)_2\text{M}^+\) were found to be loss of neutral base. Mass spectra for some of these ions in the presence and absence of a resonant laser absorption are shown in Appendices 4-9 and represent loss of a neutral adenine. While it was possible to make \((\text{C}_5\text{H}_5\text{N}_5)\text{Li}^+\) and \((\text{C}_5\text{H}_5\text{N}_5)\text{Na}^+\), IRMPD products would be \(\text{Li}^+\) and \(\text{Na}^+\) which are below the mass detection limit of the FT-ICR. Due to the low signal intensity and instability of the ion signal with these systems, it was not possible to use ion depletion as the sole detection method to produce an IRMPD spectrum. The ion signal for \((\text{C}_5\text{H}_5\text{N}_5)_2\text{Cs}^+\) was too weak to conduct these experiments. The hydrated monomers \((\text{C}_5\text{H}_5\text{N}_5)\text{M}^+(\text{H}_2\text{O})\) (\(\text{M}=\text{Li, Na and K}\)), and dimer, \((\text{C}_5\text{H}_5\text{N}_5)_2\text{Li}^+(\text{H}_2\text{O})\), were also studied, however, attempts
to hydrate \((C_5H_5N_5)Cs^+\) were not successful. The results for the four categories are compared and discussed separately below. They are also compared with predicted IR spectra.

The standard numbering of atoms in adenine is used as shown in Scheme 6.1.

### 6.3.1 A Comparison of the Experimental IRMPD Spectra of

\[(C_5H_5N_5)_2Li^+, (C_5H_5N_5)Li^+(H_2O)\text{ and } (C_5H_5N_5)_2Li^+(H_2O)\]

The IRMPD spectra of \((C_5H_5N_5)_2Li^+, (C_5H_5N_5)Li^+(H_2O)\) and \((C_5H_5N_5)_2Li^+(H_2O)\) are compared in Figure 6.1. For \((C_5H_5N_5)_2Li^+\), the band centred at 3434 cm\(^{-1}\) and the weak absorption at 3555 cm\(^{-1}\) can be assigned to the symmetric and asymmetric NH\(_2\) stretching vibrations, respectively. The band centred at 3491 cm\(^{-1}\) is the N-H stretch of the dimer. These bands are similar in position to those observed in neutral...
Figure 6.1: Comparison of the experimental IRMPD spectra of \((\text{C}_5\text{H}_5\text{N}_5)_2\text{Li}^+\), \((\text{C}_5\text{H}_5\text{N}_5)\text{Li}^+\!(\text{H}_2\text{O})\) and \((\text{C}_5\text{H}_5\text{N}_5)_2\text{Li}^+\!(\text{H}_2\text{O})\).

gas-phase adenine\(^{46}\) (3457, 3552, and 3501 cm\(^{-1}\) for the symmetric stretch, asymmetric stretch and the N-H stretch respectively) and those for the protonated dimer of adenine (3435 and 3545 cm\(^{-1}\) for the symmetric and asymmetric stretches and 3481 and 3498 cm\(^{-1}\) for the N-H stretches).\(^{19}\) The simplicity of the IRMPD spectrum for
(C₅H₅N₅)₂Li⁺ may indicate a fairly symmetric structure.

The spectrum of (C₅H₅N₅)Li⁺(H₂O) has two more bands observed at 3642 and 3728 cm⁻¹ and attributable to the symmetric and asymmetric stretching absorptions of the water moiety. The positions of the symmetric and asymmetric NH₂ stretching vibrations and the N-H stretch remain virtually unchanged (see Table 6.2).

The spectrum of (C₅H₅N₅)₂Li⁺(H₂O) is only a little more complex. There are still sharp bands centred at 3452 and 3557 cm⁻¹ (the symmetric and asymmetric NH₂ stretching bands, respectively) and at 3504 cm⁻¹, the N-H stretch. There are at least two broad bands centred at 3190 and 3350 cm⁻¹ which are similar in nature to hydrogen bonded N-H stretching vibrations observed in hydrated uracil and thymine Li⁺ bound dimers. The "asymmetric stretch" of the water moiety is also present at 3724 cm⁻¹, however, the symmetric stretch is absent indicating that water is not symmetric; one of the O-H bonds is involved in a hydrogen bond.

A comparison between the IRMPD spectra for each of these complexes with predicted spectra as well as spectra for species composed of different alkali metal cations and is discussed below. The observed IRMPD band positions for (C₅H₅N₅)₂Li⁺, (C₅H₅N₅)Li⁺(H₂O), and (C₅H₅N₅)₂Li⁺(H₂O) are compared in Table 6.2 with the band positions for (C₅H₅N₅)₂H⁺ and neutral adenine.
Kabelac and Hobza\textsuperscript{47} performed a thorough study on the interactions of all 14 amino and imino tautomers of adenine with Na\textsuperscript{+}, Mg\textsuperscript{2+} and Zn\textsuperscript{2+} cations using MP2(RI-MP2)/TZVPP method and basis set. Their results show that these ions prefer binding to adenine in a bidentate fashion rather than forming a single interaction. Furthermore, the lowest-energy structure for the Na\textsuperscript{+}-adenine complex was found to be the A7 adenine tautomer with a bidentate binding of Na\textsuperscript{+} to N3 and N9, similar to structure 1 in Figure 6.2. The second lowest-energy Na\textsuperscript{+}-adenine structure (~10 kJ mol\textsuperscript{-1} higher in energy)\textsuperscript{47} was determined to be the A9 imino tautomer where the hydrogen from N6 is on N1 and Na\textsuperscript{+} is bound to N7 and N6, similar to structure 2 in Figure 6.2. The next lowest energy structures, some 30 kJ mol\textsuperscript{-1} higher in energy\textsuperscript{47} were found to be similar to the A1 tautomer with Na\textsuperscript{+} bound to N3 and N9 (similar to structure 3 in Figure 6.2) and the A9 tautomers with Na\textsuperscript{+} bound to N6 and N1 or N6 and N7, (similar to structures 4 and 5, respectively, in Figure 6.2). Our own calculations agree very well with these, for example for (C\textsubscript{5}H\textsubscript{5}N\textsubscript{5})Na\textsuperscript{+} structure 2 is found to be 12.5 kJ mol\textsuperscript{-1} higher in Gibbs energy than structure 1.

The IRMPD spectrum for (C\textsubscript{5}H\textsubscript{5}N\textsubscript{5})Cs\textsuperscript{+} (Figure 6.2) reveals a band centred at 3536 cm\textsuperscript{-1} and a much weaker one at 3427 cm\textsuperscript{-1} which can be ascribed to the symmetric and antisymmetric stretch of the NH\textsubscript{2} group and one at 3488 cm\textsuperscript{-1} which is the N-H stretch. The spectrum of (C\textsubscript{5}H\textsubscript{5}N\textsubscript{5})K\textsuperscript{+} (Figure 6.2) is quite similar. Both spectra are consistent with the lowest energy structure being the A7 tautomer with
Figure 6.2: Experimental IRMPD spectra of $(\text{C}_5\text{H}_5\text{N}_5)\text{M}^+$ (where M=K,Cs) as well as B3LYP/6-31+G(d,p)-computed IR spectra (a) for the six-lowest energy structures (b). The 298 K B3LYP/6-31+G(d,p) as well as MP2/6-311++G(2d,p)//B3LYP/6-31+G(d,p) (in parentheses) relative Gibbs energies (kJ mol$^{-1}$) are provided for each K$^+$-bound structure.
the alkali metal ion bound to N3 and N9. Our calculations also predict this structure to be the most stable for \((C_5H_5N_5)Cs^+\) and the energetic orderings are in line with those predicted by Kabelac and Hobza for \(M=Na\).\(^{47}\)

That the A7 tautomer is lower in energy when binding alkali metal ions than the A9 tautomer is reasonable considering the difference in dipole moments; the dipole moment of the A7 tautomer is calculated to be 7.49 D compared to 2.44 for the A9 tautomer.\(^{48}\) Rodgers and Armentrout\(^{26}\) experimentally observed the A9 tautomer of adenine with \(Li^+, Na^+,\) and \(K^+\) attached in to the N7 position (5 in Figure 6.2), different from the complex concluded to be observed in this work. We believe that the results are dependent on the method of producing the ion-molecule complexes. In their method, metal ions were added to the neutral nucleobase in the gas phase. Since the most stable tautomer of adenine is the A9 form and due to a (likely) significant barrier to tautomeration, their conclusions are not surprising. However, in the present study, ions are produced by electrospray and there is plenty of time in solution and bimolecular mechanisms for tautomeration so that the lowest energy structure is the one produced.

Russo, Toscano and Grand\(^{49}\) performed calculations on \((C_5H_5N_5)Li^+\) and determined that the A9 imino tautomer where the hydrogen from N6 is on N1 and \(Li^+\) is bound to N7 and N6 (similar to structure 2 in Figure 6.2) is lower in energy by about 2 kJ mol\(^{-1}\) compared to the A7 amino tautomer bound to \(Li^+\) through N3 and N9 (structure 1 in Figure 6.2). Our MP2/6-311++G(2d,p)//B3LYP/6-31+G(d,p)
<table>
<thead>
<tr>
<th></th>
<th>Li</th>
<th>Na</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>((\text{C}_5\text{H}_5\text{N}_5)\text{M}^+)</td>
<td>5.2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Structure 1</td>
<td>0.0</td>
<td>12.8</td>
<td>24.3</td>
</tr>
<tr>
<td>Structure 2</td>
<td>0.0</td>
<td>12.8</td>
<td>24.3</td>
</tr>
<tr>
<td>((\text{C}_5\text{H}_5\text{N}_5)\text{M}^+(\text{H}_2\text{O}))</td>
<td>3.6</td>
<td>17.5</td>
<td>31.2</td>
</tr>
<tr>
<td>Structure a</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Structure b</td>
<td>3.6</td>
<td>17.5</td>
<td>31.2</td>
</tr>
<tr>
<td>(\text{PCM}-(\text{C}_5\text{H}_5\text{N}_5)\text{M}^+)</td>
<td>35.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Structure 1a</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Structure 2</td>
<td>35.1</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 6.1:** Comparison of 298 K MP2/6-311++G(2d,p)//B3LYP/6-31+G(d,p) relative Gibbs energies (in kJ mol\(^{-1}\)) for the lowest-energy amino\(^a\) and imino\(^b\) structures of \((\text{C}_5\text{H}_5\text{N}_5)\text{M}^+\) and \((\text{C}_5\text{H}_5\text{N}_5)\text{M}^+(\text{H}_2\text{O})\).

Calculations place structure 2 lower in Gibbs energy by 5.2 kJ mol\(^{-1}\) over structure 1 for \((\text{C}_5\text{H}_5\text{N}_5)\text{Li}^+\). The relative energies for structures 1 and 2 for \((\text{C}_5\text{H}_5\text{N}_5)\text{Li}^+\) are summarized in Table 6.1. Clearly, the binding of the metal ion to the imine nitrogen overcomes the tautomerization energy of adenine for \(\text{Li}^+\), but as the size (and therefore hardness) of the metal cation increases, the less it stabilizes the imine tautomer. While we do not have a spectrum of \((\text{C}_5\text{H}_5\text{N}_5)\text{Li}^+\), more will be said about this structure pertaining to \((\text{C}_5\text{H}_5\text{N}_5)\text{Li}^+(\text{H}_2\text{O})\) below.
A comparison of the experimental IRMPD spectrum for Li\(^+\) bound adenine dimer in the 3050-3700 cm\(^{-1}\) region along with the simulated IR spectra for seven isomers of \((C_5H_5N_5)_2Li^+\) is shown in Figure 6.3. The structures responsible for the calculated spectra are provided in Figure 6.4. The lowest-energy structure calculated for the Li\(^+\) bound dimer is structure A composed of two A7 tautomers, each bound to Li\(^+\) through N3 and N9, with the two adenine planes perpendicular to each other. While it is not possible to rule out structures B and C based solely on the spectra presented here, their computed Gibbs energies relative to A make them unlikely contributors to the spectrum. Structures D through G, however, can be ruled out based on comparison of their calculated spectra with the experimental IRMPD spectrum especially in the region below 3400 cm\(^{-1}\) where the hydrogen-bonded N-H stretching vibrations are predicted to occur but are absent in the experimental spectrum.

Calculations for the Na\(^+\) and K\(^+\) bound dimers were conducted with similar results for the lowest-energy structure, whose predicted spectrum is consistent with the experimental IRMPD spectra as can be seen in Figure 6.5 (for all calculated structures see Figure S2 and S3 in Appendices 2 and 3). It is worth noting, at this point, the disagreement between the experimental and predicted IR band positions for the symmetric and antisymmetric stretch. Clearly, from Figure 6.5, the observed IRMPD bands are significantly to the red, in energy, of the computed and scaled bands. This has been explained previously for the proton-bound dimer and neutral adenine.\(^{16}\) The same disagreement in the positions of the NH\(_2\) symmetric and antisymmetric
Figure 6.3: Comparison of the experimental IRMPD spectrum of \((\text{C}_5\text{H}_5\text{N}_5)_2\text{Li}^+\), with B3LYP/6-31+G(d,p) calculated spectra. Letter designations correspond to structures in Figure 6.4.
Figure 6.4: B3LYP/6-31+G(d,p) calculated structures for (C₅H₅N₅)₂Li⁺.

B3LYP/6-31+G(d,p) and MP2/6-311++G(2d,p)//B3LYP/6-31+G(d,p) (in parentheses) Gibbs energies (kJ mol⁻¹) are also provided.
Figure 6.5: IRMPD spectra of \((C_5H_5N_5)_2M^+\), \(M=H, Li, Na,\) and \(K\). Also shown are the B3LYP/6-31+G(d,p) predicted spectra for the lowest-energy structure for each dimer.
stretching was also observed with B3LYP/6-31G(d,p) calculations of adenine\textsuperscript{50} and cytosine.\textsuperscript{51} Recent anharmonic calculations on neutral adenine predict the asymmetric and symmetric stretching vibrations at 3539 and 3432 cm\textsuperscript{-1}, respectively, in excellent agreement with experimental values\textsuperscript{52} while leaving the N-H stretch virtually unchanged.

### 6.3.3 \((C_7H_5N_3)M^+ (H_2O)\)

In Figure 6.6, the computed spectra for various isomers of \((C_7H_5N_3)Li^+ (H_2O)\) are compared with the experimental IRMPD spectrum. The IRMPD spectrum is in very good agreement with the lowest-energy structure which is the A7 tautomer of adenine with Li\textsuperscript{+} bound to N3 and N9 with a water molecule attached to the metal ion, Li\textsuperscript{+} in this case. The lowest-energy structure composed of the A9 tautomer (c) is too high in energy to be present in any significant amount as are structures c and d. For structures c and e, the bands predicted to occur below 3400 cm\textsuperscript{-1} are not present in the experimental spectrum. Structure d, composed of the A1 tautomer cannot be completely ruled out spectroscopically but the bands predicted \(\text{\sim} 3400\) cm\textsuperscript{-1} are less consistent with the experimental spectra. Structure b, which is composed of the imine form of adenine with Li\textsuperscript{+} bound at the imine nitrogen (N6) and N7, is predicted to be 3.6 kJ mol\textsuperscript{-1} higher in Gibbs energy than a, so one might expect it to be present in a small amount \(\text{\sim} 20\) percent.
Figure 6.6: The experimental IRMPD spectrum for (C₅H₅N₅)Li⁺(H₂O) in the 3300-3800 cm⁻¹ range along with the five lowest-energy structures and their computed IR spectra. The 298 K B3LYP/6-31+G(d,p) as well as MP2/6-311++G(2d,p)//B3LYP/6-31+G(d,p) (in parentheses) relative Gibbs energies (kJ mol⁻¹) are provided for each structure.
It is interesting to note that the MP2/6-311++G(2d,p)//B3-LYP/6-31+G(d,p) calculations predict the imine form of (C₅H₅N₅)Li⁺ (structure 2 in Fig. 6.2) to be lower in Gibbs energy by 5.2 kJ mol⁻¹. If the imine form of (C₅H₅N₅)Li⁺ is electro-sprayed then the re-solvation process should produce ion b for (C₅H₅N₅)Li⁺(H₂O) and the observed spectrum should better resemble that predicted for ion b. However, the band predicted to occur just below 3400 cm⁻¹ is not observed in the experimental IRMPD spectrum and therefore there is no evidence for ion b. We conclude, based on the spectral data, that structure 1 is formed in the electrospray source and then re-solvated so that it is structure a that is responsible for the experimental IRMPD spectrum. In an attempt to model the ions in solution, structures 1 and 2 for the lithium cation (Fig. 6.2) were re-optimized using the polarizable continuum model (PCM) in Gaussian with a dielectric equal to that of bulk water. The structure changed slightly in that the lithium cation was no longer bidentate in solution, see structure 1a in Scheme 6.2. Single point calculations were also done in the PCM using MP2/6-311++G(2d,p). In Table 6.1, the results of the energy calculations are summarized. The imine form of (C₅H₅N₅)Li⁺ in bulk water is substantially higher in Gibbs energy (by 35 kJ mol⁻¹) than structure 1 and does not likely exist in solution. These calculations are in agreement with the conclusions drawn from the IRMPD experiments, that structure 1 is the structure that is electro-sprayed from solution and is re-solvated in the gas-phase to give structure a which is observed by IRMPD spectroscopy (see Scheme 6.2).
Scheme 6.2

The low intensity of the experimental asymmetric H₂O stretch compared to that predicted has been described previously. There is poor coupling between the asymmetric stretch and other modes within the molecule so that intramolecular vibrational energy redistribution is slow making subsequent photon absorption during a laser pulse inefficient. This results in lower intensities than expected for the asymmetric H₂O stretch.

In Figure 6.7, the IRMPD spectra of \((C_5H_5N_5)\text{Li}^+\text{(H}_2\text{O)}\), \((C_5H_5N_5)\text{Na}^+\text{(H}_2\text{O)}\), and \((C_5H_5N_5)\text{K}^+\text{(H}_2\text{O)}\) are compared as are the computed spectra for each of their lowest energy structures. It can be concluded from the similarity of the IRMPD spectra that the three hydrated alkali metal-cation/adenine complexes are similar in structure. Due to the agreement of these experimental spectra with the predicted spectra...
Figure 6.7: Comparison of the experimental IRMPD spectra and the predicted IR spectra for the B3LYP/6-31+G(d,p) lowest-energy structures IR spectra for (C₅H₅N₅)M⁺(H₂O) where M=Li, Na, and K.

for the lowest energy structures together with the computed thermochemistries, it is concluded that (C₅H₅N₅)M⁺(H₂O) ions are the M⁺-hydrated A7 adenine tautomers with M⁺ bound to adenine at the N3 and N9 positions.
6.3.4 \((C_5H_5N_5)_2Li^+(H_2O)\)

In Figure 6.8, the experimental IRMPD spectrum for the hydrated Li\(^+\)-bound dimer of adenine is compared to computed spectra for several isomeric structures. Similar to the non-hydrated Li\(^+\)-bound dimer, two A7 tautomers form the lowest energy structures (Figure 6.9), and as expected, water tends to attach to the lithium ion rather than to adenine as was the case for Li\(^+\)-bound uracil and thymine dimers.\(^{39}\) As mentioned previously, an interesting feature (or lack thereof) of the IRMPD spectrum is that the symmetric stretch of water is not present, indicating that water is participating in hydrogen bonding as a hydrogen bond donor. Therefore, structures where water is solely bound to Li\(^+\) are ruled out as there would be a symmetric stretch at about 3642 cm\(^{-1}\) similar to \((C_5H_5N_5)Li^+(H_2O)\). None of the structures with non-hydrogen bonded H\(_2\)O were lower in energy. The lowest-energy structure with water bound to Li\(^+\) where water is not hydrogen bonded is calculated to be 15 kJ mol\(^{-1}\) higher in Gibbs energy and is composed of an A9 and A7 adenine both bound to Li\(^+\) through N3. The lowest-energy structure in which H\(_2\)O was not bound to Li\(^+\) was predicted to be some 32 kJ mol\(^{-1}\) higher in Gibbs energy. As such, the only structures that are presented are those for which water is bound to Li\(^+\) and is participating, as a donor, in hydrogen bonding with one (or two) of the adenine moieties. Similarly, based on the results of the \((C_5H_5N_5)M^+\) and \((C_5H_5N_5)_2M^+\) calculations
Figure 6.8: The IRMPD spectrum for \((\text{C}_5\text{H}_5\text{N}_5)\text{Li}^+\text{(H}_2\text{O})\) in the 2500-4000 cm\(^{-1}\) region along with the predicted IR spectra for the eight lowest-energy structures composed of A7A7 and A7A9 adenine tautomers (for structures and energies see Figure 6.9)
presented here and in Kabelac and Hobza,\textsuperscript{47} as well as the experimental results for 
(C\textsubscript{5}H\textsubscript{5}N\textsubscript{5})M\textsuperscript{+}, (C\textsubscript{5}H\textsubscript{5}N\textsubscript{5})\textsubscript{2}M\textsuperscript{+} and (C\textsubscript{5}H\textsubscript{5}N\textsubscript{5})M\textsuperscript{+}(H\textsubscript{2}O), we only considered structures composed of two A7 adenine tautomers or one A7 and one A9 tautomer. As seen in Figure 6.8, the lowest-energy structure composed of A7 and A9 tautomers is some 12 kJ mol\textsuperscript{-1} higher in Gibbs energy.

The lowest energy structures found are both labelled as i and are very similar except for a rotation around the Li\textsuperscript{+}-N bond. They are isoeenergetic and have identical predicted infrared spectra. Structure ii is also very similar in energy and structure except that the two adenine molecules are coplanar, unlike structures i. These three structures have Li\textsuperscript{+} bound to N3 of both adenine molecules. Structure iii is slightly different in that one of the adenine molecules is bound to Li\textsuperscript{+} through N9. This change in Li\textsuperscript{+} binding is only slightly destabilizing. The computed spectra for these four lowest-energy structures are perfectly consistent with the experimental IRMPD spectrum. In fact, only one of these structures could not account for the observation of the two broad bands at 3190 and 3350 cm\textsuperscript{-1}, which are assigned to hydrogen-bonded O-H stretching modes. It is very likely that all four contribute to the observed IRMPD spectrum.

In next two lowest energy structures (iv and v in Figure 6.9), water is bound through two hydrogen bonds. As such, the two hydrogen bonds are slightly weaker, as evidenced by the significantly smaller predicted red-shifts of the O-H stretching vibrations. Also due to both O-H bonds being involved in hydrogen bonding, both
Figure 6.9: The lowest-energy calculated structures for (C₅H₅N₅)₂Li⁺(H₂O). The 298 K B3LYP/6-31+G(d,p) and MP2/6-311++G(2d,p)/B3LYP/6-31+G(d,p) (in parentheses) relative Gibbs energies (kJ mol⁻¹) are provided for each structure.
stretching modes are red-shifted. These species are at most minor contributors based on their calculated Gibbs energies, but cannot be "completely" ruled out as minor contributors by spectroscopic means.

The next three lowest energy structures are composed of one A7 and one A9 tautomer. While their computed relative Gibbs energies rule them out as significant contributors to the mixture, this may also be done on spectroscopic grounds. The non-hydrogen bonded O-H stretch for these three isomers does not agree nearly as well, being slightly to the red of the observed band and those predicted for structures i, ii, and iii. As well, for structures vi and viii, there are two bands predicted around 3550 cm\(^{-1}\), but only one band can be identified experimentally.

### 6.4 Conclusions

We have investigated complexes between adenine and the alkali metal ions Li\(^{+}\), Na\(^{+}\), K\(^{+}\), and Cs\(^{+}\) by IRMPD spectroscopy and electronic structure calculations. Some singly-solvated complexes were also investigated. By comparing the experimental and the simulated spectra, it is possible to rule out various structures and to assign structures to the species probed in these experiments. Single point calculations on the B3LYP/6-31+G(d,p) geometries have been performed at MP2/6-311++G(2d, p) to obtain good estimates of the relative thermochemistries for the different structures and, in all cases, the computed IR spectrum for the lowest energy structure is
<table>
<thead>
<tr>
<th>mode</th>
<th>(C₅H₅N₅)₂Li⁺</th>
<th>(C₅H₅N₅)Li⁺⁻</th>
<th>(C₅H₅N₅)₂Li⁺⁻</th>
<th>(C₅H₅N₅)₂H⁺⁻</th>
<th>(C₅H₅N₅)²⁻</th>
</tr>
</thead>
<tbody>
<tr>
<td>H-bonded</td>
<td></td>
<td></td>
<td></td>
<td>3190/3350</td>
<td></td>
</tr>
<tr>
<td>OH str</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NH₂ sym str</td>
<td>3434</td>
<td>3438</td>
<td>3452</td>
<td>3435</td>
<td>3457</td>
</tr>
<tr>
<td>NH₂ asym str</td>
<td>3555</td>
<td>3554</td>
<td>3557</td>
<td>3545</td>
<td>3552</td>
</tr>
<tr>
<td>H₂O sym str</td>
<td></td>
<td></td>
<td>3642</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₂O asym str</td>
<td>3728</td>
<td>3724</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 6.2:** Bands (in cm⁻¹) observed for (C₅H₅N₅)₂Li⁺, (C₅H₅N₅)Li⁺⁻(H₂O) and (C₅H₅N₅)₂Li⁺⁻(H₂O) compared with neutral adenine and the adenine proton-bound dimer.

ᵃfrom reference 19
ᵇfrom reference 52
consistent with the experimental IRMPD spectrum.

Based on the IRMPD spectra and the energy calculations, it is concluded that all adenine-M\(^+\) and adenine-M\(^+\)-H\(_2\)O ions are composed of the A7 tautomer of adenine which is attached to the cations in a bidentate fashion through N3 and N9 and for the hydrated ion water binds directly to the metal ion through oxygen. The calculations predict the imine tautomer of Li\(^+\)-adenine to be the lowest energy structure in the gas phase. However, when singly hydrated, the imino form of adenine-Li\(^+\) is computed to be higher in energy than the A7 tautomer with Li\(^+\) bound to N3 and N9. Furthermore, solution-phase calculations predict the imine form to be higher in energy than the A7 tautomer. Since our experiments show no evidence for the imine tautomer suggests that we are probing the solution phase structure of this ion in the gas-phase.

For the hydrated lithium cation-bound adenine dimer, the water molecule is concluded to be bound to the metal ion as well as hydrogen bonded to a free basic site of one of the adenine monomers. It is also concluded that several conformers are responsible for the observed IRMPD spectrum.

### 6.5 Supporting Information

This information is available free of charge via the Internet at http://pubs.acs.org as well as Appendices 2 and 3.
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Chapter 7

Metalated Thymine

7.1 Introduction

Since the discovery of the double helix structure of poly-deoxyribonucleic acid (DNA) in 1953 by Watson and Crick,¹ countless research has been conducted on DNA.²⁻⁵ Divalent transition metal ions have major effects on the structure and stability of triple-helical DNA. In many cases, their behavior is found to be different than the divalent alkaline earth metal ions, perhaps due to their increased affinities for nucleobases.⁶ Zinc is one of the most abundant transition metals in the cytoplasm and its role in the gene regulatory Zn finger proteins is well indicated.⁷⁻⁹ In addition, Zn²⁺ may be involved in stabilization of the triplex DNA conformation.¹⁰ This was concluded from studies of numerous divalent metal ions, which showed that only zinc, cadmium, and magnesium ions were active in DNA triplex formation with an
efficiency in the order of \( \text{Zn}^{2+} > \text{Cd}^{2+} > \text{Mg}^{2+} \).

The zinc ion is involved in numerous cellular processes such as reproduction, immunofunction, and defense against free radicals.\textsuperscript{11–13} It was demonstrated that the zinc ion can influence DNA replication, transcription, repair, and DNA unwinding and rewinding.\textsuperscript{14,15} Also, conformational changes that occur within the DNA structure can induce distortion of the Watson-Crick guanine-cytosine base pair and are controlled by zinc ion.\textsuperscript{16,17} Zn(II) ions are also involved in DNA B→Z transitions.

Because of the exceptional ability of DNA in self-assembly, it has gained major attention in nanotechnology for use as nano-wires and nano-architecture.\textsuperscript{18,19} As such, its physical properties, such as electrical and magnetic properties have been extensively investigated.\textsuperscript{20–24} Inserting divalent metal ions such as Zn\( ^{2+} \), Co\( ^{2+} \) and Ni\( ^{2+} \) between the bases of a base pair, DNA becomes conducting and this is important in nanotechnological applications.\textsuperscript{19,25} A possible charge injection mechanism to DNA for the metal ions of Ca, Mg, and Zn doped DNA was proposed based on DFT calculations.\textsuperscript{26} It was realized that the hydrated metal ions located near the anionic phosphate groups of the DNA backbone are in the form of \( M^{2+} \) while these cations have only a single charge in the absence of water.

Zn\( ^{2+} \) in protein catalytic sites facilitates the deprotonation of a bound water molecule.\textsuperscript{27} Experimental observations also support this fact. For example, Polfer and coworkers\textsuperscript{28} used IRMPD spectroscopy to study clusters composed of the aromatic amino acid phenylalanine and ZnCl\(_2\). To transfer the cluster ions to the gas phase,
they electrosprayed the solution and found that a deprotonated Zn phenylalanine dimer \([(\text{Phe-H}) \text{Zn (Phe)}]^+\) at m/z 393 (for $^{64}\text{Zn}$) was produced. Two dissociation channels were observed for the singly-charged cation; a major loss of water and a minor loss of neutral phenylalanine. Therefore, the total IRMPD spectrum was produced based on both dissociation channels. Based on the comparison between the experimental IRMPD and calculated IR spectra for a variety of structures in the 700-1800 cm$^{-1}$ region, a tetrahedral Zn$^{2+}$ conformer in which Zn$^{2+}$ attaches to the N and O sites of each amino acid was proposed to exist under these experimental conditions. This conformer, along with the calculated and IRMPD spectra are shown in Figure 7.1. This structure confirms the natural form of Zn$^{2+}$ in a biological environment since in proteins Zn$^{2+}$ tends to form conformers with tetrahedral geometry.$^{9,29}$

Matrix-assisted laser desorption/ionization Fourier transform ion cyclotron resonance (MALDI FT-ICR) mass spectrometry experiments revealed that divalent metal ions, including Zn$^{2+}$, interact mostly with the nucleobase rather than the phosphate group.$^{30}$ Also, using MALDI FT-ICR, Hettich$^{31}$ investigated the effect of Zn$^{2+}$ among other transition metal ions on oligonucleotides such as dACGT tetranucleotide. In this experiment, an aqueous ZnCl$_2$ solution and the matrix solution of compound 2,5-dihydroxybenzoic acid (DHB) in acetonitrile/water were mixed. An aqueous oligonucleotide solution was then added to the mixture. The sample was placed onto a stainless steel probe tip and inserted into the vacuum chamber of the mass spectrometer where it was irradiated with the laser to produce ions. The negative ion
Figure 7.1: Comparing the experimental (a) and calculated (b) IR spectra for structure B of [(Phe-H) Zn (Phe)]+. Figure reproduced from J. Am. Chem. Soc. 2006, 128, 517 with permission from American Chemical Society.

mass spectrum showed that dACGT can accept up to three Zn$^{2+}$. A possible structure for this cluster ion was proposed in which two of the phosphate groups and the nucleobases are interacting with Zn$^{2+}$ (see Figure 7.2). One piece of evidence to support the proposed location of Zn$^{2+}$ comes from the fragmentation of the parent ion which loses thymine and water, suggesting that Zn$^{2+}$ most probably is not directly interacting with the thymine moiety.

Zn (II) has also been found to be important in the stabilization of the non-canonical forms of nucleobases.$^{31-33}$ Canonical N9 adenine offers three possible binding sites (N1, N3, and N7) at physiological pH, with the N1 position being the most favourable metal-binding site. However, using a Zn (II) salt and 9-ethyladenine,
Figure 7.2: The proposed structure for dACGT and three Zn\(^{2+}\) species. Figure reproduced from Int. J. Mass Spectrom. 2001, 204, 55 with permission from Elsevier.
Zn(II) can attach to the N7 of the adenine in a dimer of adenine-adeninium base pair stabilizing the non-canonical structure shown in Figure 7.3. This compound has been successfully synthesized and the X-ray crystallographic structure consisting of a Zn(II) anionic complex and 9-ethyladeninium resembles the ab initio calculated structure. In this complex, the Zn(II) is ligated to three chloride and the N7 position of an 9-ethyladenine with a distorted tetrahedral geometry. An intramolecular H-bond interaction between the N6H and Cl also stabilizes this conformer. In addition, intermolecular hydrogen bonding of N6H...N7 and N1...N6H is responsible for self-assembly of the adenine-adeninium complex in a polymeric ribbon-like 1D supramolecular structure. At physiological conditions, the divalent cationic form of
Figure 7.4: The three lowest-energy structures of thymine Zn(II) calculated at B3LYP/6-311+G(2df,2p). See text for the relative energetics.

zinc, Zn$^{2+}$, exists which has a filled d electronic shell. Therefore, it has limited catalytic activity in proteins due to its inertness to redox reactions. As a soft Lewis acid with a vacant s orbital, Zn$^{2+}$ has strong interactions with the heteroatoms of numerous ligands.\textsuperscript{28} Investigating the interaction of bare zinc ion with nucleobases in the presence of solvent, water in particular, can provide information regarding the electronic and structural properties of the complexes, leading to elucidation of the role of Zn$^{2+}$ in the biophysics of DNA and RNA molecules. Marino et al.\textsuperscript{35} studied the interaction of zinc ion with purine and pyrimidine DNA and RNA bases in the gas phase by DFT calculations at the B3LYP/6-311+G(2df,2p) level. They found that the zinc ion preferably coordinates to the nucleobases, except for cytosine, in a bi-dentate fashion rather than a mono-coordinated fashion. In the case of thymine-Zn$^{2+}$, the global minimum (T3-Zn$^{2+}$ in Fig 7.4) is a structure in which Zn$^{2+}$ coordinates to N3 and O4 and is 66.5 kJ mol$^{-1}$ below the lowest energy tautomer of free thymine with
Zn$^{2+}$. The three lowest energy structures for thymine-Zn$^{2+}$ (T1-Zn$^{2+}$, T2-Zn$^{2+}$, and T3-Zn$^{2+}$) are shown in Figure 7.4. The relative minimum T2-Zn$^{2+}$ is calculated to be only 1.7 kJ mol$^{-1}$ higher in energy relative to the global minimum (T3-Zn$^{2+}$) while a significant energy difference between the free tautomers of thymine was reported.\textsuperscript{36–38} This reflects the metal ion stabilization effects on the higher energy tautomers producing almost isoenergetic isomers. Also, zinc ion was found to be closer to oxygen than to nitrogen in the bi-coordinated complexes. In addition, absolute Zn$^{2+}$ metal ion affinity (MIA) values at 298 K, for these tautomers were calculated to be 777.8, 918.4, and 925.1 kJ mol$^{-1}$ for the T1, T2, and T3 zinc ion tautomers, respectively. As expected, the global energy minimum has been calculated to have the largest MIA value since it has the strongest interaction with Zn$^{2+}$. The authors further argued that since the formation of adducts from the high-energy free thymine tautomers demands enormous amount of energy, the most probable MIA must be 777.8 kJ mol$^{-1}$ corresponding to the highest energy isomer (T1-Zn$^{2+}$). Although this study revealed some information about the effect of zinc ion on thymine and other nucleobases, the presence of solvent was not considered which is of a particular importance as it may change the metal ion binding properties drastically. Investigating the interaction of bare zinc ion with nucleobases in the presence of solvent, water in particular, can provide information regarding the electronic and structural properties of the complexes, leading to elucidation of the role of Zn$^{2+}$ in the biophysics of DNA and RNA molecules. To this end, we decided to investigate the effect of a water molecule on the
thymine-Zn(II) system. In this research, using the experimental IRMPD approach combined with computational techniques, the structures of singly hydrated thymine zinc ion-bound dimers were studied.

7.2 Methods

7.2.1 Experimental

All the experiments for this chapter were performed at Memorial University. Within the last two years, we have set up our FT-ICR MS laboratory equipped with an OPO laser which allows us to apply a variety of techniques including IRMPD to study gaseous ions. The instrumental set up is very similar to the one explained in the previous Chapters and is depicted in Figure 7.5. An ApexQc Bruker FT-ICR mass spectrometer is coupled to a Brilliant B Nd:YAG pumped OPO laser. Desolvated thymine zinc ion-bound dimers were produced by electrospraying a mixture of 1 mM solutions of thymine in 18 MΩ Millipore water and a few drops of 0.01 M Zn(NO₃)₂ solution. All chemicals were purchased from Aldrich and used as received. Thymine zinc ion dimer (m/z 315) was isolated in the accumulation cell for 2.1 s, where water vapor was introduced at \( \sim 10^{-2} \) mbar which resulted in singly solvated \([(\text{Thy}_2-\text{H})-\text{Zn}-(\text{H}_2\text{O})]^+\). The singly hydrated ions were transferred to the ICR cell where the isolated \([(\text{Thy}_2-\text{H})-\text{Zn}-(\text{H}_2\text{O})]^+\) at m/z 333 were irradiated with the tunable OPO
Figure 7.5: FT-ICR MS instrument coupled with an OPO/A laser at Memorial University.

Absorption of a resonant infrared laser photon resulted in dissociation of the precursor ion through loss of water and was monitored by a change in mass of the parent ion producing m/z 315. The IR irradiation time was 2.0 s with a step size of 1.4 cm$^{-1}$ between points in the IRMPD spectrum. The IRMPD efficiency is defined as the negative of the natural logarithm of precursor ion intensity divided by the sum of the fragment and precursor ion intensities.
7.2.2 Computational

The Gaussian 03 suite of programs was used for all electronic structure calculations. Optimized structures, harmonic vibrational frequencies of the various hydrated zinc ion-bound thymine dimer isomers were computed using the B3LYP density functional. The Gen keyword with 6-31+G(d,p) basis set on C, H, O, and N atoms and LANL2DZ basis set on Zn with ECP was used and will be addressed as B3LYP/6-31+G(d,p)//LANL2DZ. To obtain the most stable structure(s) of [(Thy2-H)-Zn-(H2O)]+ geometry optimization of numerous structures of thymine-zinc ion were systematically attempted. In the next step another thymine was added to the optimized structures and the thymine zinc ion-bound dimer structures were optimized. Finally, one water molecule at different positions was added to the zinc ion-bound dimer structures and these structures were then optimized and their vibrational frequencies were calculated. Final optimized structures are shown in Figure and will be discussed in section 7.3. All examined structures with Zn2+ at different binding sites were converted to these four structures once they optimized. Here we show the structures and spectra of the lowest-energy hydrated zinc ion-bound dimers. The calculated frequencies were scaled using a scale factor of 0.956. 298 K free energy differences relative to the lowest energy isomer are reported for all hydrated zinc ion-bound dimers using MP2 single point energy calculations with a 6-311G(2df,p) basis set on all atoms except Zn and a LANL2DZ basis set on Zn. MP2 calculations were performed on the B3LYP/6-31+G(d,p)//LANL2DZ optimized structures. The larger
6-311++G(2df,p) basis set was first chosen for MP2 calculations but the required memory to do single point calculations was not available. Therefore, the smaller 6-311G(2df,p) was used to obtain energetics. The obtained value from MP2 is in line with the values from B3LYP calculations.

7.3 Results and Discussion

The IRMPD spectrum of [(Thy₂-H)-Zn-(H₂O)]⁺ in the 3100-3850 cm⁻¹ region is shown in Figure 7.6. Three main absorptions are observed at 3710, 3621, and 3448 cm⁻¹. Based on the peak positions, the two peaks at the higher frequency region are expected to be due to the water symmetric and asymmetric stretching vibrations. To confirm this assumption, the IRMPD spectrum for [(Thy₃-II)-Zn]⁺ was also recorded and is shown in red dashed line in Figure 7.6. The two peaks assigned to water absorptions are absent in this spectrum and this could be further evidence that 3710 and 3621 cm⁻¹ are most probably water asymmetric and symmetric vibrations, respectively.

The structure of thymine along with typical atom-numbering is shown in scheme 7.1. Starting from [(Thy-H)-Zn]⁺, all possible bi-dentate positions for Zn²⁺ including N1N3, N1O2, N3C5, N3O2, and N3O4 were investigated. Two types of N3N1 structures were optimized, one deprotonated at N3 and another deprotonated at N1. Upon optimization, both of these structures converged to N3O4 and N1O2 structures,
Figure 7.6: IRMPD spectra for [(Thy$_2$-H)-Zn-(H$_2$O)]$^+$ (in black) and [(Thy$_3$-H)-Zn]$^+$ (in red) in the 3100-3850 cm$^{-1}$ region.
respectively. Among all structures, N3O4 was calculated to have the lowest energy, followed by N3O2, N1O2 and finally N3C5, which are calculated to be 21.9, 32.6, and 239.0 kJ mol⁻¹, respectively, higher in free energy relative to N3O4 structures based on the B3LYP/6-31+G(d,p)/LANL2DZ. As expected, carbon serves as the least favoured coordination site for Zn²⁺ and based on our calculations this structure is 239.0 kJ mol⁻¹ higher in the 298 K free energy difference relative to the lowest energy isomer (N3O4). A similar structure was found by Marino et al.³⁸ as the lowest energy conformer for thymine-Zn²⁺, structure T3-Zn²⁺ in Figure 7.4. Note that this structure is a doubly-charged cation whereas ours is singly charged. Nonetheless, N3 and O4 function as the most favoured coordination sites in the most stable structures in both singly and doubly charged species. In contrast to the doubly-charged ion, for the lowest energy structure of singly-charged species, the Zn-N bond length is calculated to be shorter than Zn-O. This could be explained based on a higher
negative charge on the nitrogen (N3) in the singly-charged species. The presence of hydrogen at the O2 position causes less negative charge on N3 in the doubly-charged ion, probably through a small hydrogen bonding interaction. Therefore, the Zn-N bond length in the singly-charged cluster (without hydrogen on O2) is shorter due to more negative charges on N3 than the doubly-charged T3-Zn$^{2+}$ in Fig. 7.4. In the next step, one thymine was added to the [(Thy-H)-Zn]$^+$ lowest energy structure at different positions. The most stable structure for [(Thy$_2$-H)-Zn]$^+$ was calculated to have a C$_{2v}$-like symmetry in which Zn$^{2+}$ coordinates to N3 and O4 sites of each of thymine moieties. Finally, the attachment of one water molecule at a variety of positions for different structures was inspected. Generally, two types of water molecule attachment to the thymine zinc ion-bound dimers includes direct coordination to the Zn$^{2+}$ and/or interaction with oxygen and hydrogen sites within the thymine moieties. Between the two, the former was found to stabilize the thymine zinc ion-bound dimer the most since a stronger interaction between the positive charge on Zn$^{2+}$ and the oxygen of water exists.

The calculated IR spectra for the lowest energy structures of [(Thy$_2$-H)-Zn-(H$_2$O)]$^+$ is shown in Figure 7.7 and will be discussed in more detail. The most stable structure for [(Thy$_2$-H)-Zn-(H$_2$O)]$^+$ is similar to the one for [(Thy$_2$-H)-Zn]$^+$ in which water is directly attached to the zinc ion (A in Figure 7.7). Structure B is only 1.8 kJ mol$^{-1}$ higher in the relative 298 K free energy calculated at MP2/6-311g(2df,p)//LANL2DZ /B3LYP/ 6-31+G(d,p)//LANL2DZ. In this structure, the O2/ N3 sites of one
Figure 7.7: A comparison of the experimental IRMPD (in solid black) and calculated IR spectra for the [(Thy2-H)-Zn-(H2O)]\(^+\) four lowest energy. The relative free energies (kJ mol\(^{-1}\)) at 298 K compared to structure A are provided for each structure.
thymine and the N3/O4 of another thymine interact with the zinc ion. As predicted, the calculated IR spectra for structures A and B are very similar and it is impossible to distinguish between the two based on the spectroscopic data. In structures C and D, water interacts with the hydrogen and oxygen sites rather than Zn$^{2+}$. This configuration is very high in energy, 47.3 kJ mol$^{-1}$ higher in 298 K free energy relative to the lowest energy isomer (A). The observed features in the IRMPD spectrum are reproduced for structures C and D; however, the bands for water are blue-shifted in the calculated spectra. Compared to A and B, in structures C and D, oxygen has more negative charge since it is interacting with a hydrogen of thymine rather than zinc ion. This results in a stronger bond between oxygen and hydrogen atoms in water, shifting the symmetric and asymmetric vibrations to the higher energy range of the IR spectra than when H$_2$O is bonded to Zn$^{2+}$. A peak at 3171 cm$^{-1}$ is predicted for structure D, corresponding to the extremely red-shifted N-H vibration involved in the H-bond with water, is not observed in the IRMPD spectrum. Therefore, it seems reasonable to rule this structure out based on both the spectroscopic and thermodynamic data. The fact that structure C is 47.3 kJ mol$^{-1}$ higher in the free energy difference relative to A helps to rule out structure C from being present under experimental conditions. As predicted in Figure 7.8 in the lower energy section of the IR spectrum, i.e. in the 1800-2800 cm$^{-1}$ region, it may be possible to distinguish structure A from structure B and the rest of isomers since the shared hydrogen oscillating between the two O2 of the two thymine moieties is highly red-shifted to 2017 cm$^{-1}$. Therefore, the future
Vibrational frequencies were assigned based on both structure A and B and are summarized in Table 7.1. As mentioned, the water asymmetric and symmetric stretching vibrations were observed at 3710 and 3621 cm\(^{-1}\) which are in good agreement with the predicted absorptions at 3712 and 3614 cm\(^{-1}\). However, recording the IR spectrum in the 3600-3800 cm\(^{-1}\) range is beneficial to clarify if the two observed peaks are resolved. In addition the two free N1-H stretching vibration(s) were recorded at 3448 cm\(^{-1}\) and predicted by calculations to occur at 3459 and 3450 cm\(^{-1}\) for the right and left thymine moieties, respectively.

<table>
<thead>
<tr>
<th>Observed (cm(^{-1}))</th>
<th>Assignments</th>
<th>Structure A</th>
<th>Structure B</th>
</tr>
</thead>
<tbody>
<tr>
<td>3710</td>
<td>water asymmetric stretching</td>
<td>3712</td>
<td>3712</td>
</tr>
<tr>
<td>3621</td>
<td>water symmetric stretching</td>
<td>3614</td>
<td>3615</td>
</tr>
<tr>
<td>3448</td>
<td>N1-H stretching</td>
<td>3459(R)</td>
<td>3460(R)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3449(L)</td>
<td>3451(L)</td>
</tr>
</tbody>
</table>

Table 7.1: Vibrational frequency assignments for [(Thy\(_2\)-H)-Zn-(H\(_2\)O)]\(^+\). Observed frequencies are obtained from the IRMPD spectrum and the calculated values for structure A and B are extracted from the predicted frequencies at B3LYP/6-31+G(d,p)//LANL2DZ scaled at 0.956.
Figure 7.8: The predicted IR spectra for structures A, B, C, and D (as shown in Figure 7.7) in the 1800-3000 \( \text{cm}^{-1} \) region.

7.4 Conclusions

An attempt at determining the structures of \([\text{Thy}_2\text{-H}-\text{Zn}-(\text{H}_2\text{O})]^+\) under electrospray conditions was initiated. By comparing the experimental and calculated IR spectra in the 3100-3850 cm\(^{-1}\) region, two structures were assigned as possible structures under experimental conditions. These structures are the two lowest energy structures predicted by B3LYP/6-31+G(d,p)//LANL2DZ. The most stable structure
is a zinc ion-bound dimer with the Zn$^{2+}$ shared between the two thymines at N3O1 sites and the water molecule is directly attached to the zinc ion. Recording an IRMPD spectrum in the 1800-2800 cm$^{-1}$ region may be beneficial in distinguishing between the two lowest energy structures, A and B.
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Chapter 8

Conclusions and Future Aspects

Mass spectrometry has played a crucial role in studying noncovalent interactions. Noncovalent interactions have major effects on biological processes by providing the ion more flexibility to vary their structures. With the development of electrospray ionization technique, mass spectrometry has been a very important tool to obtain structural information from gaseous ions. A variety of MS-based techniques have been developed to study the gas-phase ions. The technique of IRMPD has shown its utility to determine the 3D structure of gaseous ions. Using this technique, structures of small biologically relevant ions such as amino acids and nucleic acid bases complexed or bound with a proton or metal cations in the gas-phase were determined. Structures of the simplest aliphatic amino acid proton-bound dimers including glycine, alanine and valine were determined in Chapter 3 based on analyzing both experimental IRMPD spectra in the 700 to 2000 cm$^{-1}$ region as well as computational data.
The experimental IRMPD spectra were consistent with the simulated IR spectra for the lowest energy structures of different amino acids which were slightly different from that assigned by previous spectroscopic studies. An ion-dipole complex between N-protonated amino acid and the carboxyl group of the second amino acid were concluded to be responsible for the IRMPD spectra. In fact the high similarity of the IRMPD spectra for different amino acids reflects the similarity in their structures. These structures were later confirmed by recording the IRMPD spectrum for the glycine proton-bound dimer in the N-H/O-H region.

The importance of employing computational methods to aid in the analysis and interpretation of the experimental data has been demonstrated. However, the computational results must be disentangled with extreme caution to prevent any incorrect conclusions. Among the parameters one has to consider when dealing with the computational results is the experimental method used to obtain the data. For example, in Chapter 4, the simulated IR spectra for only two of the four lowest-energy protonated adenine dimer isomers were similar to the experimental IRMPD while based on MP2/6-311++G(2d,p)//B3LYP/6-31+G(d,p) calculations the four lowest-energy structures were almost isoenergetic. Since the ions were produced by ESI from the solution phase, the effect of water as a solvent was considered in another set of calculations. Two independent computational approaches were used to take solvation effects into account, PCM and microsolvation with five explicit water molecules at the B2P3LYP/cc-pVTZ//B3LYP/6-31+G(d,p) level, showed that water only prefer-
entially stabilizes these two observed isomers, consistent with the interpretation of the IRMPD spectra. The results suggest caution is required when using gas-phase calculations to predict the structures of gaseous ions borne in solution by ESI. Also, another important conclusion in studying these gaseous ions is that they, at least for the small ions studied in this work, preserve their solution phase structures in the gas phase. Therefore, gas phase studies reflect the solution phase behaviour with the advantage of removing solvent interferences.

To investigate the influence of solvent on the ions' structure, a method was developed to produce the solvated ions in the gas phase and explained in Chapter 5. These solvated ions then were investigated by IRMPD spectroscopy and BIRD to obtain kinetic data. The solvation of electrosprayed ions occurs in the accumulation/collision hexapole of a hybrid Q-FTMS by introducing the solvent into the cell. Various parameters control the efficiency of the solvation. The most sensitive parameters based on our experience were the collision energy in the hexapole, the pressure of both collision gas and solvent in the hexapole, the ion accumulation time, and the chemical nature of the species. Applying this method to adenine-K+ ions, up to three solvent molecules were attached to the metalated adenine. These solvated ions then were studied by BIRD to obtain the dissociation rate constants for loss of solvent from the cluster ions. In addition, the solvation method was successfully applied to adenine (Chapter 6) and thymine (Chapter 7) cluster ions to produce singly hydrated ions and the structures of ions were determined by IRMPD spectroscopy.
In Chapter 6, structures of alkali metal ions such as Li⁺, Na⁺, K⁺, and Cs⁺ with adenine were determined by IRMPD spectroscopy and electronic structure calculations. Also, the solvation method (Chapter 5) was applied to these ion complexes to produce singly hydrated cluster ions. The structures of these hydrated ions were also studied in the gas phase to determine their structures. By comparing the experimental and the simulated spectra it was possible to rule out various structures and to assign structures to the species probed in these experiments. In all cases the computed IR spectrum for the lowest energy structure is consistent with the experimental IRMPD spectrum. Based on the IRMPD spectra and the single point energy calculations at the MP2/6-311++G(2d,p)//B3LYP/6-31+G(d,p), it is concluded that all adenine-M⁺ and adenine-M⁺-H₂O are composed of the A7 rare tautomer of adenine which is attached to the cations in a bidentate fashion through N3 and N9 and for the hydrated ion water binds directly to the metal ion through oxygen. The gas-phase calculations for adenine Li⁺ predict the lowest-energy structure to be the imino tautomer. However, the imino form of adenine-Li⁺-H₂O is higher in energy. It is extrapolated from this data that the lowest-energy solution-phase structure of adenine Li⁺ is in fact the A7 tautomer with Li⁺ bound to N3 and N9. For the hydrated lithium cation-bound adenine dimer, the water molecule is concluded to be bound to the metal ion as well as hydrogen bonded to a free basic site of one of the adenine monomers. This structure was initially hypothesized based on the appearance of the IRMPD spectrum of the hydrated lithium cation-bound adenine dimer. Observing only one absorption
band at the higher energy region (\(\sim 3600-4000 \text{ cm}^{-1}\)) of the spectrum instead of two suggests that the water molecule is not symmetrically attached to the adenine metal ion moiety.

Due to the importance of m-DNA, an attempt to investigate the structure of singly hydrated thymine zinc ion-bound dimer was initiated (see Chapter 7). It was found that thymine loses one proton in the presence of zinc. Therefore, the produced solvated \([(\text{Thy-H})\text{Thy-Zn-(H}_2\text{O})]\text{+} \text{ cluster was singly charged. Solely comparing the IRMPD spectrum in the 3100-3850 cm}^{-1} \text{ region and simulated IR spectra was not sufficient to assign only one structure to the observed spectrum. Based on thermo-chemical values the two lowest energy structures were assigned as possible structures under the experimental conditions. In the most stable structure, the water is directly attached to the zinc of the zinc ion-bound dimer in which the Zn}^{2+} \text{ is shared between the two thymines at N3O4 sites. Furthermore, computational data suggested that recording IRMPD spectrum in the 1800-2800 cm}^{-1} \text{ region might be useful to distinguish between the two lowest energy structures. Therefore, recording the spectrum for \([(\text{Thy-H})\text{Thy-Zn-(H}_2\text{O})]\text{+} \text{ cluster in this lower energy region is part of the future work. Also, trying other transition metals such as copper would be beneficial. In this step, recording the IRMPD spectrum for singly hydrated thymine copper-bound dimer is very helpful. Comparing the IRMPD spectra, for example, for zinc and copper ion clusters with thymine is extremely valuable since it can reveal a significant amount of information regarding to the structures of these cluster ions.} \)
Understanding the key interactions in biological systems, starting from a small biological system such as those discussed in this research is vital. However, in order to extend the applicability of these fundamental studies to the real world, increasing the size of the system under study may be crucial. DNA consists of nucleic acid bases, sugars and backbone phosphates. Adding one or more sugar to nucleic acid bases can help to better mimic DNA structure in biological conditions. Once the interactions of sugar with nucleic acid bases are known, in the next step, phosphate can be added to the system. A stepwise and systematic study of a system containing all three components of DNA reveals key interactions between them, aiding to better understand biological behaviour of DNA.

Studying the ESI mechanism is of great importance to understand the required condition for a particular structure formation. For example, in Chapters 4 and 6, adenine structures with proton and metal cations were found to be stabilized by solvent molecules. Further study is needed to decide whether these stable ions are coming directly from solution or they are formed during the ESI process. By investigating the ESI mechanism it may also be possible to comprehend whether dimers and larger clusters are forming in the solution or in the gas-phase.

Finally, there is still high demands in the instrumentation of IRMPD spectroscopy in order to obtain sharper absorption peaks. Lots of information can be buried under the broad peaks. In order to obtain sharper peaks, the mechanism of IRMPD should be carefully investigated. Examining the steps involved in the IVR process is essential
in order to minimize the peak broadening.
Appendices

Appendix 1

The four B3LYP/6-31+G(d,p) singly microsolvated adenine proton-bound dimers structures each for B and D.
Appendix 2

The lowest-energy calculated structures for (C₅H₅N₅)₂Na⁺. The 298 K B3LYP/6-31+G(d,p) and MP2/6-311++G(2d,p)//B3LYP/6-31+G(d,p) (in parentheses) relative free energies (kJ mol⁻¹) are provided for each structure.
Appendix 3

IRMPD spectra of \((\text{C}_5\text{H}_5\text{N}_5\)\)_2\text{K}^+ as well as B3LYP/6-31+G(d,p) computed IR spectra for various isomers. The 298 K B3LYP/6-31+G(d,p) and MP2/6-311++G(2d,p)//B3LYP/6-31+G(d,p) (in parentheses) relative free energies (kJ mol\(^{-1}\)) are provided for each structure.
Appendix 4

Mass spectrum showing the effect of non-resonant absorption of the OPO laser by $(C_2H_5N_5)K^+$. 
Appendix 5

Mass spectrum showing the effect of resonant absorption of the OPO laser by \((\text{C}_5\text{H}_5\text{N}_3)\text{K}^+\) and formation of \(\text{K}^+\).
Appendix 6

Mass spectrum showing the effect of non-resonant absorption of the OPO laser by $(C_5H_7N_7)_2L_i$. 
Appendix 7

Mass spectrum showing the effect of resonant absorption of the OPO laser by $(\text{C}_5\text{H}_5\text{N}_5)_2\text{Li}^+$ and formation of $(\text{C}_5\text{H}_5\text{N}_5)\text{Li}^+$. 
Appendix 8

Mass spectrum showing the effect of non-resonant absorption of the OPO laser by $(C_5H_5N_5) Li^+ H_2O$. 
Appendix 9

Mass spectrum showing the effect of resonant absorption of the OPO laser by 
$(C_6H_6N_3)Li^+\text{H}_2\text{O}$ and formation of $(C_6H_6N_3)Li^+$. 
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