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Chapter 1

Introduction

1.1 Overview of UWB technology

1.1.1 General in._>duction

Ultra wideband (UWB) acouwb technology is currently being investigated as a
promising solution for bandwidth, cost, power consumption, and physical size re-
quirements of the next-generation short range wireless communications systems.
Generally speaking, it is ¢ ned as any wireless transmis: n scheme in which the
fractional bandwidth is greater than 0.25 or the bandwidth (as defined by the -10 d
points) occupies 1500 MHz or more of the spectrum [1]. The fractional bandwidth
is defined as

Ju =1 (1.1)

By=22"""
/ fa+7L










an impulse excitation, the impulse response of microwave networks could be directly
observed and measured. In 1972, Ross at Sperry Rand Corporation invented a sen-
sitive baseband pu € that r_ ac the sampling ‘:illoscope which led to
the first patented design of a UWB communications system [6]. At the same time,
extensive research was conducted in the former Soviet Union.

In the early 1970s the basic designs for UWB systems became available. Bot
radar and communication systems could be constructed by basic components suc
as pulse train generators, pulse train modulators, switching pulse train generators,
detection receivers and wideband antennas. The first ground-penetrating radar base
on UWB was commercialized in 1974 by Morey at the Geophysical Survey Systems
Corporation [7].

Through the 1980s, this technology was referred to as baseband, carrier-free or
impulse radio. The term “ultra wideband” was not used until 1989 by the U.S. De-
partment of Defense. Since then, with the advancement in hardware design, UW
technology has been used in many applications such as communications, radar, au-
tomobile collision avoidance, positioning systems, liquid level sensing, and altimetry
[7].

Within the academic context, Professor Scholtz and his group in the Univer-
sity of Southern California pioneered UWB investigations since the early 1990s. ]
1993, Scholtz published a landmark paper that presented a multiple access tech-

nique for UWB communication systems [8]. This technique allocates each user
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unique spreading code that determines specific instances in time when the user is
allowed to transmit. This allows UWB to support not only radar and point-to-
point communications, but also wireless networks. Being a promising candidate
for wireless networks, more and more researchers began to investigate on UWB i

the late 1990s and early 2000s. These studies include pulse shape design, multi-
ple access schemes, channel model analysis, antenna response characterization, ar

transmitter and receiver design in UWB systems. At the same time, there has been
a rapid expansion of the number of companies and government agencies involved
in UWB, which include Multispectral Solutions, Time Domain, Aether Wire, ar

Fantasma Networks. These companies and the FCC, National Telecommunications
and Information Administration (NTIA), Federal Aviation Administration (FAA),
and Defense Advanced R rch Projects Agency (DARPA), have spent many years

investigating the effect of UWB mnissions on existing narrowband systems [9)].

1.1.3 UWB standards and regulations

Worldwide regulatory developn 1its for UWB appear to be gathering momentum.
A number of initiatives have been taken world-widely to develop standards and
regulations for the UWB s, e and devices.

As of December 2004, two competing proposals existed for this standard: i) The

Direct Sequence (DS) UV, ., supported by the UWB Forum, which includes Freescale

13
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Figure 1.3: Band plan of MBOA proposal (Taken from [11])
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Figure 1.4: Time and frequency waveforms of MBOA proposal (Taken from [11])

Currently, both camps are trying to mal a strong case to the IEEE 802.15.:
standards committee. The competition over the UWB star ird is very challengin;
which might shape the wireless communication landscape for the future. A pc

before the IEEE meeting in Berlin in mid-September 2004 indicated that DS-UW
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is currently in the leading position with a majority of 60%. However, in order to
be adopted as a standard, 75% in favor would be required [12]. To the best of ti
author’s knowledge, up to now, the standard has not been determined.

A number of initiatives have been taken world-wide to develop stan wrds and
regulations for the UWB systems and devices. At present, the US is the only mark
where UWB devices are allowed to be operated without a license.

Efforts taken by the Federal Communication Commission (FCC), in the United
States, to authorize the use of UWB systems spurred a great amount of intere
of UWB technology. In February 2002, the FCC approved the first report and or-
der, allowing the production and operation of unlicensed UWB devices [2]. TI
report specified three targeted application areas and provided corresponding operat-
ing frequency ranges and power limitations. The application areas included vehicu-
lar radar systems, communications and measurement systems, and imaging systems.
The imaging systems consist of several radar implementations and is divided into the
following subclasses: ground penetrating radar, wall imaging, through-wall 1agi
medical and surveillance systems [2]. Each category was assigned with a spec ¢ spec-
tral mask, as shown from Figure 1.5 to Figure 1.7. Table 1.1 summarizes the vario
UWB operational categories, their allocated bandwidths, along with restrictions on
organizations that are allowed to operate.

Of all the systems mentioned, measurement and communications systems are cur-

rently receiving the most attention in industry and academia alike. Communicatio

17



Table 1.1: Summearv of ROC rectrictions op TTWB operation (Taken from([9])

Application

Communiuuuuus alu

Frequency Band for

Operation at Part 15 Limits ||

0.1-1VU.U \Ill4 \ullielelly

User Restrictions

airbag activation,
and suspension
system control

Ground Penetrating
Radar to see or
detect buried
objects

Wall Imaging Systems
to detect objects

rantainad in wralle

_rl nrougn-waill 11naglig
Systems to detect
location or movement
of objects located
on the other side
of a wall

Measurement Systems || emission limits for indoor and None
(sensors) outdoor systems)
Vehicular Radar for
collision avoidance,
24-29 GHz None

3.1-10.6 GHz and
below 960 MHz

Law enforcement, fire

and rescue, research

institutions, mining,
construction

3.1-10.6 GHz and
below 960 MHz

1.99-10.6 GHz and
below 960 MHz

Law enforcement, fire
and rescue, iining,

ronatriirtinn

Law enforcement,
fire and rescue

Medical Systems for

detection

maging inside people 3.1-10.6 GHz Medical personnel
and animals
[ surveillance Systems Law, enforcement,
for intrusion 1.99-10.6 GHz fire and rescue,

public utilities
and industry
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are the focus of this thesis and most of the discussions henceforth will be in that

context.

1.1.4 UWB advantages

There are several advantages in UWB technology compared to traditional wireles

technologies.

High data rate

The 802.15.3 physical layer criterion {13] requires designs to achieve 110 Mb/s for
receiver at a distance of 10 m and 200 Mb/s at 4 m, with options for demonstratir
scalability to higher speeds of up to 480 Mb/s at distances less than 4 m.

The principle for the high data rate is based on the Shannon channel capacity

theory, which is given by [14]

C = Wlog,(1+ SNR), (1.2)

where C is maximum channel capacity, W is channel bandwidth, and SNR is signal
to noise power ratio in Gaussian Channel. Shannon’s equation indicates that channel
capacity grows linearly with the bandwidth. But it requires exponential increases in

power to achieve the same result if the bandwidth and noise level is fixed.

22



Figure 1.8 compares practical UWB implementations with present wireless tech-
nologies. From the figure,  can see those achievable rates for UWB and two oth
short-range wireless networking technologies notably the 802.11a in the U: :ensed
National Information Infrastructure (UNII) radio band (5 GHz) which is divided
into three sub-bands, and Bluetooth in the 2.4 GHz industrial, scientific and medic
(ISM) radio bands are shown. We can see that UWB provic  much higher potential
link rates than the other wireless technologies at shorter distances (typically less than
10 m). The picture shows that UWB technology is most suitable for short-re e (less
than 10 m) applications. Long range flexibility can be served by WLAN applications

such as 802.11a.

Channel Capacity @s a functron of seperation distance

m . T T T T 1
— UWB 3.1-108 GH2
16 UNII 5.15-3 25 GHz
== UNIl 5.25-535 GHz
e UNI5.725-5.825 GH2
6k == |SM 2.4-2 48~ 1= E
14F ]
5 121 |
‘i 10} 1
O 8¢ 1
o i
4t : 1
s mvams
A4 = o St it o o ot e R A I e
ob— 1+ = 5 :
0 5 - - -~ 25 30 35 40 45 %
TX/RX separation dstance (m}

Figure 1.8: UWB capacity vs. other WLAN technolog  (Taken from )
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Robustness to fading and interference

In traditional UWB systems, the large bandwidth was achieved by using very narrow
time-duration baseband puls of appropriate shape, which include the family
Gaussian shaped pulses and their derivatives [15]. The Fourier Transform (FT) .
the pulse indicates that the pulse possesses significant energy from near DC up to
the upper limit of the system bandwidth.

These short duration waveforms are relatively immune to multipath cancelation
effects as observed in mobile and in-building environments. Multipath cancelation
occurs when a strong reflected signal, e.g., signal bounced back from a wall, ceiling,
vehicle, building, etc, arrives partially or completely out of phase with the direct path
signal, causing a reduced amplitude signal at the receiver. With very short pulses,
the direct path signal will have arrived and reflected before the reflected signal ar-
rives, hence, no cancelation will occur. Another important advantage of the UWB
technology is that multipath components can be resolved and used to improve signal
reception. Furthermore, UWB provides better rejection to the co-cdd n interfer-
ence and narrowband jammers and demonstrates the ability to overlay spectrum of

the present narrowband solutions.

Low system complexity

UWB radios may provide lower ¢ . architectures when compared to narrow band

radios. Narrow band architectures use high-quality oscillators and tuning circuits to
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same time constrained by the specific pulse shapes, the PSD of those pulses provide
less flexibility in approaching the FCC mask in frequency domain. Hence, we decid
to conduct research in this area and try to find a pulse that not only best fits the

FCC mask, but also can be easily generated by a simple generator.

1.3 Organization of thesis

Chapter 2 contains the literature review of UWB pulse shape design methods and
describes the implementation issues of UWB pulses, as pertains to our work. Chapter
3 gives details on the derte 1ined method of combining certain numbers of Gaussi:
derivative pulses to obtain a single pulse that not only conforms to the FCC ma
but also exploits the available spectrum efficiently. Chapter 4 compares the vario
results of our designed _ lIses and other frequently used UWB pulses to shows that
our pulse provides better performance than other pulses. Conclusions and suggestio

for future work are presented in Chapter 5.
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antenna gain. EIRP takes into account the losses in transmission line and co1  :ctors
and the gain of the antenna. The EIRP is often stated in terms of decibels over a
reference power level, that would be the power emitted by an isotropic radiator with

an equivalent signal strength:

EITRP(dBm) = (power of transmitter (dBm)) —

(losses in transmission line (dB)) + (antenna gain (dB)), (2.1)

where antenna gain is expressed relative to a (theoretical) isotropic reference antenna.
The EIRP is used to estimate tl__ service area of the transmitter, and to co-ordinate
transmitters on the same frequency so that their coverage « :as do not ov ap [18].
Emission masks typically in..ose limits on the PSD of er...ted signals that is on
ERIP spectral density, expressed in dBm/Hz or dBm/MHz.

It is important that UWB devices use a low transmitting power spectral density
in order not to interfere with existing narrow band communication rste . For
this reason, the FCC has provided a preliminary “conservative” spectral mask for all
UWB systems. This thesis concentrates on wireless communication applications of
UWB. The FCC indoor spectral mask shown in . .gure 2.1 will be the tar ; PSD

mask to achieve.
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Figure 2.1: FCC Indoor power spectral density mask

2.2.2 UWB modulation schemes

The way of forming an UWB signal consists of radiating a train of pulses that are
very short in time. The pulses are modulated by the information data symbols

rious ways so that modulation schemes can shape the sy trum
the generated signal. In addition, in the case of multi-user communications, differe:
codes (typically pseudo-random or pseudo-noise (PN) codes) are assigned to differe:
users. This will also affects the spectrum of the train of pulses. Therefore we fir
study the modulation tech: = 1es for UWB.

Modulation techniques commonly used for UWB can take the form of Pulse

34



Amplitude Modulation (PAM), On-Off Keying (OOK), Pulse Position M ulati

(PPM) and Binary Phase Shift Keying (BPSK).

Figure 2.2: Pulse amplitude modulation

PAM is based on the principle of encoding information with the amplitude of t!
impulses, as shown in Figure 2.2. If we assume that pulses are uniformly spaced

time, the signal can be written as

k=—o00
where p(t) is the pulse and T is the basic time interval between two consecuti

pulses. Information bits are coded in sequence of ay’s.

The PSD of this PAM s _ \lis:

2
5(f ~ 2, (2.3

2 2
~ Ha k
PSDpay = 1 IP(f)|2+ﬁ Z IP(T)

=—o0
where 02 and u? are the variance and the mean of sequences, respectively; P(f,
the fourrier transform of the basic pulse, and §(f) is a unit impulse [14].

OOK modulation is a particular case of amplitude modulation, as shown in Figu
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Figure 2.3:

2.3.

[UUTrTPYY TLY

Figure 2.4: Pulse position modulation

PPM consists of encoding the data bits in the pulse stream by advancing

delaying individual pulses in time, relative to some reference, as shown in Figure 2.4.

In this case', the signal can be written as:

o0

Sppm = Z p(t — kT — axA), (2.,

k=—o00
where A is the amount of | e delay in time, relative to the reference position.

The PSD of this PPM signal is

o2, .o M k.| k ;
PSDppy = . Dl T 2. B(?) J(f_T)w (2

k=—00
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where B(f) is the fourrier transform of b(t) = 0.5 [p(t — T') — p(t + A)] [14].
The modulation here tends to smooth the spectrum but this still conta 3 some
spectral lines since the pulses are only delayed by a fractional part of the pr e width.
All those modulation techniques mentioned above would generate what is known
as mono-phase ultra-wide band tnals. There is another modulation technic :which
is more widely used and that is BPSK (Bi-Phase Shift Keying). The polarity of the
impulses is switched to encode a “0” or a “1”. Only one bit per impulse can be

encoded, because there are only two polarities available, as shown in Figure 2.5.

0 0 1

Figure 2.5: Bi-phase shift keying

For this modulation scheme, values of the variance ¢ and 2 are “1” and “0”,

respectively. Then, the discrete portion of the PSD disappears.

PSDypsk 7 |PUE. (2.6)

These PSD calculations are all derived based on [14]. In the literature, the
are various expressions of different signal modulations. This part provides a general
information of modulation and PSD of different signals. Expressi with minor

modifications will be used for later discussions.
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2.3 UWB pulse shaping literature review

Impulse radio signals in UWB stems util  extremely br« 1 bandwidth for trans-
mission and coexist with other radio applications in the same frequency spectrum.
It is desirable for UWB signals to spread the energy as wide as possible to minimize
the power spectral density and hence reduce the potential for interference to other
systermns.

By far, the most popular pulse shapes discussed in IR-UWB communication lit-
erature are the Gaussian pulse and its derivatives, as they provide excellent radiation
properties and are easy to describe and work with. However, those Gauss 1 pulses
are not flexible enough to be used in practical systems, because without tuning some
of their parameters, their PSD can not fit in the FCC spectral mask.

Therefore, researchers around ' : world began to des’ 1 pulses that not only
meet the FCC transmission spectral mask, but also utilize this spectrum e :ctively.

Currently, there are two main design trends in tuning spectral properties of radi-
ated IR-UWB signals to fit in the FCC mask. One approach is shaping the Gaussian
pulse with a baseband analog/digital filter to make the output waveform conform to
the FCC mask. The other method is tuning parameters of different kinds = wave-
forms to make them comply with the FCC mask. Next, we briefly review the work

that has been conducted for each method.
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2.3.1 UWB pulse shaping filter design methods

In this section, we study several pulse shaping filter design methods proposed f
ultra-wideband communications systems and evaluate the power spectral density -
the pulses generated by those filters relative to the FCC UWB masks.

In order to be consistent to the origir._. work, at the following sections, the

denotation in the original pa;  will be used.

A. Design of X.Luo et al.

Their approach is to design pulse shapers for UWB using the “workhorse” of digit:
filter design methods, namely the Parks-McClellan algorithm [19].

As mentioned in section 2.2.2, the second term in both PSDp,,, and PSDppy,
expression, which is composed of discrete spectral lines, will vanish if the information
symbols have zero mean. Then, the transmit PSD o |P(f)|>. In order to utilize the
FCC spectral mask efficiently, | P(f)| needs to closely approximate the shape of the
spectral mask. In their design, they define a desired magnitude profile Py(_  , which
can be chosen to satisfy any desirable specifications. Normalizing the square root of
the FCC spectral mask to an Fourier transform mask M (f), in this case, Py(f) is
upper bounded by M (f). The approach to design p(t) is based on this model

M-1

p(t) = 3 wlnlg(t — nTy), (2.7)

n=0
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—a(t)?
where g(t) is the Gaussian monocycle expressed as g(t) = ATLe 2zg) , T, is the dura-
g
tion between its minimum and maximum values and A represents its peak amplitude.
w [n] are the tap coefficients with spacing Tj to be designed. The Fourier transform
of p(t) is
M-1
P(f) =) _ winle " G(f). (28)
n=0
Hence, |P(f)| can be controlled by adjusting the weights w(n]. The problem

becomes finding M tap coefficients: {w [n]},where 0 < n > M, so that the Fourier

w

e ~ e r e oo ]

IG(f) " 2Th
2T (f)
W (/27 T0)| < |G(f)',fe[2T0 oo] (2.9)

This problem now boils down to an FIR filter design problem: Design an M-
tap FIR filter with coefficients {w [n)]}, so that its discrete time Fourier transform
(DTFT) magnitude |W(¢ /)| approximates the function D(£), F € [0,0.5],

— Fa(f
where D(f) = E“'(gf—)%,f € [O, ﬁ]

This problem is a classical Chebyshev approximation problem. The authors adopt
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pulse autocorrelation and design a global optimal waveform. The FCC spectral mask
in this paper is S(f). The efficiency of spectrum utilization can be measured by the

normalized effective signal power (NESP) ¢

* |P(f)I*d
o S POPY 210
Jooo S(Hdf
The objective of their pulse design problem is to find p(t) that maximizes the

NESP under the spectral mask constraint. This can be mathematically for 1lated

as follows:

maz g subject to|P(f)|* < S(f), V. (2.11)

Then the authors transform this problem to a semi-definite program ing problem

according to [23]

min tr(CX)xsubject to tr(AgX) = b, X >0, (2.12)

where X is the (symmetric) matrix variable, C' and A are symm ‘ic matrices
describing the objective and the k** linear constraint, respectively. There are finite
number of linear equality constraints.

In this way, the design problem can now be written as the following convex

optimization problem:
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NESP of ¢ = 83.77%. In contrast, the method in [21] uses a sampling rate of -

GHz to yield a NESP value of approximately 39%.

Spectrum (dB)

— Synthwswed ~iise L=33 ¥=83.77%
.=.= imposed sp.  al mask Sa(f) J

. reeA AL st sa_ . n:'
’ﬁ_ Il i 1

< <

6
t (GHz)

Figure 2.7: Results for a spectral utilization problem (L=33): spectrum vs. frequen
(GHz) (Taken from ~ )

The advantages of this convex optimization based pulse design framework is that
it can take multiple system-level constraints into consideration simultaneously, for

example, when robustness to timing jitter is also consider in the waveform design.

C. Design of Y. Wu et al.

The authors of [24] treat the pulse design problem as a problem  at has thr
challenges: (i) it is minimum with quadratic constraints; (ii) a single-sided distortion

function is used and (iii) delay positions are treated as tuning parameters. Their
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approach is to construct a bootstrapping solution by approximating the single-sided
min-max problem with a least squares formulation. A linear FIR filter can be used
to shape the spectrum of p(t) in order to fit better in the mask. The signals th

come out of the shaper can be written as

s(t) = Zsip(t -T)s (2.16)

where s; are filter coefficients, M is the number of number of filter coefficients.

The PSD expression of this signal is

M
S(Q) =) s:P(iQ)e I, (2.17)

=0

The spectrum shaping problem can now be formulated as follows:

mazs - (s(t), s(t)), subjectto|S(j$'2)|2 < M(Q),YQ € [—n, Ul (2.18)
where
(s(t),s(t)) = /-oo s(t)s*(t)dt, (2.19)

M () is the regulated upper-bound on the squared magnitude response and €, is
set to 11 GHz. The authors constructed a 2-norm apprc nation, in an effort to

find a good bootstrapping solution. That results in a FIR filter design problem wi
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least-squares formulation:

min / " 153iQ) - M@Q)?. (2.20)

o
The authors use quadratic approximation by discretely spacing the delays. T

approximation is pursued mainly because the joint optimizations over the w hta:

delay can be easily solved with its special structure. Figure 2.8 demonstrates t

performance of the proposed procedure.
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Figure 2.8: The spectrum shaping results compared with the FCCma (T: n fro
24])

The advantage of this design is that the design can be used to fit an arbitra

spectrum mask. With the least square solution serving as an initialization, nonlinear
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optimization techniques can be employed to fine tune the solutions.

D. Design of D.Zeng et al.

In the transmission filter optimization of [25], the problem can he mathematically

formulated as

2
ming e = | W(f)(G(f) - D(f))*df. (2.21)

0
In this equation, € is the objective function, W (f) is a non-negative weight func-
tion, G(f) is the frequency response of the actual transmission pulse, and '(f) is
the ideal transmission mask. Notation f; is the sampling frequency. The frequency

response G(f) is expressed as:

Yn

ming G(f) = Z a(n)cos(2nnf), (2.22)

n=0
where a(0) = g(¥,), a(n) = 29(Y, —n), for 1 < n <Y, and Y, = (N —1)/2. The
filter coefficients g(m), (1 < m < N) are symmetric about the middle point. This
optimization can be solved by zero first derivative method. To minimize t| mean

square error €, the first derivative of € was set to zero, i.e.,

=0. (2.23)
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Through a series of manipulations, the authors got the transmission FIR filter coef-

ficient vector g* as

g = [a(Yn)/z’ T a(l)/2’ a(O)v a(l)/zv T 10’(Yn)/2] . (224)

The order of the transmission filter is related to the minimum mean square error
€min- The lower the mean square error is, the higher order the transmission filter is,
and the closer its frequency response is to the desired spectrum.

The frequency response of two filters with 41 and 81 taps are compared in Figure

2.9.
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Figure 2.9: Transmission Filter Frequency Response (Taken from [25

From the figure, we can see that the frequency response of the 8l-tap filter is

49



closer to the ideal spectrum mask than the 41-tap filter. The paper concluded that if
all other conditions are the same, the power of the resulting pulse from the 81-tap

filter has 2.4 dB gain over that of the 41-tap filter.

Discussion

In the previous four sections, we have studied four different pulse shaping filter
design methods. These methods represent the main schemes in pulse shaping filter
design in the literature. Although the researchers use different algorithms to do the
calculation, they all concentrated on finding the best coefficients of those FIR filters.
To summarize, these different methods share the following characteristics:

(i) All FIR filters are symmetric. The number of the coefficients are varying.
However, when the realization complexity is considered, they are under some limit,
for example, 100 taps.

(ii) In theory, these filters can process any kind of pulse shapes, not only ( ussian
pulse and its derivatives.

(iii) In theory, coefficien of those FIR filters can be flexibly selected to meet
arbitrary spectral specifications.

However, the algorithms for calculating the coefficients are all complicated. There
is no easy way to find the optimum coefficients set. All the results are basically
based on numerical approximations, not on closed-form expressions. Thus, there are

possibilities that the maximum results those researchers have gotten may not be tt
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B. Pulses based on prolate spheroidal (PS) functions

In [21], a new algorithm to numerically generate pulses that based on PS functions
was proposed. A pulse signal that is time-limited to T, (impulse pulse period) seconds

that meets the desired frequency mask satisfies the form:

T /2
Ap(t) = /_T B e(T)h(t — 7)dr, (2.28)

where )\ is the coefficient of the virtual filter, h(¢) is the impulse response of the
virtual filter. Their algorithm provides a numerical solution through the d. retion

of 2.28. The convolution can be turned into a matrix multiplication of a Toeplitz

matrix H with the sample vector ¢
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4 3 4 3 ( 3

0[] R[] ... h[~N] v [-4]

A plol = R[E] L R[-Y] (XS elo ¢ (2.2
S I L O I T

where ¢ is an eigenvector of H. Applying the theory of prolate spheroidal way
functions, only the eigenvectors corresponding to large eigenvalues should be taken
as pulse designs and selected for implementation. The greater the eigenvalue, tk
better the power spectrum fits. Concerning to the FCC mask, example numerical
pulses in the time domain are provided for a bandpass frequency mask between 3.1

and 10.6 GHz represented

h(t) = 2fysinc(2fyt) — 2 frsinc(2fLt), (2.30)

where f;=3.1 GHz and fy=10.6 GHz. The authors generated two relatively large
eigenvalues with N = 64 and 7;,, = 1 numerically by using MATLAB. The corre-
sponding eigenvectors suggested for UWB pulse designs can be obtained. Fig e2.12
show that the majority of their power is concentrated in the 3.1-10.6 GHz frequency
band and they comply with the FCC indoor/outdoor mask.

The selection of T, has a significant effect on the frequency content of e pulse.
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By decreasing T,,, we can get a pulse whose -10 dB bandwidth can be exactly fitt
into the specified bandwidth. However, the pulse has large sidelobes which will cause
strong adjacent channel interference. Thus, T, must be carefully selected.

The proposed pulses have several advantages: the short duration the pulses result
in higher data rates; no frequency shifting is required; no big or multiple lobes existi
which make a bandpass filter not necessary and two strong pulses are orthogonal whs

assuming that the two users who use them have perfect timing synchronizations.

C. Modified hermite polynomial based pulses

In [27], a set of pulses based on modified Hermite Polynomials (HP) are proposed.

These polynomials are defined by

heo(t) =1 (2.3
2 dn t2
hea(t) = (—1)%€% (™), (23
where n = 1,2,--- are the orders. Originally, they are not orthogonal. Howeve

they can be modified to become orthogonal as follows
b 2 dr 2

Bat) =€ e, (t) = (=1)"e™T (7). (2.33)

Although the authors claimed that the modified HP pulses are orthogonal and can
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be assigned to different users in a multi-user system to enhance the data rate, thos
pulses can not be used in the current practical commercial systems for the Hllowing
reasons. First, those pulses are not designed to fit in the FCC mask, they need
frequency shifting to meet the FCC mask; Second, HP pulses with higher order hav
multiple large side lobes that have to be removed using bandpass filters. Ot rwise,
they will generate strong adjacent channel interference which will deteriorate tt
useful signal and reduce Signal to Noise Ratio (SNR) at the receiver side; Third, tt

pulses containing DC component are not efficient to radiate in real UWB systems.

D. Pulses based on B-splir

As discussed in (28], the B-splines functions have the following properties: (i) Tt
B-splines are time-limited piecewise polynomials. (ii) They are rectangular pulse
when their orders are one and they converge to band-limited functions at the limit
that their order tends to be infinity. (iii) There are an analog circuit and a fast digit:
filter for the generation of B-splines. Those properties make B-splines functions goo
candidates of basis functions employed for designing pulses for UWB system. The

B-spline of order m having the knot interval 7" > 0 is defined by:

_ T/ GITIT i gian (-3 T gf = 1,9, 3, (2.34)
7rfT
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Its Fourier transform is

] T ’. m
Gnlf) = T(fﬂ%)me-mwﬂ,m —1.23,... (2.35)

"

UWRB pulses are constructed as linear combinations of the B-splines « order m, i.e.

L
"pl(t) = ch,k‘pm(t - kT)al = 1a2a Tt ,L (236)

k=0

Pulses design using the B-splines is to determine ¢; x under the basic conditio:
that the template pulses ¢, (t) must not have direct current component and th

are orthonormal to each other.

Because there are several constraints, the authors use the Lagrange method to
get the results. Figure 2.13 shows example pulses for m = 4 and T' = 61ps. The
are four orthonormal pulses complying with the FCC spectral mask at the cost of

L + 1 = 11 shift versions of the B-splines.
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Figure 2.13: Pulses which comply with the FCC spectral mask (Taken | m [28])
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The authors shows the possibility of constructing UWB pulses in terms of B-
splines. However, performance analysis of these pulses under jitter, white noise, and

other interfering signals have not been done yet.

E. Pulses based on gated sine and cosine functions

In [29], a little different construction of UWB pulses using gated sine and cosine
functions was discussed. The discussion considered pulses having even symmetry
and pulses having odd symmetry separately. For a given frequency mask, a center
frequency f. for the mask should be determined first. In this paper, f. is set to be
6.85 GHz in order to fit in the FCC indoor and outdoor masks.

For even pulses, a candidate pulse can be obtained by windowing the cosine

function f(t) = cos(2m f.t) accordin to

B0 = 1) x w5, (2.37)

where pg(t) is a time-limited pulse and w;(£) is a window function given by

—

if |z| < 2

(2.38)

=

|z| =

8=

D=

0 |z| >

\
The parameter 7 determines the time duration of the window, and thus the pulse
duration of p¢ (). When the rectangular window w, (¢/7) is used, the pulse obtained
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from 2.37 as p§(t) has frequency spectrum as

PE(T) = 51607 = )+ 87 + f] s Wal1) = 3 {sine[r(f = f) + sinc[r(/ L)}
(2.39)

where * denotes the convolution operation.
In a more general way, the window w,(t/7) can be generated by multij : convo-

lution of the rectangular windows w, (t/7), which is given by

)= wn (D) wun() s wun

(.

W ( )s (2.40)

]~
\

t
p

"~
n

where n denotes the number of rectangular windows involved. Then, the designed

pulse will be:

Ph(t) = wn(>)cos(2nf), (241)

where pulse spectrum F°’f) must meet the desired frequency mask.

P:(f) = T—; {sinc™ [t(f — fo)] + sinc™ [T(f + fo)]}- (2.42)

A set of pulses can be generated by adjusting suitable combinations of the values of

T and n to approach the desired power spectrum.
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For odd pulses, sine function is used, which is f(t) = sin(2nf.t). Other proce-
dures are quite similar as in the previous discussion.

Figures 2.14 and 2.15 show the power spectral densities of the pulse p§(t) and the

pulse p§(t), respectively.
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Figure 2.14: The power spectral densities of (a) the pulse p§(t) and (b) the pulse
p5(t) and the FCC masks (Taken from [29])

There are a few advantages of this design method and the resulting ulses: First,
two parameters n and 7 can be adjusted, which provide more flexibility t n the
Gaussian monocycles and the modified Hermite polynomial function based ulses at
a given center frequency. Second, this approach provides an effective and flex le way
for designing pulses to satisfy arbitrary emission masks. Third, the pulses generated

are time-limited so as to reduce the interference and simplify implementation.
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F. Pulses based on linear combinations of Gaussian derivatives

In [30], the authors proposed a pulse shaping method based on the linear combination
of a set of base waveforms obtained by the differentiation of the Gaussian pulse. The

time domain representation for the Gaussian pulse is

pe(t) =+ e~ 4 , (2.43)

1 V2 i
V2no? a
where a? = 4mo? is the shape factor and o2 is the variance of the Gaussian pulse.
Properties of Gaussian derivatives are also investigated in [26], where a ietho
for selecting a single derivative of the Gaussian pulse which fits the FCC mask
proposed. In this paper, both differentiation and width variation of the pulse affect
the PSD of the transmitted waveform, and can be used to shape the PS of the
transmitted signal. However, as none of the derivatives of the Gaussian pulse leac
to an efficient approximation of the FCC mask, the authors proposed a methc
linearly combined a set of different derivatives of the Gaussian pulse. The 1thors
give an example of a pulse combined by using the first 15 derivatives of the Gaussis
pulse with o = 0.714ns. The strategies for selecting linear combination coeflicients
are by iteration. First, choose a set of Gaussian derivatives; Then, the coefficients
are randomly generated.

The combined pulse’s PSD will be checked to see if meet the FCC mask. If yes, the

result will be stored, and the procedure will be repeated again. If a better waveform
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is obtained in the next round, the previous result will be overwritten. 7 e whol

procedure will stop until the distance between the mask and PSD of the generated
signal falls within a pre-defined threshold. Figure 2.16 shows that combination of
several Gaussian derivative pulses leads to a better approximation of the emission

mask.

FCC UWB indoor emission mask

N N random combination
g N ]
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Figure 2.16: PSD of the base functions and of the combined waveform (T: =n from
[30])

Random selection of coefficients is one possibility in the choice of the linear com-
bination. The other approach is to use the Least-Square-Error (LSE) stan rd pro-

cedure, in which the following error function must be minimized

ety [ rewpa [
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2

dt, (2.44)

N-1

F@) = anfi(t)

k=0




where f(t) is the target function. This criterion leads to a global minim d dis-
tance between the target and generated spectra. However, this could also lead to a

generated PSD which violates the mask, as shown in Figure 2.17.
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Figure 2.17: PSD of the linear combination of Gaussian waveforms versus FC
indoor emission mask (Taken from [30])

Overall, in this paper, results showed that better approximation of the n sk ca
be achieved by adopting the linear combination in place of a single p1 e. However,
the two methods of determining the coefficients for a set of base waveforms « taine
by differentiation of Gaussian pulse both have their own disadvantages: First, both
methods consider using some of the base waveforms. In order to obtain good results,
usually the number of base waveforms are more than 10. This makes the t1 1smitter

and receiver structure very complicated and costly. Because the transmitter has t
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first generate the many base functions individually and then combine them, genera-
tion and synchronization problems must be considered. Similar problems also exi
in the receiver, because the correlator has to generate the same template pulse for de-
tector uses. Second, the LSE method generates a pulse that violates the FCC mask,
which makes this method not feasible to be used in practical realization. Third, the
method of random selection of coefficients has several uncertain factors tI  affe
the final results, such as the randomness of data and the huge number of iteratio
that need to run in the coefficients calculation. Moreover, the result got by th

method may not be reproduced.

Discussion

In the previous sections, different pulse designs for UWB systems were introduced.
These pulses and design approaches cover the main research effort in pulses and pulse
design trends since 2002. Except modified HP-based pulses, the other four Inds of
pulses were all designed to comply with the FCC spectrum mask. Compar to the
pu 1ape filter de: 1 di nt kind of pulses has several advantages:

(i) The pulses are either existed or easily generated ones, which sim ify the
implementation. By tuning the parameters of the pulses, researchers can make puls
comply to the FCC mask while make good use of the allowed frequency spectrum.

(ii) Some pulses can be designed as two or more orthogonal pulses, which ma

them good candidates in multi-user UWB systems for transmitting different users’
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information while maintaining good SNR at the receiver side.

(iii) Some pulses, like Gaussian higher order derivatives and PS pulses, do not
need frequency shift to fit in the FCC mask, thus a very simple transmitter is re-
quired.

However, those pulses also have disadvantages. The duration of pulses introduced
here are all in nanosecond range. Implementing them entails D/A conversi  oper-
ations at tens of giga hertz rate. For example, the D/A converter has to work at 64
GHz to realize the pulses in [21]. Some pulses such as modified HP pulses need fre-
quency shift, which make the implementation more complicated. Some pul 3 such
as PS pulses have strong sidelobes in the PSD. Bandpass filters have to be added to
the transmitter. Constrained by the specific pulse shapes, the PSD of those pulses
provide less flexibility in approaching the FCC mask in frequency domain wh  pulse
shape filter did this ger ally 1 ter. We fi  that if pulse shaping filter isi egrated
into the pulse generator given that the optimal pulse can been found, the tra mitter
structure can be less complex. The best way to do that is to find a pulse that not

only best fits the FCC mask, but also can be easily generated by a simple ge rator.
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for a short time (= 10 ns), and then falls to negative equivalent voltage due to the
inductance connected between the emitter and earth. After the charging capacit:

C8 has dumped its charge, it takes a few tens of microseconds to attain the level
required for a new avalanche break down. This pulse generation method is feasible
for applications with high voltage levels and monocycles with relatively large length,

such as radar.

PPM \(
O_____.______
L

¥l
3 3

21

Figure 2.18: Avalanche pulse generator (Taken from [31])

2.4.2 Step recovery diode pulse generator

Step Recovery Diode (SRD) or “snap off” diodes can be used to make very fast-ri
time pulses. A recent pulse generation method [32] is based on SRD, Schottky dio
and charging and discharging circuitry are shown in Figure 2.19. The SRD rovid
an impulse, which ish  -pass filtered in a RC-circuit. The result is a Gaussian-li
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pulse, which is fed to a pair of transmission lines. The generated pulse is vided in
two and propagates in both branches after the capacitor C. The first half of the pulse
propagates directly to the load resistor, and the other half of the pulse propagates
to the short. The transmission lines are designed to have such a length that the
propagation delay of the second half of the pulse (the one propagating to t1 short)
is equal to the length of the pulse. . ..e pulse will be inverted when the pulse reflects
from the short circuit in the end of the transmission line. The resulting pulse seen

across the load is the superposition of the two branches. The pulse widthis ¢ trolle

by the SRD.
LO
R_ =509
SRD
Section A
_ 1
_— -X-
| N
I~ La |

Figure 2.19: Step recovery diode pulse generator (Taken from [32])
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2.4.3 CMOS monocycle generator

The previous two UWB pulse generators have limited utility in integr: :d configura-
tions. It is highly desirable to design Impulse UWB transmitters that are compatible
with CMOS and other IC technology. An integrated implementation of the 1** and
2" derivatives of the Gaussian pulse generator was published in [33]. The proposed
schematic is shown in Figure 2.20. @1 — @5 form a squaring circuit, and the L and
C perform a double differentiation on @5's collector.

The circuit squares the input current, and a Gaussian pulse can be approximated
by squaring a tanh(t) input current. As the circuit squares the input current, a
Gaussian pulse can be approx ited by a sech?(t) function [33].

4 46

2 _q,_p U
et =l (2.45)

16t* 1528
-2 2 2

=1— - _
e x sech®(t) t“ 4+ 24 750

(2.46)

The input current is a tanh(t) function that can be obtained by the e: onential
function in the bipolar junction transistor. The collector current of @5 is the square

of the input current
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Figure 2.20: Gaussian1®® and 2"¢ derivatives pulse generator (Taken from [33)])

Ioqs =a~ I,
a — tanh?(t)
a— (1 — sech®(t))

= b — tanh?(t) (2.47)

The collector current of 5 is a Gaussian impulse. Due to the inductor in Q5
collector circuit, the collector voltage is proportional to the derivative of the collect

current. The resulting collector voltage is a Gaussian monocycle. Due to the coupli:
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capacitor, the voltage across the load is the derivative of the collector voltage. The
output voltage is the second derivative of @5’s collector current. The resultit  outpr

is a Gaussian 2" derivative monocycle.

2.4.4 Fifth-derivative Gaussian pulse generator

Although the 1% and the 2™ derivatives of the Gaussian pulse, which were popular in
traditional impulse radio, were proposed to be designed on CMOS technology [32],
they must be filtered out to satisfy the FCC regulation. In addition, the current
source to generate the pulse dissipates constant power at all times which increases the
power consumption. To solve this problem, the pulse, which originally complies with
the FCC regulation, should be designed with a power efficient scheme. In [26], it was
reported that the 5t derivative of the Gaussian pulse is a single pulse with the mo

effective spectrum under the FCC limitation floor, and this pulse can be transmitted
without any filtering. A simple all-digital, low-power CMOS UWB pulse generat:

which generates the 5 derivative of the Gaussian pulse shape was proposed in [34].
The output pulse width is 2.4 ns, and the average power consumption is 1 9 m’

with pulse repletion frequency (PRF) of 20 MHz.

The equation of the 5 derivative of the Gaussian pulse can be wri :n as follows:

to 103 15t t?
+ — exp(——= 2.48
2roll  \/2wo? 27707) P 202) ( )

Gaussiangs(t) = A(—
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where A and o are variables which are chosen to be fitted with the FCC power densi
limitation [26]. Of course, the 5" derivative of the Gaussian pulse can be generated
by differentiating Gaussian pulse five times, but this procedure is very complicated
and not suited for low-power transceiver design.

The proposed technique to generate the UWB pulse which satisfies the FCC

limitation is shown in Figure 2.21 together with the signal shape.

! Ve \\ (———-—\\ i\ r
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alem
L 1 L]
Cc
="I M3 - r i
D iiw f\/ E
\. SONS (o[
digital trianaular output § § g &
pulse ger  or stage S15|515]
a b

. .gure 2.21: . .fth-derivative Gaussian pulse generator (a) Schematic (b) S° .alsha
on each node (Taken from [34])

It consists of two blocks: a digital triangular pulse generator and an output
stage driving a 50Q load. The input digital pulse and its inverted pulse which are
followed by a NAND or NOR. gate to generate the triangular pulse. Since e NAND
gate is low only when both inputs are high, and the NOR te is high only wh
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both inputs are low, the outputs of NAND and NOR gates are low and high at
any given time, respectively. This procedure generates the triangular function as
shown in Figure 2.21a. The voltage variations on nodes A and C take t sha
of a triangular pulse from Vpp to the ground (negative-peak triangular pulse), and
voltage variations on nodes B and D are built up to a triangular pulse from the ground
to Vpp (positive-peak triangular pulse). The NOR gate generates a positive-pe:
triangular pulse, and the negative-peak triangular pulse is constructed by the NAND
gate. Each triangular pulse is designed to have the same peak-to-peak amplitude.
organize four phase signals correctly, as shown in Figure 2.21b, the delay tin soft
four pulses are determined by changing the size and number of the inverters. In the
output stage, the four triangular pulses generated in the previous block are combined
successively. The output current magnitude is controlled by output transistor (M1-
M4) size. Phases 1 and 3 are generated by PMOS and a negative-peak triangular
pulse, and phases 2 and 4 are generated by NMOS and a positive-peak triangular
pulse. Power consumption is minimized by turning on only one MOS tra; stor
the output stage during each phase.

In their paper, the proposed 5t*-derivative of the Gaussian pulse generator has
been simulated with AMI 0.5 ym and TSMC 0.18 pm CMOS technologies. Mean-
while, a prototype pulse generator is fabricated with the AMI 0.5 pm CMOS proce:
The test results are well matched with simulation when poly sheet resistance effect

is considered.
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Unlike previously published CMOS pulse generators, the generated UWB pulse
complies with the FCC regulations without a filter. For high power efficiency, the
entire circuit is made using digital CMOS only and no current source is used. Since
no static power is consumed, the proposed pulse generator can be used for low pow
UWRB transceiver design.

The specialty of this design is that the researchers can generate the s le 5t
derivative of the Gaussian pulse and make its PSD fit in the FCC mask. This gives
us a new approach to generate the pulse combined by several Gaussian derivative

pulses that we design in the next chapter.

2.5 Chapter summary

In this chapter, the two main pulse shape design trends for UWB systems are ex-
amined. The main designed methods in literature are listed and described. V

did comparisons and evaluations on various aspects of those methods. We also dis-
cussed pulse generation techniques for impulse-based UWB communication systems.
Three frequently referenced pulse generators are introduced. Most impo ntly, an
all-digital low-power CMOS Gaussian 5'*-derivative pulse generator with simple and
power efficient architecture is described. The design of this pulse generator giv

us a direction to generate our designed pulses by using a simple and power efficient

all-digital CMOS pulse generator. We hope this can be a 1 reference for
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those researchers who are interested in UWB pulse shaping in the future.
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Chapter 3

A new pulse shaping method

3.1 Introduction

In this chapter, a new pulse shaping method will be proposed. This method is
based on linear combination of a set of different Gaussian derivatives. New pulses
generated by this method will not only conform to the FCC indoor mask, but also
effectively exploit the available power spectrum. The performance of our pr es and
other frequently used UWB pulses are compared through theoretical cal atio

and simulations coded in MATLAB. In order to conduct fair comparisons, estab-
lished a UWB signal transmission simulation model. On this platform, a series of

comparisons of different pulses by simulations will be done.
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3.2 Gaussian derivatives and PSD

As introduced in [26] and [30], Gaussian pulse can be one candidate for the mono-
cycle in UWB impulse radio systems. However, Gaussian pulse has direct current
component, so it can not radiate effectively via antennas. The second deri tive «
the Gaussian pulse, proposed by Win and Scholtz in [16], has been widely adopte
in the investigation of UWB applications. Following [26], the Gaussian pulse in our

design has the form:

p(t) = e 37, (3.

Vmo

where A is the amplitude of the pulse and o represents a bandwidth scaling factor.
It is regarded that the antenna has the general effect of differentiating = time
waveform presented to it [35]. By passing through the transmitter ar receiv

antennas, the baseband pulse is differentiated twice when it reaches the output of

the receiver antenna. The received pulse is given by

t2 1 ¢2

- e 27, 3.2
V2o’ \/%03) (3:2)

P(t) = Al

where the superscript n denotes the n** derivative.
Figure 3.1 shows the amplitude normalized Gaussian 1 to 16" order derivative

waveforms. These waveforms will be fundamental pulses in the design.
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Figure 3.2: Amplitude normalized Gaussian second-derivative pulse
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the wider the pulse and the narrower the PSD. If the pulse is too wide in the ti

domain, the PSD of the pulse will be very narrow in the frequency domain, which
makes the pulse not a good choice for fitting in the FCC mask. On the other hand, if
the pulse is very narrow in the time domain, a very high precision pulse generator and
high speed D/A and A/D converters are required. This trade off must be properly

considered in the pulse design.

Amplitude [V]

o

-0.5

Figure 3.4: Gaussian secornid-derivatives with different o values

Our design method is to combine several Gaussian derivatives to rm a single
pulse, whose PSD will effectively exploit the allowable bandwidth and power. Here,
we show the PSD of different Gaussian derivatives. Figure 3.6 is similar to Fig. 7 in
[30] with a different set of parameters.

re s i orc of ¢ ivati the ris
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Figure 3.6: Power spectral density of Gaussian 1% to 16" derivatives
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moving to higher frequencies. In [26], by choosing the order of the derivative a
a suitable pulse width, the authors can find a pulse that satisfies the FCC mas’
Unlike randomly combining different Gaussian derivative pulses, as propo 1in [3f
in our design, we propose a more determined way to form one pulse that n make

best use of the FCC indoor mask.

3.3 New UWB pulse design

3.3.1 Method description

From the previous section, we can clearly see that both differentiation and pulse
width variation affect the . wD of the transmitted waveform, and can be used ) shape
the PSD of the transmitted signal. However, the flexibility in shaping the ectru
guaranteed by a single waveform is not sufficient to fulfill such requirements. Sing
Gaussian derivative pulse ther does not fit in the FCC mask, or can be fit
the mask but does not exploit the allowed spectrum efficiently. Linearly combini
certain numbers of Gaussian derivative pulses to form one single pulse is a simp.
effective and flexible way of designing pulses to comply with the mask. At the sar
time, pulse shapes’ effect on the mitigation of Multi-User Interference(MUI) is al
considered in our design, which will be verified using the FCC indoor communicatic

emission mask. The new pulse shape design method has the following steps:
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1. Increase the amplitude of every single waveform of Gaussian first 16 derivatives

monotonically from —M to M (M is a real number) to make the pr s PSD

conform to the mask, while transmitting as much energy as possible.
. Use these 16 derivative waveforms as base waveforms.

. Compare all the possible combinations of any 2 (3, or even more) ¢ the 16
derivatives and search for the best five pulses in terms of energy. During eac
searching and comparing loop, keep changing those coefficients monotonically
in a certain range and record a number of pulses which not only offer efficiency
in meeting the FCC mask, but also effectively exploit the allowable be |widi

and power, these pulses will be kept in the candidates pool for further selection.

. Choose from the pulse candidates pool according to different constra :s an

get the best result for certain applications.

Figure 3.7 shows the PSD of 3"¢ and 14** Gaussian derivative waveforms (o =

0.09ns) when we try to make them satisfy condition 1 in the first method.

3.3.2 More pulse shape design considerations

In the subsection, we explain how we choose the constraints in condition of the

first method. In a single link UWB comm * ation system, for simplicity, we assum

the channel has no multi-path effects and signals are affected by the Additive White
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Figure 3.7: Power spectral density of Gaussian 3" and 14" derivatives

Gaussian Noise (AWGN) only. Under the condition that the pulses’ PSD conforn
to the FCC mask, those pulses whose PSD is closer to the FCC mask can  insmit
more energy and thus can have better error performance. This is because the syste:
Bit-Error-Rate (BER) will be based on the Signal-to-Noise Ratio (SNR). Obviously,
under the same noise level, more energy for useful signal means better VR. In
this case, the design goal is the same as other pulse shape design methods we have
reviewed before.

However, due to the po  ial Y s gain, a UWB system is c: able of
supporting multiple users at a high data rate in indoor dense multipath environment.
Inter Pulse Interference (IPI) is a primary obstacle to achieving good performance
in such systems. Hence, our design will take this into consideration and design the

pulse which can reduce IPI.
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3.3.3 System models for the pulse shape design

We use the classical system framework and notation of [16]. Our syste

model

consists of IV, active users, transmitting UWB signals simultaneously th ugh

AWGN channel. Each user employs Time Hopping spread spectrum techniq

. Fora

binary TH-BPSK UWB system, signal for the i** bit of the k** user can be represent

as

(i+1)Ns—1
k . k . k
S,(:T)(t,z) = Z df )p(t - ]Tf - C§' )Tc)

j=iN,

and a typical TH-PPM UWB signal takes the form

slt,i)y= > pt—jTy T, - 6d),

J=iN,
where

e p(t) represents the transmitted pulse at the output of transmitter
antenna;

e N, is the number of pulses to represent one data bit;

e Ty is the frame duration (pulse repetition time);

e 1. is the chip duration;

e 0 is the time offset of binary PPM, the limits T, + 6 < T¢ and

N,T. < Ty are assumed, here T}, is the pulse width;
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. c§k) is the distinct TH Pseudo-random Noise (PN) codes sequence of
kt* signal, cg-k) € [1, Ny], Ny is upper bound of the PN code cg-k);
) dEk) is the binary data sequence. In antipodal TH-BPSK UWB

systems, d* € {1, 1}. In TH-PPM UWB systems, d\© € {0,1}.

A frame is divided into many time slots with the time duration T, and t : puls
generated from the k* user occupies only one of these slots, while the rest of e slof
can be allocated to other users. In one time slot, there can be only one pulse. Sarx
as in other spread spectrum systems, the distinct PN codes control the allocatior

of each users’ signals.

3.3.4 Pulse shape design in multi-user system with AWGN
channel

In this subsection, we adopted a TH-BPSK and a TH-PPM system that transmit
signals through a AWGN channel, respectively. For simplicity, no multi-path ef-
fects are considered. We assume sgé)c(t,i) is the received signal corresponding th

transmitted signal sif)(t, i), and

n
s (8) = 37 s (t,9). (3.6)
i=u
Without I of general ¢ ethat s _ il muser 1 (k 1) is studied.

When N, users are active, the si_ U at the receiver after passing through an AWGN

89



channel can be modeled as

A?

r(t) At — )+ n(2), (3.7)

rec
k=1

where Ay is the propagation attenuation over path for the k** user. 7 is the tir
asynchronism between k** user and receiver. n(t) is the Additive White Gaussi:
Noise (AWGN).

The well-known optimal processor for a single bit of a binary modulated impul
radio signal through AWGN channel is correlator plus maximum likelihot  detec-
tion. The template signal in the correlator is v(t). It takes different forms giv
by the equation 3.4 and 3.5 in the case of TH-BPSK and TH-PPM UWB systen

correspondingly. The decision statistic at the output of the correlator is:

MU eGHDTy
z= ) r(t)v(t — jTy — )dt. (3.8)
j=0 3Ty

Analysis of the TH-BPSK sysi n

In this system, the receiver is assumed to be perfectly synchronized with the desired
user (user 1). The template waveform v(t) adopts the pulse p/(t), the derivative of

p(t), because the antenna has the general effect of differentiating the time waveform
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.

presented to it [35]. Substituting v(t) by p'(t) in 3.8 yields
zZ = 25(BPSK) + 2(BPSK) T+ Zn, (3.9)

where zg(ppsk) and zyppsk) represent the useful signal and the multi-user interfer-
ence, respectively. z, represents other interference (e.g., receiver noise and 1erm:
noise) present at the correlator output. We model z, as Gaussian noise with zer

mean and variance o2. Define the the correlation function of the pulse p/(t) as

R(S) = /_ Pt - )t (3.1(

oo
The energy of one bit of data at the output of the correlator, Ej, is given by

Ey = (25(8psk))?

Ns=1  jTo 4D Tet Ty, N W
= (4, Z / py(t — 3T, — c§- T)u(t — 5T, - c; T.)dt)?

=0 JiTute( T

No=l Ty 4D TetT, " o ,
= (Al Z / (1) pll(t —Jyss —C TC)pll (t —JTs — ¢ TC)dt)
=0 jT,+cJ. Te

= A2(N, / (0P} (t)at)?
OTp
= AZN( / PR, ()d1)?

= A2N2R(0). (3.1:
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Because v(t) = p/(t), this equation can be simply written as

T,

Ey = A2N( / " prec(t)u(t)dt)?, (3.12)

0
where T}, is the pulse width, p,..(t) represents the received pulse at the ou ut of the
receiver antenna p'(t), which is also the input signal to the correlator [17].

We assume the PN code elements cg-k) for different k£ and j are independ tly a1
identically distributed (i.i.d.) random variables in their range. We also assume the
relative transmission delay compared to the target user (7, — 7) is i.i.d. randc

variable, which can be seen as (7, — 1) mod T being uniformly distributed over the

range [0,7}). Then, the ene  of multi-user interference noise is given by:

Ny T 2T,
o 2= Z &/ f(Ak/ 1Dp’ (t — m)v1(£))%dme
Z21(BPSK) p Tf 0 0 k

A

" Ty 2T
= & / ( / PL(t — TP} (1)t dre
0 0

N AT Tf Tp
N / ( / Pt — )P, (8)dt)?dr,
0 0

Ty =

N,

N, T
N / (Rue(7))?d7e
f 0

K=4

Ny T,
- % S A / ' (R(r))2dr. (3.13)
k=2 0

During the derivation of *** equation, we assume that all users utilize the same
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pulse shape in this multi-user system. Since all the delays and codes are suppos
to be independent, pulse collision in one frame is assumed to be independent frc
collisions occurring in all other frames. Based on these assumptions, t : above

equation can be simply rewritten as

, [T [T N, , N p
UZI(BPSK) ZA / / prec(t ( ) dr = F A;. (3.14)

k=

The term 0% is the energy term of the correlation of template pulse and received

pulse, it can be given by

T, Ty
/O / (Preclt — T)0(t)de)2dr (3.15)

In this system, a perfect power control is also assumed. That me: s A4; = A, Vi.

93



By considering the Multiple User Interference (MUI) as noise, the system SNR ex-

pression can be obtained as:

Ey
o+ UZI(BPSK)z
AZN2R(0)?
o2+ %‘ Lkv=uz Agafv
A2N32( QTPp‘rec(t)v(t)dt)2
= .
o5+ %101%/ Dk AR
AN2([T7 pec(t)u(t)dt)’
T, (T, N
o Jo (Prec(t — T)u(t)dt)2dr T3, A2
1
%‘;E;' + i ., 7(Nu - 1)
1
B SNR;Z;Igle + Hdn(Nu - 1),

SNRout(BPSK) =

A
0n+T,

(3.16)

where SN R4 denotes the signal to noise ratio in a single user environ ent. It
is defined as a constant value since we normalized the signal energy and assume t.
same noise level in different scenarios. 7 is what we called normalized me: -squared

partial pulse correlation given by

fT/ [‘Tp(prﬂ{t — Pl 2dr

n=-=x T _ (3.17)
Uo " Prec(t)u(t)dt)?

We can see that the value of 7 can directly affect SNR. The smaller the value fn, t.
higher the SNR and the better the error performance. In a TH-BPSK UWB syste:

since v(t)  prec(t), M clearly depends on the autocorrelation characteristic of the
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pulse itself. Hence, when we design the pulse for a multi-user TH-BPSK system, the
value of n should be taken into consideration. This can be the constraint in ¢  ditic

4 of our design procedure.

Analysis of TH-PPM system

Similar to the TH-BPSK system, the decision statistic zppps is expressed by:

ZppM = Zs(PPM) t Z1(PPM) T Zn- (3.18)

The template pulse waveform in TH-PPM system is v(t) = p'(¢t) —p'(t —6). Then,

the useful signal energy Ej can be expressed as

Ey, = (zs(ppmp)’

Neml (Tt VT T : (1) : (1)
= (4, Z / o py(t— 3T — ¢ T)v(t — 5T, — ¢ T.)dt
j=0 ]Ts+C]- Te
Ty
=A%m/ P80, (0) — 7t — 6))dt)?
OTP Ty
=MNﬂA OO [ 5O - Hay
= A2N2(R(0) — R(6))>. (3.19)

This equation can also be simply written as [16):

T,

By = N[ preclu(0)d? (3.20)

0
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where p,..(t) represents the received pulse at the output of the receiver antenna,
which is also the input signal to the correlator. v(t) = p/(t) —p'(¢ — 6) is the template
pulse waveform. This equation takes the same form as equation 3.12. However, the
v(t) here is different from that in equation 3.12. The energy of multi-user int« ‘erence

noise is given by

Nu Ty 2T,
Z1(PPM) = Z [Tf / Ak/ pk (t = me)ui(t )) dTk
Ny T 2T,
_ Ns 2 ! ? / _ 2
=g LA e D)

Ny

=%2A/ ’(/ " Bt — )@ (6) — B (¢ — 8))dt)?dr

Ny Ty Ty Tp+6 .
_ %ZAZ,: | / PO [Ty (e o)y
ZAIC/ (Rik() — Ruk(T — 6))*

‘»’kz

s 2 Tf 2
-7 ; A2 /0 (R(7) — R(r — 6))%dr. (3.21)

As already discussed in the last section, the above equation also can be written as

Ty
2
zI(PPM) Tf A2 / / (Prec(t — T)v(t)dt)*dr

Tf NZA

k=2

(3.22)
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where 0% stays the same as in the previous section.
Thus, the SNR expression of this system is the same as that in & T BPSK

system.

E,

2 2
+ Tz1ppm)

_ AN prec(t)u(t)d)?
o2 + —laN EN“ Al
A2N2( "pm,c(t\v(t\dt)2
T L (Preelt — T)0(t)dE2dT ) i, AZ

SN Rouyppry =

2 N,
Un+f;'

1
o2 -
| E‘z: + “n(Nu - 1)
1
_ | (3.23)
DIV LT + Hgn(iVy — 1)

smgle

The parameter 7 has the same expression as in 3.17, while v(t) chan 1 from
P'(t) to p'(t) — p'(t — ). We see here 1 not only depends on the autocorrelation
characteristic of the pulse, but also the index d. The role of § in the reduction of BE
has been studied in detail in [36]. We make the choice of pulse and corresponding &
as condition 4 in our design procedure for TH-PPM UWB system, thus § )es n
affect the SNR calculation.

As we can see that all the SNR expressions are made to be the same, it is con-
venient for us to make programs to numerically generate pulses that have the best

parameters.
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3.4 Chapter summary

In this section, we introduce our new UWB pulse shape design method. As a part
the design method, we investigate the pulse waveform effects on the TH-BPSK ar
TH-PPM UWB systems’ performance on multi-user interference in a multi-path free
AWGN channel. We attribute the waveform effect on these interferences to a single
parameter that only relates to the waveform. We also make the SNR ex] ssion of
the TH-BPSK and TH-PPM UWB systems unified in form, which aided making

programs to numerically generate pulses designed by our methods.
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Chapter 4

Simulation and comparison

4.1 Introduction

In this chapter, we first show the results of our designs described in Chapter 3
and compare the pulses with other approaches in terms of the frequency spectrum
utilization and energy contained. Second, we examine the BER of single link and
multi-user systems that have an AWGN channel using different pulses. Third, sys-
tem level characteristics such as maximum user number and transmission distan

of those systems using different pulses are also examined. Last, we intrc ice the
IEEE standard UWB channel into the simulation systems and compare e BE

of single link and multi-user systems using different pulses under the new channel

environment.
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4.2 Newly designed pulses and other pulses fo.

comparison

In this section, we will investigate the possibility of obtaining the waveform by com-
bining different derivative waveforms of Gaussian pulse to approximate the FCC
indoor mask at all frequencies. Note that the combination of a number of derivatives
and the possibility of choosing different o values for derivatives provides a high de-
gree of flexibility in the generation of the pulse waveforms. In our case, we set o to
be the same for different derivatives, thus lowering the complexity of design. In the

following discussion, our program implements the procedure described in Chapter 3.

4.2.1 Pulses generated by random combining method

The following set of parameters are used for calculations in this subsection: 1e chip
time T.=0.9 ns and the pulse duration T,=0.7 ns.

We first did some tests by randomly choosing the coefficients for any con ination
of 2 and 3 different derivatives among 1% to 16" Gaussian derivatives, to see how good
the random coefficients selection approach is. The reasons we choose to combine 2 or
3 Gaussian derivative pulses are that, on one hand, our exhaustive search procedu
need a lot of calculation, so we start with combining small number of Gaussi
derivative pulses that we can see the results quickly. On the other hand, consideri

the realization complexity of a real pulse generator, comt™ 'ng ~ or 3 Gaussi
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Figure 4.2: PSD of the 5 best results of random combination by three derivatives,
coefficient range [-6,+6]

Table 4.3: Pulse energy of combination of 7** 9** and 11** Gaussian de atives,
coefficient ranea -8 LAl

[ Pulse ruse mnergy ]

[1-5 [ 1.4898 10~7 140/ - 10~ 1.4787 - 10~°] 1.4699 - 10 %] 1.4691 - )" |

pulse’s PSD to approach the mask more closely, then in the second round we chan
the range to -10 to 10, to get 5 best results as shown in Figure 4.3, Figure 4.4, Tat
4.3 and Table 4.4. We can clearly see that enlarging the coefficients can provid
more freedom of making pulse approximate the mask more closely and co: n mo
energy. However, the random selection of coefficients does has its limitation 1at t]
“best” results obtained from this method are not likely to be the real gl al best

results, so some type of determined method will be needed.
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Figure 4.8: PSD of combination of 7¢*, 10t* and 15** Gaussian derivatives

2™¢ derivative pulses. The “small” one has a sufficient low power and its PSD fi
in the FCC indoor mask, but it does not exploit the FCC mask in a power efficient
manner; whereas the “big” one trying to maximize transmission pow and its PSD
violates the FCC mask in some bands. However, the latter pulse is actu: y most
widely referenced in many papers [5][8][29][26][16]. Therefore, for the convenience of
comparisons with other people’s work, in our following simulation, when we refer to
the “Gaussian 2™ derivative pulse”, we mean the latter one, even though its PSD
violates the mask. Figure 4.9 shows the PSD of these two Gaussian 2™¢ derivati
pulses.

In order to show the importance of the n value in the BER ¢ ula ins, v
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low, the dominant noise is the thermal noise. “Pulse B” contains more pow  which
makes it have a better SNR at the receiver side. When all users’ data rates are high,
the MUI becomes dominant in the noise and the pulse which causes less MUI will
have a better BER. That is what happens to “Pulse A” at high data rate. Since in
most cases, UWB communication systems’ target is to work at high speed i a short
range environment where many other UWB systems also work, we choose = pul

that can cause less MUI, “Pulse A”, as our designed pulse shape.

FCC UWB indoor emission mask ~_
| — —

-100¢

-150

PSD of Gaussian 2nd dervative(big)

PSD [dBmMHz]

-200¢ PSD of Gaussian 2nd derivative(small)

=250+ E
-300 =0 s

-350+ b
-4000 2 | 4nnn 6000 8000 10000 12000

It ey [MHz]

Figure 4.9: PSD of two 2" Gaussian derivative pulses

4.3 Performance comparisons

From the literature review in Chapter 2, we find that not much work hast n do
in the pulse shape des _ 1 re h to demonstrate how the shape of the pulse affects
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bit-error performance. Most researchers focused on how to make the PSD of e pulse
approach the FCC mask as close as possible. Although this also indirectly affects the
receiver SNR and the system BER, it is not explicitly studied. In our design, we n
only pay attention to the optimal exploitation of the mask, but also the p1  effects
on MUI, which explicitly relate the pulse shape to system bit-error performance. In
this section, we show that our designed pulses have better performance th 1 oth
frequently used UWB pulse shapes in some aspects. Among them, system BER is a
fundamental factor to compare.

In order to conduct fair comparisons, we established a UWB end to end system
model using MATLAB. On this simulation platform, we can use different pulse shap
to transmit information bits. ...e system is shown in Figure 4.10. In this system,
by modifying the block “Pulse Shaper”, different pulse waveforms can be introduced
into the system. Performance under other channel conditions, for example, the IEEE
802.15 standard channel, can be easily achieved by replacing the “AWGN channel”
block with the desired channel block. The parameters of the UWB syste model

are listed in ..ble 4.8.

Table 4.8: Parameters of the simulation UWB svstems

Parameter [ Notation | vnﬂe_
Pulse Width I, u./ns
Chip Width T, 0.9ns
Frame Widrn T 28.8ns
Number of Unips per rraue Vg 32
Repetition Code Length N, 2
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Figure 4.11: Comparison of indoor Single Link TH-PPM UWB systems using differ-
ent pulses

ol
—@—Gaussian 2nd derivative
—+—Gaussian Sth dervetive
=—+—P ulse combined by 2 G. D.
"-"'30 combined by 3G. D. |

PRI ETT

L

Average BER

Hormalized SHR (dB)

Figure 4.12: Comparison of indoor TH-PPM UWB systems using « ferent pulses
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Figure 4.14: Comparison of indoor Single Link TH-BPSK UWB systems using dif-
ferent pulses
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Figure 4.15: Comparison of indoor TH-BPSK UWB systems using different puls
with 7 asynchronous interferers
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Figure 4.16: Comparison of indoor TH-BPSK UWB systems using different pulses
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with 15 asynchronous interferers

and TH-BPSK system using different pulses when 7 interfering users are

these cases, we notice that for the BER curves of all pulses tend asympto
a constant value, leading to the conclusion that system performance in the
of high SNR values is dominated by MUI. That is to say, the system performance is

dominated by MUI when the SNR is high, and the AWGN almost can be ignore

When the SNR is low, the decrease of probability of error and the

transmitted power is linear. In this situation, when the transmitter power is low or
when the user number is very small, the probability of error is mainly determined
by thermal noise. In that case, by increasing the transmission power, we can get
better system performance (low BER). In the other case, the probability of error

reaches a value where however the transmission power is increased, it does n:
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much. That means the MUI is dominating the noise part. In other words, t
system performance is limited by the MUI. From the figures, we observe that pu.
combined by 2 Gaussian derivatives has better performance than 2™ and 5* Gaussi:
derivative pulses when SNR value is small, but when SNR value is big, the syste
performance is greatly affected by MUI and the BER is not better than those sing
Gaussian derivatives. The pulse combined by 3 Gaussian derivatives, however, shows
better performance to that of the other three pulses for all SNR values. Figure 4.13
and Figure 4.16 also show similar results. Since the interfering users are 15, the BER
value will be higher than that with 7 interfering users.

In Section 4.2.2, we showed the importance of 1 value in the reduction of MUI
in a multi-user system by calculation. Here, in this part, we will use this si ulatis
platform to verify the conclusion draw by the calculations. We take two multi-user
TH-BPSK UWB systems use “’Pulse A’ and “Pulse B” respectively to comj; e. T
system has 15 interferers.

Figure 4.17 shows the average BER of two systems using “Pulse A” and “Pul
B” respectively. We can © ° ~ t when “Nor ied SNR” is small which mea
thermal noise is dominant in the noise, the system using “Pulse B” has a better SNR.
When “Normalized SNR” become big, which means thermal noise is small and MUI
is dominant, the system using “Pulse A” has a better BER. These observations a
consistent with the conclusion we have drawn from the calculation in Section 4.2

which indicates that carefully choice of n value can reduce MUI and thus redu
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Average BER
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Figure 4.17: BER comparison of two pulses from candidate pool

system BER. Hence, we are more confident to choose “Pulse A” as our designed
pulse shape.

In Figure 4.18, we compare the theoretical calculation results with the simula-
tion results. The theoretical results (based on Gaussian approximation) is in good
agreement with the simulation for small SNR values. However, it does 1 : accu-
rately predict the error rate floor of the system (caused by the interference) i lar
SNR values. This is consistent with the conclusion in [37] that GA is not a reliak
approximation to calculate the bit error probability at big SNR scena 1s.: 1ce th

is not the focus of our research, we will not investigate further on this.
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Figure 4.18: Comparison both theoretical and simulation results of indoor TH-BPE
UWB systems using different pulses with 7 asynchronous interferers

4.3.2 Maximum user number comparisons for ¢ ‘rer
pulses

In this section, we try to make the comparisons between different pulses for tl
maximum user number they can support in a TH-PPM UWB system operating at a
certain data rate and a certain BER level.

The comparisons are based on the maximum user number expressions d  ved |
Win and Scholtz in [16].

In our case, based on their maximum user number expression, SNR is :ed so
to ensure a probability of error of 1073, The number of users N, vs. the ¢ litior

increase in power AF eded to maintain the same SNR in multiple access  aditic
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Figure 4.19: Maximum number of users vs. system data rate for system BER at
10~3 using different pulses

P.
PAd)= o (4.3)

and the free-space path loss dimension ratio, PL(d), is given by

(4m)*d? f2

PL(d) = .o

(4.4)

where P, is the transmitted power, G; and G, are the transmitter and receiver an-
tenna gains, respectively, f. is the carrier frequency, and c is the speed of ght.

For indoor UWB system using very short time duration pulses, the P ) is ve
wideband and, therefore, Equation 4.4 must be modified to account for + 1iations

across the bandwidth of the signal. In particular, the transmitted ar received
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powers should be calculated using the integral of the PSD within a frequency region.

Therefore, the transmitted power is

fu
P = ; Amac |P(F)l df, (4.5)

where P(f) is normalized PSD and A,,,, can be changed according to the mask
restraints. [fr, fu| is the band that the PSD mainly occupies or the band we a1

interested in. The received power at distance d is given by

7 Aac |P(S)]
P,(d) = /, S (4.

where PL(d, f) is the wideband path loss dimension ratio for the free-space prop-
agation model, with the center frequency in Equation 4.4 replaced by the variable
f. With this frequency-dependent path loss dimension ratio, the receive power
becomes [26]

Fr(d)

2 rfH
AnmazGiGre / |P( A " (@’
f

(47)2d2 -
In the noise spectral density calculations that follows, we use the data from [26].
No = kTyF - LM, where k is Boltzmann constant 1.38 x 10%Joules/K, Ty is roo

temperature (300 K), F is the noise figure in dB, and link margin, LM, is also

dB.
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can see our designed pulses can transmit farther than the Gaussian 5" derivative.
The transmission distance of the pulse combined by 3 Gaussian derivatives has very
small difference from the Gaussian 2™* derivative and the ideal pulse. For the pulse
combined by 2 Gaussian derivatives, this difference is also very small when the sys-
tem data rate is high, and we know that UWB indoor communication systems a

designed to work at very high data rates.

~—»—|deal puise

—e— Gaussian 2nd derivative
25 —— Gaussian 5th derivative ]
j —+—Puse combined by 2G.D.
——Pulse combined by 3G.D. i

20

1867

Distance [m]

-
o

qzo_ au ou B0 100 120 140 160 180 200
Data Rate [Mb/s]

Figure 4.20: Maximum transmission distance vs. system data rate for sig 1l repre-
senting by different pulses
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4.4 Simulation comparisons of pulse perfor: anc

in system model using UWB standard ch 1ne

Propagation of signals represented by different pulses through AWGN  annel
studied in previous sections. In this section, we present the UWB standard ultiple
path channel model, and compare the pulses’ performance in system models that use

this channel.

4.4.1 IEEE 802.15.3 UWB channel model

The channel model is a result of the work carried out by the channel modeling sub-
committee of the IEEE 802.15 Task Group 3a (T'G3a) and is intended to assess the
performance of physical (PHY) layer proposals submitted to the group [39]. The
model came as a best fit of all channel model contributions which were accor Hlishe
based on numerous data collections. It was developed to best reflect the possible
measurements of realistic channel environments, where IEEE 802.15.3a devices usir
the frequency spectrum allocated by the FCC (3.1-10.6 GHz) are going to operate.
From these measurements, it is found that the clustering phenomenon exists. Cluster
creation is caused by the building’ superstructure like external and internal v lls an
doors, while rays within the cluster are caused by various reflections from objects i

the vicinity of the transmitter and the receiver like furniture and people.
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a lognormal distribution and can be expressed as

ok | = 10(kkitratn2)/20, (4.12)

where n; o« N(0,0?) and ny & N(0,02) are independent and correspond to the
fading on each cluster and ray. Thus 20log19(&8k,;) < N(pks, 0% + 03); ie., okl is
lognormally distributed. ...e pg; is given by

_ 10in(Q) — 10T}/T — 1074/y (o + 03)In(10)
Hid In(10) 20 ’

(4.13)

where 2y is the mean energy of the first path of the first cluster, I' and v is a

cluster-decay and a ray-decay factor. The averaged power delay profile is

E [|ak,l|2] = Qoe /e met/Y, (4.14)

which reflects the exponential decay of each cluster, as well as the decay of = tot.
cluster power with delay. The cluster arrival time, i.e. the arrival time of the first
ray of the cluster, are modeled as a Poisson process with some fixed r : A. 1
each cluster, rays also arrive according to a Poisson process with some :ed rate

A. The distribution of the cluster and the ray arrival time are independently an
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exponentially distributed and can be expressed as

P(TTi-y) = AelATT=0] s g (4.15)

P(Tia|Tho1) = Ael A1l | 0 (4.16)

As a conclusion, the received rays’ amplitude follows a lognormal distribution and
their variances decay exponentially with cluster delay and with ray d@ iy within t
cluster. The corresponding phase angles take on values 0 and 7 to reflect  : signal
inversions due to reflections from the surrounding objects. The clusters and the rays
that arrive within the cluster form Poisson arrival processes with rates A and A,

respectively. The interarrival time of rays and clusters are exponentially distribute

4.4.2 Channel model realizations

In [39], four different measurement environments are defined, namely CM1, CM.
CM3, and CM4. CM1 descril 3 a LOS (line-of-sight) situation when the s aratic
between transmitter and receiver is less than 4m. CM2 describes the san  rang
but for a non-LOS situation. CM3 describes a non-LOS situation for a dist: e of 4-
10m between transmitter and receiver. Finally, CM4 describes an extreme n-LOS
situation, which results in a delay spread of 25ns.

Because channel model is not the main focus of this thesis, we will nott e mc
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details about the channel model here. The details can be found in [3!

In our simulations, we replaced the “AWGN” block in Figure 4.10 with this
standard channel block, and did the system SNR comparisons for different pulses.
The simulations are not only in a single link system, but also in a multi-user system
that the number of interferencers can be changed. We use parameters of CM1 in o
channel model. Figure 4.21 and Figure 4.22 show the continuous time and discrete
time channel impulse responses. Figure 4.21 shows that the transmission of a pulse
generates multiple contributions at the receiver. The presence of different ¢ sters is
not evident. The same conclusion is suggested by the discrete time impulse response

in Figure 4.22.

x 1072 Channellmpulse Response

Amplitude Gain

-1U Z éi 6 8

Time [s] x 10°

Figure 4.21: Channel impulse response for CM1
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curves of pulses combined by 2 and 3 Gaussian derivatives always perfor better
than those from the curves of 2" and 5! Gaussian derivative pulses. However, t|
gap between them are not obvious. From Figure 4.24 and Figure 4.25, we can s
clearly that the BER of pulses combined by 2 and 3 Gaussian derivative pulses &
much lower than that of 2"¢ and 5' Gaussian derivative pulses. In partic ar, t
pulse combined by 3 different Gaussian derivatives outperforms all the other puls
for all “Normalized SNR” values in all three scenarios. These figures reveal that our
designed pulses have much better performance in multi-user system with multipa

channel than single 2"¢ and 5** Gaussian derivative pulses.

1 I—1 1 T 1
1| =8 aussian 2nd derivative
——+—Gaussian Sth dedvetive
Fl =—+—Pulse combined by 2G. D. [
Pulse combinad by 3G. D. [ ]
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Figure 4.23: Comparison of indoor Single Link TH-BPSK UWB systems 1 ng dif-
ferent pulses through IL.... standard channel
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4.5 Chapter summary

In this chapter, through various calculations and simulations, the performance of
our designed pulses and that of the other two widely referenced UWB pulse shap
are compared in several different aspects. The results showed that our signed
pulses not only meet the regulatory requirements, but also contain more power. T}
energy of the pulse combined by 3 Gaussian derivatives are twice as  at of the 2™
or 5** Gaussian derivative pulses. Since our pulse can contain more energy 1 Jer the
FCC restraints, both in sii e link and multi-user environments, the syste 3 using
our designed pulses have a higher SNR at the receiver and hence lower BE ~ which
has been verified by the calculations and simulations in different scenarios includi
the systems using TH-BPSK modulation and TH-PPM modulation through a non-
fading AWGN channel, and the system using TH-PPM modulation through :1EEE
standard channel. The systems that use our designed pulses also can supp t mo
users than the systems using other pulses. Although for transmission dis! ice our
designed pulses are not the farthest, their performance is better than the Gaussi.
5t derivative pulse and very close to the Gaussian 2™¢ derivative pulse and the ideal

pulse at the interested system data rate range.
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Chapter 5

Conclusion and future work

5.1 Conclusions

UWB technology is one of the hot topics today because of a tremendous promise it
holds especially in the field of high data rate and short distance wireless ¢ amuni-
cations. Once realized, UWB can hold its sway over a varied range of ap] cations
with small hardware complexity.

In this thesis, we have first given a review of previous literature of impulse UWB
pulse shaping techniques including introduction of the widely used pulse g ‘ratic
techniques unique to UWB communication systems. We have presented a :w UWB
pulse shape design method. This method is based on the linear combination of a set
of different Gaussian derivative pulses. By combining certain numbers (2 and 3

this thesis) of different Gaussian derivative pulses, we can get a sii e pulse 1at not
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5.2 Recommendations for future work

This thesis work has opened numerous areas for future work which could be done to
better understand the performance of the pulse shaping in UWB communication sys-
tems. Opportunities for further research exist and provide motivation for additional
investigations across several areas such as:

e Better understanding of the effects of pulse shape on the syster performance
in a multi-user environment using multipath channel. We have learned that pulse
shape can affect the performance of multi-user systems with simple AWGN channel.
In a multipath channel, the received signal’s multipath components will also affect
the useful signal, which will also related to the pulse shape. A better understanding
of pulse shape’s effects in such an environment can help us design a more useful pul
for real applications.

e A more precise theoretical approximation of the performance of a time oppi
binary pulse position modulation and BPSK ultra-wideband system with multif
user and multiple path interference. Gaussian approximation is known to be not suf-
ficient to calculate the bit error rate under high SNR scenarios. Hence, a more preci
closed form theoretical method is a preferred choice to provide system performan
results on a theoretical basis.

e A more modularized practical UWB simulation platform. We have developed

an end-to-end simulation platform in our project. We believe this platfor1 can |
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enhanced by considering more realistic situations.

e The design of a simple and power efficient all-digital CMOS pulse enerat:
that can generate our designed pulses. We have introduced an all-digital low-pow
CMOS pulse generator for UWB systems which can generate Gaussian 5 ¢ ivati
pulses. Further work can be extended to develop a similar pulse generator v .ch can
generate the pulses of arbitrary combination of different pulse waveforms. It also
would be interesting to compare different pulse generation methods with the o

that designed in this thesis based on the complexity criterion.
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