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Abstract 

Recently gene prediction has become a critical research area in computational 

biology. This thesis introduces our research on predicting genes in human DNA 

sequences. We present two algorithms to predict human genes by combining two 

chosen gene finders . One gene finder uses combination methods and another applies 

cross-species comparative sequence analysis. Based on these algorithms, a client­

friendly gene finder can be developed to accurately predict human genes and thus to 

help discover genetic reasons of incurable human diseases. 

Combination methods and cross-species comparative sequence analysis are two 

methods which become increasingly helpful. This thesi~:; first summarizes and clas~:;i­

fies main algorithms applied in these two methods, respectively. To be specific, we 

study two gene finders using comparative sequence analysis and three gene finders 

applying combination methods. Their architectures and experiments are reviewed 

separately and overall comparisons are done. According to our survey, currently 

many gene finders can predict genes with an sophisticated accuracy, but either the 

methods that gene finders apply have limitation~:;, or the application of these gene 

finders is difficult for biologists and researchers in medicine. Aiming at these two 

disadvantages, we develop two algorithms to combine outputs of gene finders m;ing 

combination methods and cross-species comparative sequence analysis. By comparing 

the genomes of Mus musculus and Canis familiars, the algorithms are firstly tested 

on the HMR195 dataset and then on the sequence between the markers D3S1259 

and D3S3659 on human chromosome 3p25. The results show that to some extent 

our algorithms improve the performance of the gene finder using either comparative 
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sequence analysis or combination methods, demonstrating their own advantages on 

predicting different genetic information. Additionally, our work shows an inspiring 

perspective of developing a gene finder with a more friendly interface. 
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Chapter 1 

Introduction 

1.1 Getting started 

After human DNA sequences have been completely deciphered, the next step is to 

identify the gene content in t hem. However, gene prediction is considered to be one of 

the most difficult problems in computational biology. Gene prediction for prokaryotes, 

which are single cell organisms, could be efficiently solved by Interpolated Markov 

models (IMM) [10]. Prediction for eukaryotes, on the other hand, is a big challenge 

because they have a much larger range of genomes with lower coding density and 

more complicated structures [11]. 

In general, the approaches for predicting genes can be classified into two types: 

ab initio gene finding and sequence similarity. Ab initio gene finding is to predict 

genes by using known genome structures. Therefore this method relies on detecting 

signal sensors (like start codons, stop codons and splice sites) and content sensors 

like coding regions and non-coding regions. Sequence similarity detects genes based 

1 



on a comparison with known genes of related species. However, both methods have 

their limitations. It is hard for ab initio gene finding to be sufficiently accurate to 

predict signals and contents because the genome structures are so complicated that 

just small parts are known. Because sequence similarity depends on known genes 

and yet because known genes are limited, this method hardly discovers all unknown 

genes. 

Due to these limitations, comparative analysis and combination methods have 

been proposed. Since an increasing number of genomes of some species have been 

annotated, it is promising to use these data for recognizing human genes using com­

parative sequence analysis. By comparing the genomes across species, conserved 

elements can be detected and genes are found to be dense in these areas. Researchers 

also combine ab initio gene finding approaches with sequence similarity approaches to 

obtain better results. The predicted evidences produced by different programs using 

diverse algorithms are integrated into a complete gene prediction model to obtain 

an optimal prediction of structures. Thus, the methods applied for combining the 

evidences and the choice of the evidences are issues which will decide the accuracy of 

this type of gene prediction. 

By investigating previous work on combination methods, it was found that so far 

tools using combination methods rarely consider cross-species comparative sequence 

analysis as part of their approaches. Hence, the work presented in this thesis has 

developed two algorithms which combine an existing gene finder using combination 

methods and another gene finder using the comparative analysis. Our work applie::; the 

two algorithms on the dataset HMR195 and on the sequence from markers D381259 

to D383G59 on human chromosome 3 to find human genes related to sudden cardiac 
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death. In terms of evaluation of the accuracy of the predictions in this thesis, we look 

at the most widely used two measures: sensitivity (Sn) and specificity (Sp) [12]. We 

calculate Sn and Sp at three different levels: nucleotide, exon and gene. 

This thesis is organized into five chapters. Chapter 2 is a review of gene predic­

tion. It gives some biological background including an introduction to DNA, genes 

and the gene structures of prokaryotes and eukaryotes. Furthermore, this chapter in­

troduces the two approaches for identifying genes: ab initio gene finding and sequence 

similarity. The main algorithms of each approach are introduced and the advantages 

and disadvantages of the two approaches are discussed. 

Chapter 3 describes the cross-species comparative sequence analysis approach and 

two gene finders using this method, AGenDA and SGP2. As mentioned earlier, both 

major approaches discussed in Chapter 2 have their limitations, and so the compar­

ative analysis method was considered. Comparing the sequences of different species 

could help researchers understand conserved elements and thus find genes. In this 

chapter, the architectures and experiments of the two gene finders are presented. 

Furthermore, they are compared based on their architectures, applications and per­

formance. 

Chapter 4 mainly presents the work on exploring three gene finders which use 

combination methods. The three gene finders are ExonHunter, GAZE and JIGSAW. 

First, the combination methods are described. The main algorithms applied in this 

type of methods are reviewed and classified. Next, the architecture and experiments 

of each gene finder are demonstrated. Moreover, a comparison research of the three 

gene finders is conducted. Their architectures, applications and performance are 

comprehensively compared. 
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In Chapter 5, the main work of the thesis is presented. The goal of our work 

was to detect genes and genetic information related to the disease of sudden cardiac 

death. First this disease is briefly introduced. According to our survey of the current 

research on gene prediction, we conclude that combination methods have the best 

prospect for this area. In general, however, the tools combining different evidence are 

not very client-friendly, especially for researchers who are not computer scientists. 

We find that it is critical how one combines various functional evidences effectively 

but conveniently. Therefore, we combine the results given by ExonHunter and SGP2 

by two algorithms that are developed here. Both of these algorithms follow the And­

based and Or-based rules which have been presented in Murakami et al. 's work [8]. 

The difference between the algorithms is that one is at the exon level whereas another 

is at the gene level. In addition, because Mus Musculus and Canis have been shown 

to be some of the closest species to humans, these two species have been selected to be 

used in SGP2. Thus, this chapter gives a brief review of the properties of the genomes 

of Homo sapiens, Mus musculus and Canis. It also introduces the properties of 

human chromosome 3, Mus musculus and Canis databases used. The two algorithms 

are applied to the dataset HMR195 and the results are analyzed. In the last section, 

these two algorithms are run on the sequence between markers D3S1259 and D3S3659 

on chromosome 3. The results are presented and discussed. 
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Chapter 2 

Gene Prediction 

2.1 Review of Biological Background 

2.1.1 DNA 

DNA is the code of life. Its name stems from deoxyribonucleic acid which is a nucleic 

acid, that contains the genetic instructions for the developmental process of living 

organisms. Proteins, which are the basis of life, are coded from DNA by transcription 

and translation. The structure of DNA is a double helix where two strands wrap 

around each other. 

Chemically, DNA is a macro molecule composed of a backbone made of sugars and 

phosphate groups and a long polymer of simple units called nucleotides each of which 

contains one of the four nitrogenous bases. The four bases are adenine (abbreviated 

A), cytosine (C), guanine (G) and thymine (T) . Each sugar has one base attached to 

it. The bases on each strand are bonded to the bases on the other strand and that is 

the reason why DNA forms a double-stranded spiral. As the canonical Watson-Crick 
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base pairing describes, A is bonded to T and G is bonded to C. But Non-Watson­

Crick base pairing also occurs. In addition, usually each strand has two different 

ends: 5'(five prime) end and 3'(three prime) end. 

DNA resides in all living cells and controls the cellular activities, such as growth, 

division, movement, death and so forth. When a cell needs to produce a particular 

protein, a signal will stimulate an enzyme to unwind the DNA. Then by the two 

processes of transcription and translation, the DNA is encoded in to proteins. In 

transcription, the two strands of DNA are separated and the coding sequence on one 

strand is transcribed into a messenger RNA (mRNA) sequence, which will act as a 

template for further transformation. The only difference between mRNA and DNA 

is that mRNA has uracil (U) instead of thymine(T), with U bonding to A. After 

transcription, mRNA moves out from the nucleus. In translation, ~RNA passes its 

genetic message to the outside of the nucleus by transfer RNA(tRNA). In this process, 

every three letter words (triplets), called codons, are translated into one amino acid. 

Eventually a protein is formed by linking some of the amino acids. 

2.1.2 Genes 

DNA is a very long molecule, however not all of the DNA encodes proteins. Genes 

with the genetic message in DNA determine what an organism looks like and how it 

acts. A gene is a locatable region of genomic sequence that corresponds to a unit of 

inheritance, which is associated with regulatory regions, transcribed regions and/or 

other functional sequence regions [13, 14]. Genes are stored in chromosomes and are 

responsible for the inherited characteristics that make individuab different. 
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In transcription, the genes presented in DNA are copied by RNA polymerase, 

which is an enzyme. The base sequence of each gene begins at a "promoter region" , 

which is a very important signal in gene prediction. This "start" signal for a gene 

tells RNA polymerase that transcription starts from there. When RNA polymerase 

reaches the terminator region, the transcription of the gene stops. mRNA is produced 

and RNA polymerase falls off the DNA to be ready for the next round of transcription. 

Thus, in a cell there is a large collection of mRN As because they are the copies of 

various genes. The next step is to translate the copies of DNA into proteins. Each 

amino acid is coded for by a sequence of three base pairs in DNA like ATC and CAA. 

Most of the amino acids are coded for by several codons; for example, CTT and CTA 

both code for the amino acid leucine. But there are two types of codons, start codons 

and stop codons that do not code for any amino acid. A gene has a start codon as the 

beginning and a stop codon as the end. When translation starts, the protein synthesis 

begins at the AUG RNA codon and the following amino acids are determined by the 

codons presented in the gene until the stop codon in mRNA is reached. Then the 

completed protein leaves the ribosome. The complete set of genes and non-coding 

sequences of DNA in an organism or a cell is known as the genome. 

2.1.3 Gene Structures of Prokaryotes and Eukaryotes 

In biology, there are two major groups of organisms: prokaryotes and eukaryotes. 

They both have DNA, ribosomes and a similar basic metabolism. However, a prokary­

otic cell contains no nucleus, while a eukaryotic cell has a nucleus and other organelles. 

In prokaryotic cells, most of the DNA sequence codes for proteins, which means there 
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are no introns in the coding regions. Introns are regions of DNA that will not be trans-

lated into proteins. But eukaryotic cells have introns that split the coding regions 

into pieces. Renee, gene prediction for the two groups of cells must be difi'erent. 

Prokaryotes are divided into the bacteria and archaea, and have relatively small 

genomes, with sizes ranging from 0.5 to 10 Mbp. The gene density in their genomes is 

very high; 90% of a genome sequence contains coding regions. In prokaryotes, DNA 

is just organized in a single loop. As it is shown in Figure 2.1, a typical prokaryotic 

gene has a consensus motif of AGGAGGT (Ribosome Binding Site), and a contiguous 

stretch of the c.oding region with a start codon and a stop codon. One unique feature 

5' UTR Coding region 3' UTR ! rbosonu Blqdl"g Site (AGGAGGT) ! ! 

Promoter Transition Start 
start site codon 

Figure 2.1: Gene Structure of Prokaryotes 

Stop 
codon 

of prokaryotes is the operon, which is a set of genes with similar functions [10]. 

Animals, plants, fungi, and protists are eukaryotes, however. The gene structure 

and expression of eukaryotic cells is much more complicated. A eukaryotic cell has 

a defined nucleus and is bound by a membrane in which chromosomes are present 

within DNA. Eukaryotic genomes are much larger than prokaryotic genomes. Their 

sizes range from 10Mbp to G70Gbp, but the gene density is generally very low. For 

example, only 3% of human genomes code for genes. Generally the regions of DNA for 

encoding proteins in eukaryot.ic cells are not continuous. These regions are composed 

8 



alternatively of exons and introns, as shown in Figure 2.3. Exons are the region~ with 

Initial 
5'UTR 

Promoter Start 
Transition codon 
start site 

lntrons 

t 
Donor Acceptor 
site site 

Internal 
ex on 

Figure 2.2: Gene Structure of Eukaryotes 

Terminal 

Internal 
ex on 

codon 

codes that will be translated into proteins. Exons and introns are all transcribed into 

RNA in order. A splicing process will occur in which introns and exons are separated. 

Introns are discarded, while exons remain to be part of the mature RNA sequences. 

The sites at which the splicing occurs are called splice sites. The structure of a 

typical multi-exon gene at the DNA level begins at a promoter region followed by 

the 5' untranslated region (5' UTR), which is a transcribed non-coding region. The 

next segment is the initial exon with a start codon. Then internal exons and introns 

present alternatively and the terminal exon follows, containing a stop codon. A final 

non-coding region 3' UTR comes after the terminal exon. The end of the eukaryotic 

gene is a polyadenylation (polyA) signal. 

2.2 Methods for Predicting Genes 

Scientists are looking forward to discovering the secret of life and the modern DNA 

sequencing technology allows researchers to explore this area. Finding genes is one 

of the most important steps in understanding genomes. Gene prediction refers to 

9 



identifying the stretches of genomic sequences that carry genetic information in DNA. 

Prokaryotes are single-celled organisms. Compared to eukaryotes, finding genes in 

prokaryotes is easy since their gene structure is simpler. Usually Interpolated Markov 

models (IMM) are applied for prokaryotic gene prediction. However, eukaryotic gene 

prediction is far more difficult because of the low coding density of genomes and 

the presence of introns in RNA. Genes are represented by a collection of substrings, 

which are sections of contiguous triplets. This poses the problem of predicting the 

locations of genes in a genome given only the genomic DNA sequence [15]. Based 

on the difference between prokaryotes and eukaryotes, this review of gene prediction 

methods is only regarding the methods for finding eukaryotic genes. 

To date, the methods for predicting genes mainly fall into two categories: ab initio 

gene finding and sequence similarity approaches. The first method predicts the gene 

structures by the knowledge of genes, while the other method looks for the similar 

sequences by searching the databases. 

2.2.1 Ab initio Gene Prediction 

The ab initio gene prediction approach uses the known gene structure as a template 

to detect genes in DNA sequences. This method usually makes use of two types of 

patterns: signal sensors and content sensors. Signal sensors attempt to identify the 

short sequence motifs such as promoters, splice sites, poly A signals, start co dons and 

stop codons. Content sensors detect the content of the sequences like exons and CpG 

islands, in other words, they try to distinguish coding from non-coding regions. The 

most important and well-studied content sensor predicts coding regions [16]. To build 
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gene structure models, many algorithms are applied, such like dynamic programming, 

Hidden Markov models (HMMs), decision trees, neural networks and linear discrim­

inant analysis (LDA). Dynamic programming and Hidden Markov models are the 

most widely used . 

Dynamic Programming 

Dynamic programming is the most fundamental method in bioinformatics. Some­

times a problem will be split into subproblems and the solutions of the subproblems 

will be combined to obtain the final solution. However, the subproblems may be very 

large and the same subproblem may have to be solved repeatedly, which increases 

the running time. Dynamic programming organizes the computations so as to avoid 

recomputation [15]. 

In the context of gene prediction, dynamic programming is always used to combine 

the submodels built for sequence features to produce an optimal solution. These 

submodels are constructed by other machine learning approaches. For example, many 

programs like GeneMark.hmm [17] using HMMs have the sub-HMMs for each type of 

signal and content like splice sites and donors . . Then by being given the rules of the 

known gene structures, dynamic programming is applied to integrate these submodels 

into a model of the whole sequence and determine the highest scoring structure of 

the query sequence. Also, dynamic programming algorithms are combined with other 

methods such as neural network (GeneParser) and position weight arrays (PWAs). 

Presentative programs are GeneParser [18, 19] and GeneiD [20, 21]. 

In gene prediction, dynamic programming is also the basic method to sequence 
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alignment which determines the optimal alignment by establishing a two-dimensional 

matrix. The matrix with each aligned sequence on one dimension is filled with the 

scoring scheme. By searching the highest score in this matrix, the dynamic pro­

gramming algorithm finds the best alignment between the pair of sequences. Two 

examples are ClustalW [22] and SIM [23, 24]. The former produces both local and 

global multiple alignments, while the latter is a local pairwise alignment program. 

Hidden Markov Models (HMMs) 

Biological sequences can be modeled as the output of a stochastic process. In this 

process, the probability for a given nucleotide t occurring at position p depends on the 

nucleotide occupying k previous positions. This is called k-order Markov model [25]. 

A HMM is an extension of the Markov chain with the states of the model being hidden. 

Generally, a HMM is a statistical model whose input is a sequence of states and whose 

outputs are random sequences after a stochastic transition. Since only the output is 

shown but states in the process are invisible to an external observer, it is called 

"hidden". A HMM has a set of finite states X, initial state probabilities 1r associated 

with each state, transition probabilities A between states, output probabilities B of 

the observation symbols in states and a set of observable outputs Y. 

There are three basic problems in HMMs. The first one is how to efficiently com­

pute the observation probability P(OJA), which 0 is an observation sequence and A is 

the initial state probability distribution. The second one is how to choose an optimal. 

corresponding state path Q = q1q2 .. . qT for the observation sequence. The third one 

is how to adjust the parameters of the model such that P( 0 J A) is the maximum. 
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Regarding these three problems, the forward algorithm, the Viterbi algorithm and 

the classic Baum-Welch algorithm are correspondingly applied to HMMs [26] . 

Although HMMs are popular in speech recognition, HMMs are now also a fun­

damental method for biological sequence analysis in molecular biology. For gene 

prediction, HMMs will be constructed based on the current lmowledge of DNA se­

quences; this knowledge is used for estimating parameters of the models. Then by 

using training data, models are trained iteratively and parameters obtain new values 

each time. Models will be updated with new parameters until the likelihood of the 

training data is maximized. Afterwards, these models are used to find the optimal 

result for a query sequence, which means that the query sequence will be scored to 

show how well it matches these models. Each state of a HMM emits a set of ele­

ments and in gene prediction, the elements are the four bases A, T, G and C if the 

model is based on nucleotide sequences. When one state changes to another, there 

is a transition probability. The emission of each element in each state also has a 

emission probability (or output probability). In the final step, all of the transition 

and emission probabilities for each possible path are considered to calculate a total 

probability for the path. To build accurate models, submodels of distinct features are 

separately constructed by HMMs and integrated into one model of genes by statistical 

approaches. Currently one of the best programs is GenScan [27], which uses a semi­

Markov HMM [11]. The HMM structure of GenScan (Figure 2.4) can explain the 

process of HMMS in gene prediction which has been given above. Other applications 

include HMMGene [28], GeneMark [29], Glimmer [30], GENIE [31], VEIL [32] and 

some other programs. 
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Figure 2.3: HMM Structure of GenScan [7] 
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Neural networks, Decision trees and Linear Discriminant Analysis (LDA) 

GRAIL [33] is a gene prediction program that adopts the neural network. A 

neural network (or artificial neural network) [34, 10], which resembles the biological 

nervous system, is a machine learning method that is used in pattern recognition. It 

involves a large number of processing units, each of which has its own active rules 

and the rules act on the inputs to decide the outputs. There are certain weighted 

inconnections between these units that make all the units act as a network. A learning 

rule controls how to adjust the weights for the inputs/outputs from feedback in the 

training process. In general, neural networks have several layers, and all layers are 

hidden except the input and output layers. In gene prediction, usually the inputs are 

the genomic sequences with contents and signals and the outputs are the predicted 

exon or coding sequence structures. Neural networks will be trained by feeding the 

data of the known genomic sequences, such as the data of CpG islands, splice sites 

and promoter regions. In this process, the hidden layers will adjust their weights and 

the model can "learn" nucleotide patterns. When an unknown sequence is sent to 

the trained neural network, the model applies rules learned from the training data to 

predict the sequence. 

A decision tree is introduced to solve the simpler problem of discriminating coding 

and non-coding DNA. The internal nodes of the tree are property values that are 

tested for each subsequence passed to the tree. The leaf nodes of the tree contain class 

labels to be finally associated with the subsequences. MORGAN [35] and OC1 [36] 

are programs that use decision trees. 

LDA is a standard technique in multivariate analysis that can be used to linearly 

combine several measures in order to perform the best discrimination between two 
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functional classes of sequences. It can also serve to identify the most significant 

measure for a given discrimination problem. GeneFinder [37, 38] and FGENEH [39] 

use LDA. 

2.2.2 Sequence Similarity 

Researchers have already sequenced and annotated genomes of many species and thus 

a number of genome databases have been established. Accordingly, sequence simi-

larity search is a method that compares query sequences with database entries to 
I 

detect regions which are significantly same with or similar to the known sequences. 

Basically sequence similarity can be used in several ways [40]. First, comparing a 

genomic sequence with the databases of expressed sequence tags (ESTs) can iden-

tify the regions that may be transcribed to mRNA. BLASTN [41] is an example of 

a program used for this purpose. Second, the probable coding regions can be ob-

served by comparing a genomic sequence with the databases of protein sequences. 

BLASTX [41 J uses this approach. Third, alignment of the candidate coding regions 

of a genomic sequence with a homologous protein sequence may obtain more accurate 

results. PROCRUSTES [42] is this type of a program. Fourth, the peptides predicted 

by some programs can be compared with the protein sequence databases to verify 

these results. Fifth, comparison of the translated genomic sequences with databases 

of translated sequences or with eDNA databases can locate the similarities among 

the coding regions, like the program TBLASTX [42]. At last, genomic sequences can 

be aligned to homologous genomic sequence databases derived from closely related 

organisms. This can be very helpful to detect conserved regions which indicate impor-

16 



tant coding functional elements in sequences. For example, human genome sequences 

can be compared to the mouse or dog annotated sequence databases. This method 

is called comparative analysis and is used by the programs such as CLUSTALW [22], 

AGenDA [43], SGP2 [1] and VISTA [44]. 

Conclusion 

After the completion of the human genome project, people are eager to decipher 

the code of human life. Gene prediction is one of the most critical steps in achieving 

this goal. Ab initio approaches and sequence similarity are the two major methods in 

this research area. Ab initio approaches usually use machine learning algorithms to 

build models according to the sequences that have been annotated, and then search 

for the most probable genomic regions in unknown sequences. Sequence similarity 

approaches identify genes by aligning the unknown sequences to established databases 

with annotated data of genomic features . Each of these methods has its advantages 

and disadvantages. Ab initio approaches are helpful to find some genes that have 

never been detected before, while sequence similarity can assure with high probability 

the finding of known genes. Nevertheless, knowledge about the structure of DNA, 

genes and even of RNA is limited at present, and thus the models built by ab initio 

approaches have limitations, which may make these models miss some undiscovered 

but existing genes. For sequence similarity, the uncompleted databases restrict the 

accuracy of identifying genes as the databases depend on how much knowledge has 

been obtained already. 

17 



Chapter 3 

Cross-species Comparative 

Sequence Analysis and Two 

Applications 

With the availability of genome databases for a growing number of species, cross­

species comparative sequence analysis has a strongly potential for helping predict 

genes. In order to find more unknown genes and genetic information in the human 

genome, our research considers a module applying cross-species comparative sequence 

analysis. In this chapter, we describe this method and outline the general structure of 

cross-species comparative gene finders . For further study of this method, we have cho­

sen two cross-species comparative gene finders: AGenDA and SGP2, and corhpared 

them in terms of their architectures, application and performance. In this study, we 

have then selected SGP2 for the next step of our work. 
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3.1 Cross-species Comparative Sequence Analysis 

In chapter 2, sequence similarity approaches were introduced. One of the ways to 

apply this class of approaches is comparative sequence analysis. The idea behind the 

cross-species comparative analysis method is that most of the functional elements 

of genomes are conserved during evolution, and thus the similarities of sequences 

from evolutionarily related species will indicate the biological function of genes [45] . 

Especially the regions of strong sequence conservation can be suspected to correspond 

to protein-coding exons. In addition, comparative sequence analysis is helpful to 

detect conserved non-coding regions that has become a hot research topic recently [46]. 

Cross-species comparative sequence analysis is a powerful method for predict­

ing genes because functional sequences are biologically selected to remain conserved 

throughout evolution. The method compares sequences from different organisms to 

identify putative homologous genes and to generate a phylogenetic tree. By compar­

ing genome sequences from different organisms, conserved sequences can be identified. 

Potential regulatory functions will be detected as well after analyzing the conserved 

sequences. Evolutionary distance is the scale of this method: the closer organisms 

are, the more similarities their sequences will have. Distantly related organisms like 

yeast and fit:ih have less sequence similarity and show conservation in coding regions 

alone. Whereas more closely related organisms are likely to exhibit conserved coding 

regions and also other functional elements like regulatory sequences. 

The gene finders predicting genes by cross-species comparat ive sequence analy­

sis have a general architecture described as follows. First of all , the programs align 

the sequences from two or more species. For better accuracy, they usually consider 
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both, local alignment and global alignment. Global alignment gives an overview of 

the entire sequence while local alignment is more specific to highly conserved regions. 

Afterwards, an algorithm is applied to assemble the evidence obtained from align­

ment so that a gene model is constructed. The most used algorithm in this step is 

dynamic programming [47, 48, 49]. The dynamic programming algorithm is applied 

to find optimal chains of candidate genes with maximum scores. SGP2 however is 

an exception to the general structure. It combines the alignment of two sequences 

with the predictions from GeneiD, which is an ab initio gene finder. Still sequence 

alignment is an essential step of cross-species comparative gene finders. 

For predicting genes by cross-species comparative sequence analysis, an appro­

priate selection of species is critical. Comparison of two species that diverged 40-80 

million years ago from a common ancestor reveals conservation in both coding re­

gions and a significant number of non-coding regions [47]. Comparison of human 

with mouse and two species of fruitfiies (Drosophila melanogaster with Drosophila 

pseudoobscura) are good examples. Furthermore, most protein coding sequences 

evolve slowly since they are responsible for retaining function. Therefore, the ability 

to detect conserved elements (both coding and non-coding) could be enhanced by 

comparing the orthologous DNA sequences of two species over a large phylogenetic 

distance, such as human and pufferfish that diverged 450 million years ago [50]. In 

addition, comparison of closely related species, such as human and chimpanzee, can 

not only identify conserved regions, but also find some unique genes related to certain 

i::ipecies. This is l>eneficial for understanding the evolutionary procei::is of thei::ie specieo. 

Zhang et al. 's paper [51] validates that evolutionary distance can decide the perfor­

mance of gene prediction; a well-chosen distance can provide an optimal accuracy. 
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Their experiment also exhibits that evolutionary distance beyond that of human and 

mouse gives better performance even though the tested mouse sequence falls in the 

area with high accuracy. 

3.2 AGenDA and SGP2 

3.2.1 AGenDA 

AGenDA (Alignment-based Gene-Detection Algorithm) [2], which is developed by 

Rinner and Morgenstern [43], is a tool using cross-species comparat ive sequence anal­

ysis. Based on pair-wise human/mouse alignments created by CHAOS [52] and DI­

ALIGN [53], the gene finder searches for conserved splice sites around local sequence 

similarities to identify candidate exons and constructs a complete gene model from 

the candidate exons [45]. 

Architecture and Methods 

AGenDA has five main steps as shown in Figure 3.1. In the first step, Repeat-

Masker [54] is applied to the input sequences to mask interspersed repeats and low 

complexity DNA sequences that are enriched for single amino acids. The second step 

is to obtain a chain of high-homology regions by using CHAOS. Local alignments 

from CHAOS will be used as anchor points to reduce the search space and execu­

tion t ime for the following steps and can fasten the global alignment considerately. 

Subsequently DIALIGN calculates an alignment of the input sequences based on an­

chor points created by CHAOS. This alignment program integrates local and global 
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Figure 3.1: The Structure of AGenDA 

features by assembling pair-wise and multiple alignments from gap-free local seg-

ment alignments (called "fragments") [43]. Each possible fragment is given a weight 

score [55] and the alignment, which has a collection of fragments with maximum total 

weight score, is chosen. Next, a list of candidate exons is obtained according to the 

fragments with highest scores identified by DIALIGN in the sequences. Each exon 

is exactly one Open Reading Frame (ORF). To find the optimal chain of candidate 

genes, each candidate exon is given a :;core defined as: 

lenc- ND ~ 
sc(E) = lenc L: w(Ji ) + sc5 p (3.1) 

where lenc is the length of a cluster C of fragments h , ... , fk from which a candidate 

exon E is derived; ND is the length of the discrepancy regions between the cluster C 

and the exon E; w(Ji) is the weight score of the fragment j;; scsp is the score of the 

splice signals where E is bounded by. 
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At last, an optimal gene model with the maximum total score is created from the 

list of candidate exons by using the fragment-chaining algorithm [56]. This algorithm 

is a straight-forward dynamic programming procedure. 

Experiments 

To test AGenDA, a dataset with 117 pairs of genomic sequences is used [43]. It 

has been collected by Batzoglou et al. [49] with the sequences are from human and 

mouse. 12 sequences are used for training in order to optimize parameters of the 

gene finder and the remaining 105 sequences are used for testing. The performance of 

AGenDA on this dataset is compared with GenScan at the exon level. The sensitivity 

of AGenDA is 0.76 while GenScan's sensitivity is 0.82. The specificity of AGenDA 

is 0.78 and GenScan's specificity is 0.77. Aside from these two parameters, it is 

observed that AGenDA found an additional 12% of the annotated exons which were 

not identified by GenScan. But GenScan predicted 17% of unannotated exons which 

were not detected by AGenDA. In general, AGenDA has comparable performance 

to GenScan on predicting human and mouse sequences. However, the limitation of 

AGenDA is that its performance on predicting other species is not as good as the 

performance on human and mouse, because the parameters of AGenDA have been 

optimized for sequences of primates and rodents. 

3.2.2 SGP2 

SGP2 is a gene finder to predict genes by comparing the genomic sequences from two 

species. It integrates with the sequence similarity search program TBLASTX (WU-
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BLAST) [57] and the ab initio gene finder GeneiD [58]. In this gene finder, the query 

sequence is compared with a single sequence or a collection of sequences from other 

species and a final alignment is obtained. Then the alignment is applied to modify 

the scores of predicted exons from the ab initio gene finder. The Mouse Genome 

Sequencing Consortium 2002 has applied SGP2 to annotate the mouse genome and 

SGP2 also has been applied to identify previously unconfirmed genes [59]. 

Architecture and Methods 

GeneiD is one of the first programs predicting the full exonic structure of verte­

brates. Its process is composed of the following steps. The first step predicts and 

scores splice sites, start and stop codons along the query sequence by applying po­

sition weight matrices (PWMs). The PWM is inferred from a training dataset for 

scoring the potential sites of the query sequence. In the second step, exons are built 

up by all the predicted sites. GeneiD considers four types of exons: initial exon 

including a start codon and a donor site; internal exon including an acceptor site 

and a donor site; terminal exon including an acceptor site and a stop codon; single 

exon including a start codon and a stop codon. To score predicted exons accurately, 

a fifth-order Markov model is built by extracting the exon and intron sequences of 

the training set ansi then a log-likelihood ratio will be defined for coding sequences. 

Exons are therefore scored by summing up the scores of all sites and the log-likelihood 

ratio from the Markov model. The final step assembles all the exons into the whole 

gene structure by maximizing the sum of scores of exons in the whole ~et. A dynamic 

programming chaining algorithm [60] is used in GeneiD to choose the gene structure 
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with maximum score Lc(g) which is interpreted as: 

(3.2) 

where LE:(ei) is the score of the exon i. 

By using TBLASTX, the query sequence is compared against one sequence or a 

collection of sequences from a distinct species to look for the counterpart homolo-

gous exon in the reference sequences at the amino acid level. TBLASTX provides 

an optimal alignment and gives a corresponding score. A substitution matrix, like 

BLOSUM matrix, is used to score the alignment. The score can be assumed to be a 

log-likelihood ratio. The optimal alignment is considered as the high-scoring segment 

pairs (HSP) with the maximal score. However, in the case of the collection of reference 

sequences which are fragmentary and irregular, the query exon sequence may have 

different optimal alignments corresponding to different sequences of the set. To solve 

this problem, SGP2 derives a score St(e) from a set of HSPs covering each fraction of 

the candidate exon in the way described as follow. First, a set of HSPs h1 . . . hn found 

by TBLASTX are projected onto the query sequence and thus the query sequence is 

partitioned into pieces of segments as x1 . .. Xn which lengths are exactly same with 

those of HSPs. The segments are scored as sp(x1) ... sp(xn)· For each predicted exon 

in the sequence e, a set of maximal scoring segments X e overlapping the exon will be 

found. Hence the final score St(e) is computed as: 

1/xn e/1 
St(e) = L sp(x) II II 

x EX e X 
(3.3) 

where 1/a/1 denotes the length of the segment a. In this way, each predicted exon 

can include the maximally scoring HSPs which are from those HSPs overlapping the 

exon. 
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In the final step of SGP2, the final score of the exon s( e) is not ju~t summing the 

scores up like s9(e) + St(e), where s9(e) is the score from GeneiD. As s9(e) depends 

on the probability of sequence of e if it codes for the proteins, while St(e) depends on 

the optimal alignment in which it is assumed that both query and reference sequences 

code for the proteins. The two parameters are not independent. Therefore, an ((ad 

hoc" coefficient w is applied to weight the contribution of St(e) and the final score of 

the exon is computed as s9(e) + wst(e). 

Experiments 

SGP2 has been tested on two data sets [1]. For optimizing some parameters of 

SGP2, the dataset is adapted from Jareborg et al.'s dataset [61]. 33 pairs of mouse 

and human sequences in the original dataset are collected. They code for single 

complete genes. In addition, six pairs of human and mouse sequences are added from 

the SWISSPROT database. So this training dataset has 39 pairs of sequences in 

total. Parts of the dataset are used for testing as well and this data set is called 

SCIMOG. Another testing dataset, which is called the MIT data set by SGP2's 

authors, is derived from the dataset used by AGenDA. It is constructed by Batzoglou 

et al. [49]. This dataset has 117 orthologous human and mouse genes. But the pairs 

of sequences with multiple . genes have been discarded. Also, those pairs in which 

the coding regions start at position 1 in either sequence of the pairs have not been 

considered. Therefore, the final dataset used by SGP2 has 110 genes. Some overlap 

between the first and the second dataset have remained. Human and mouse databases 

are built from both datasets. SGP2 has been compared with GenScan, ROSETTA 
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and TBLASTX. Table 3.1 and 3.2 show the comparisons on the first and second 

datasets. They are compared at nucleotide and exon levels. For the first dataset, the 

nucleotide sensitivity is close to GenScan's sensitivity while its specificity reaches 0.97, 

which is higher than GenScan. Compared to TBLASTX, SGP2 has a significantly 

better performance. At exon level, the sensitivity is slightly lower than GenScan and 

TBLASTX, but the specificity is still better than the other two. As for the prediction 

on the second dataset, it has a better performance at nucleotide level than at exon 

level. At the nucleotide level its sensitivity is close to GenScan but it has a good 

Table 3.1: Performance Comparison of the Performance on the SCIMOG Data Set [1] 

Nucleotide-Level Exon-Level 

Programs Sn Sp Sn Sp ME WE 

SGP2 0.94 0.97 0.80 0.87 0.10 0.02 

GenScan 0.98 0.86 0.84 0.75 0.04 0.14 

TBLASTX 0.89 0.76 0.82 - 0.19 0.11 

specificity which is higher than GenScan. Plus, its performance is approaching that 

of ROSETTA. At exon level, the sensitivity of SGP2 is much lower than GenScan 

and the specificity is somewhat higher. 

For both datasets, SGP2 has the lowest WE, but the ME is relatively high. All 

in all, the experiments on these two datasets present that SGP2 has a comparable 

performance with GenScan and ROSETTA. 

Also, SGP2 has been tested on human chromosome 22 which is probably the best 

annotated human chromosome [1 J. The database used in this test is the masked 
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Table 3.2: Performance Comparison of the Performance on the MIT Data Set [1] 

Nucleotide-Level Exon-Level 

Programs Sn Sp Sn Sp ME WE 

SGP2 0.96 0.97 0.71 0.79 0.12 0.03 

GenS can 0.98 0.89 0.82 0.75 0.06 0.13 

TBLASTX 0.94 0.79 - - 0.13 0.13 

ROSETTA 0.95 0.97 - - 0.02 0.03 

whole genome of the mouse genome (MGSCv3) . Results of SGP2 are compared with 

GenScan , GenomeScan and GENEID at the nucleotide,· exon and gene levels. The 

comparison is shown in Table 3.3. At both nucleotide and exon levels, GenomeScan 

Table 3.3: Performance Comparison of the Performance on Human Chromosome 

22 [1] 

Nucleotide-Level Exon-Level Gene-Level 

Programs Sn Sp Sn Sp ME WE Sn Sp MG WG 

SGP2 0.83 0.67 0.68 0.56 0.16 0.31 0.13 0.10 0.36 1.14 

GenS can 0.86 0.50 0.70 0.40 0.13 0.50 0.06 0.04 0.11 0.45 

GenomeScan 0.87 0.44 0.72 0.36 0.10 0.55 0.11 0.06 0.12 0.52 

GeneiD 0.80 0.63 0.66 0.53 0.19 0.35 0.09 0.07 0.14 0.39 

has the highest sensitivities and GenScan is inferior to it , while SGP2 is in between. 

But SGP2 is more specific than the other t hree programs and GenomeScan is the least 

specific. At gene level, the performance of SGP2 is outstanding. Wherea.-; GenScan 
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is lowest on both sensitivity and specificity. 

3.2.3 Comparison of AGenDA and SGP2 

After having given an overview about the structures and experiments of AGenDA and 

SGP2 respectively, we comprehensively analyzed the two gene finders in detail , show­

ing their differences and common features in terms of the architectures, applications 

and performance. 

Comparison on -the Architectures 

The similarity between the architectures of AGenDA and SGP2 is that they both 

need alignments of sequences. However, AGenDA uses dynamic programming to cal­

culate the maximum score of candidate exons from the alignment for obtaining an 

optimal chain of them, while SGP2 assembles the optimal alignment and the optimal 

gene structure from GeneiD to attain the final prediction. Therefore, for AGenDA, 

its prediction mostly depends on the performance of the alignment, but SGP2's pre­

diction of genes is based on both cross-species comparative sequence analysis and 

ab initio gene prediction. With respect to aligning sequences, AGenDA considers 

local and global alignments because of DIALIGN, while SGP2 just considers local 

alignment (TBLASTX is a local alignment program). 

In other words, AGenDA has a general architecture for cross-species comparative 

analysis, and SGP2 has an architecture which uses combination methods. 

Comparison on the Application and Performance 
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AGenDA is a web-ba.-;ed gene finder. After submitting sequence files of two species 

and selecting parameters, the prediction file will be generated. In the result files, the 

numbers of predicted genes and exons are given. Also information on predicted exons 

is listed, such as the position of beginning and ending, the score, the strand and 

the reading frame. As for SGP2, after running TBLASTX separately, the alignment 

is collected and the query sequence is fed to SGP2. SGP2 outputs each predicted 

gene and information on the predicted exons belonging to the gene. This information 

includes the types of exons (first, internal, terminal and single) , the beginning and 

ending positions, the score, the strand and the reading frame. For application, the 

deficiency of AGenDA is that the size of the data sets are moderate because DIALIGN 

is slower than alternative programs for alignment. Only sequences up to 200kb in 

length are acceptable. 

Both programs have run on the data set created by Batzoglou et al. [49] . In the 

testing of SGP2, this data set is called the MIT data set. Table 3.4lists the sensitivity 

and specificity of the two programs at exon level. On this data set, AGenDA shows 

Table 3.4: Performance Comparison on the MIT data set [1, 2] 

Programs SGP2 AGenDA 

Exon- Sn Sp Sn Sp 

Level 0.72 0.79 0.76 0.78 

a better sensitivity to exons, while SGP2 is slightly more specific for exons than 

AGenDA. Their performance on this data set is pretty close. 
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Discussion 

AGenDA is a typical gene finder using cross-species comparative sequence analysis, 

whereas SGP2 combines the alignment of different species with the result of an ab 

initio gene finder. Ab initio approaches can provide prediction based on a whole gene 

structure. Therefore, SGP2 may take advantage of the ab initio gene finding methods 

to make up for what cross-species comparative analysis is not good at. 

Regarding application and performance of the two gene finders , although AGenDA 

has a similar performance to SGP2 on that data set, AGenDA may have the best per­

formance at predicting genes just depending on comparison of Homo sapiens and Mus 

musculus, because its parameters are optimized for human and mouse. Furthermore, 

the maximum length of input sequences is a limitation for AGenDA, that restricts 

AGenDA not to predict genes of long DNA sequences. If long sequences of DNA 

are split into smaller pieces, some critical genetic information may be missed. In 

comparing the result files of AGenDA and SGP2, SGP2 provides more detailed infor­

mation than AGenDA. Additionally, SGP2 has been tested on human chromosome 22 

and had an acceptable performance on this dataset. In conclusion, SGP2 can supply 

satisfying prediction of genes by comparing sequences of different species. 

Conclusion 

Our study aims at discovering some novel genes and genetic information of hu­

mans and the cross-species comparative sequence analysis shows the ability to explore 

some undisclosed areas of human DNA sequences. Because of evolution, present-day 

creatures are more and less genetically similar; important genetic information is con-
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served between different species. Based on this theory, the cross-species comparative 

sequence analysis has been presented and applied. 

The essence of the comparative sequence analysis is sequence alignment which 

includes local alignment and global alignment. Cross-species comparative gene finders 

usually first align sequences and subsequently apply an algorithm to predicts genes. 

The commonly used algorithm is dynamic programming. AGenDA has a structure 

like this and it makes use of both local alignment and global alignment. Whereas 

SGP2 considers both predictions from comparative sequence analysis and ab initio 

gene finder GeneiD, and it uses TBLASTX, a local alignment sequence tool. We have 

conducted the study of AGenDA and SGP2. AGenDA's experiment on the MIT data 

set shows that its performance on this data set is close to GenScan. Experiments 

of SGP2 show that its predictions on the two data sets, SCIMOG and MIT, are 

competitive to the results from GenScan and better than the results from TBLASTX. 

It indicates that SGP2 reaches the performance of the ab initio gene finders and its 

performance is better than the gene finders that just use sequence alignment. We 

choose SGP2 as the cross-species comparative sequence analysis module of our work. 
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Chapter 4 

Combination Methods and Three 

Applications 

Since ab initio and sequence similarity approaches both have some disadvantages 

limiting detecting novel genetic information, combination methods have been brought 

out. In this chapter, we give an overview of combination methods. Two types of the 

methods are described by giving some examples. Then our work on three gene finders 

is presented. We choose GAZE [3], J IGSAW [5] and ExonHunter [6] because they are 

currently outstanding research vyorks on combining a variety of evidence to predict 

overall gene structures. We introduce and compare these gene finders based on their 

architectures, applications and performance. 

4 .1 Overview of Combination Methods 

Ab initio gene finding approaches are restricted by the knowledge of DNA and RNA 

sequences or genetic sequences, while sequence similarity approaches depend on genes 
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which have already been identified. Therefore, Home unknown or novel genes would 

be missed when the two methods are applied independently. In addition, some of 

programs put more efforts in predicting certain genetic features, while other programs 

can provide more accurate predictions on other features. Therefore, combination 

methods have been proposed to integrate the evidence predicted by two or more 

programs so that more precise gene structures can be built and thus more accurate 

predictions can be generated. 

In general, combination methods could be mainly classified into two types: one 

is to parse the outputs/evidence from different programs into a gene model by a 

statistic approach; another ·type is to just combine the outputs/evidence from differ­

ent programs by applying the rules proposed by Katsuhiko Murakami and Toshihisa 

Takagi [8] . The first type usually builds a gene model by a statistic method and then 

the outputs/ eviendence from some programs are complementary to the gene model. 

HMMs, dynamic programming, neural networks, decision trees, Bayesian networks 

or other algorithms is applied to integrate evidence. The work presented in Stanke 

et al.'s paper [62] uses a Generalized Hidden Markov Model (GHMM) to integrate 

the external evidence into a probabilistic model. Usually a GHMM for gene predic­

tion defines a joint probability P(¢,s) for each pair of a DNA sequences and a gene 

structure ¢. In this paper, a piece of external evidence of the DNA sequence s, called 

hint, is taken into account to extend the GHMM. There are six types of hints, which 

stand for the translation start site, stop codon, the donor splice site, the acceptor 

splice site, the coding region and exon. Each hint is associated with each position i 

in the DNA sequences. Thereby, the joint probability is extended to P(¢,s,h)which 
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is specified as: 

P(¢, s, h)= P(¢, s) * II P(hi,t/¢, s) 
l$i$ 1.•1 

tETYPE 

(4.1) 

P(hi,t/¢, s) is a conditional probability and defined by three terms: P(hi,t/¢, s) is 

q+(t, g) when the hint is compatible with the gene structure ¢; the probability is 

q-(t, g) when the hint is compatible with the DNA sequence s but not the gene 

structure ¢; the probability is zero when the hint is not compatible with both of 

them. The conditional probabilities q+(t,g) and q-(t,g) (sis the type of the hint 

and g is its grade) are estimated from the training data. The hints are collected from 

EST and protein databases and generated by the program AGRIPPA which extends 

the local alignment search tool WU-BLAST. It uses a protein sequence database 

and an EST database to infer hints about the coding regions in the input DNA 

sequence. Resembling to this work, some other works, such as a Bayesian network 

framework [63], ExonHunter [6], JIGSAW [9], GAZE [3] and EuGene [64], combine 

the evidence from other programs to build gene models. 

Regarding the second type of combination methods, the programs parse and com-

bine the output data from other programs by applying certain rules. Originally K. 

Murakami and T. Takagi proposed the following five methods shown in Figure 4.1: 

1. AND-based method: only the overlapped exons, which are predicted by all the 

programs, are chosen. 

2. OR-based method: the exons predicted by at least one program are chosen. 

3. HIGHEST-based method: the exons having the highest probability scores 

among all the programs are considered. 

4. RULE-based method: according to the performance of a data set, the exons, 
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Figure 4.1: An Example of the Five Methods proposed by K. Murakami et al. [8] 

which are predicted by the program with the best accuracy, have the highest priority 

among those predicted by other programs. 

5. BOUNDARY method: for each predicted exon in the cluster( one or more exons 

predicted), a probability of each boundary will be derived from the training data and 

then a new score E of the exon will be calculated as the Nth root of the multiplication 

of all the probabilities of the boundaries. The exons with the highest new scores E 

will be the candidates . . 

The gene finders EGPred [65] and GeneComber [66] are this type of programs. In 

EGPred, there are five steps. Initially query sequellce is searched against the RefSeq 

protein database with an expectation value (E-value) < 1 by BLASTX. Then the 

second BLASTX search is to retrieve all the possible coding regions with relaxed pa-

rameters (E-value < 10) against the proteins found in the first BLASTX search. The 

third BLASTX search is to detect the intron regions of the query sequence against 
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the intron database [67]. All the obtained exons and intron~ are compared to filter 

the exons: the exons with 40% or more overlapping with the introns will be removed. 

Subsequently, a web-based tool NNSPLICE [68] is used to detect the start/stop codon 

and splice sites in the remaining candidate exons. Finally the prediction from Gen­

Scan or HMMgene are combined with the candidate exons from the similarity search. 

The exons from the ab initio program and the similarity search are classified into five 

groups for combination. The rule is that the boundaries of the exons predicted by 

the ab initio programs will be modified only when the evidence from BLASTX or 

NNSPLICE are higher than a cutoff threshold. 

Another program, GeneComber, integrates two ab initio programs GenScan and 

HMMgene by using AND-based and OR-based rules. Three algorithms are devel­

oped: EUI (Exon Union-Intersection), GI (Gene Intersection) and EULframe (Exon 

Union-Intersection with Reading Frame Consistency). When the exon probability 

scores of GenS can and HMMgene are all higher than or equal to a threshold Pth, EUI 

considers the regions predicted by at least one program. Otherwise, EUI considers 

the overlapped regions when the probability scores are all lower than the threshold. 

The optimal value 0. 775 is selected as the threshold by the experimental experience 

based on the data set in their study. Concerning GI, the candidate genes from both 

programs are all considered. The EUI method is used to filter the exons which belong 

to each GI gene. EULframe method is similar to the EUI method but also maintains 

reading frame consistency. Each gene is assigned a probability score which is the 

average of the scores for the exons belonging to the gene. The acceptor and donor 

sites are determined for each exon in the reading frame of the gene. If the genes from 

both programs are overlapped, the higher probability one is chosen to impose the 
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reading frame. EUI method is applied to filter the exons which are in the determined 

reading frame. This study is tested on the data set HMR195, the Burset/Guigo data 

set [12] and a Drosophila melanogaster Adh region [69] . Compared to the results of 

GenScan and HMMgene, the specificities of the three methods are improved more 

than the sensitivities at both nucleotide and exon levels. The test also demonstrates 

that EUI method would be best applied to short sequences, while GI and EULframe 

methods are more suitable for long sequences. 

4.2 GAZE, JIGSAW and ExonHunter 

4 .2.1 R eview of The Three Gene F inders 

GAZE 

GAZE provides a framework for the external evidence of signal sensors and content 

sensors. It does not work directly on gene sequences, but predicts a gene structure 

from input files with results being the scored signals and content. By using a dynamic 

programming algorithm, evidence is assembled and the highest score is obtained ac­

cording to a configuration file. This file specifies how features (signal sensors) and 

segments (content sensors) are combine.d into a complete gene structure shown as 

Figure 4.2. 

All input files of the evidence to GAZE have to be in the General Feature Format 

(GFF) which is an exchange format for feature description [70]. The configuration 

file, which is in XML format, directs how to read the lines from the GFF files and 
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; ~ phase 0 constraint 
: __. phase 1 constraint 
; ~ phase 2 constraint 
: - {> no phase constraint 

~segment 

0 length penally 

Figure 4.2: A GAZE-XML Gene Model for the Multiple Genes on Both Strands [3] 
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also defines the gene structures. In the configuration file, there are mainly four sec­

tions. The gff2gaze section declares how to obtain lists of segments and features from 

the input GFF lines. Each feature or segment is defined by "source" and "target", 

which indicate the start and end location of the feature or segment respectively. The 

dna2gaze section is to create features and segments from sequence motifs in input 

DNA sequences. Based on features and segments from evidence and input sequences, 

an overall gene structure can be scored with the sum of scores of the individual fea­

tures and segments. Nonetheless, some constraints and rules have to be defined so 

that the gene structure will be as similar as the real gene. Therefore, in the length­

functions section, length penalty functions are defined and segment qualifiers are 

given in the model section. Length penalty functions indicates that a given source 

and target pair is more likely at certain distance than any other distances. The func­

tions are expressed in < distance, penalty > pairs. Segment qualifiers denote the 

segments which act as supporting evidence of the region between a source and target 

pair. Moreover, the model section defines four constraints for calculating scores of 

qualifiers and some rules. Thil:i section tells GAZE how to asl:iemble the information 

of features and segments obtained from the gff2gaze and dnagaze;; sections into a unit 

to construct a whole gene model. 

According to the information from the configuration file, dynamic programming 

findl:i the highest scoring ge11e structure and the posterior probabilities is calculated to 

indicate how well the features fit to the gene structure. It. uses the following recursion 

to obtain the optimal structure. Let cfh ... cPn be the complete list of features ordered 

by sequence position in which BEGIN and END are ¢0 and ¢n+l· Then the recursion 

for the maximal score is: 
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V(O) = 0, (4.2) 

V(i) = maxj<i[V(j) + Segt(r/>j)-+(r/>;)(l(<Pj), l(<Pi))- Lent(r/>j)-+(r/>;)(l(<Pj), l(<Pi)) + g(¢i)] 

(4.3) 

t(¢) is the type of the feature. l(<P) is the location. g(¢) is the score. Segsrc-+tgt(X, y) 

is a sum of the scores for each segment type and Lensrc-+tgt(x , y) is the length penalty 

function. The maximal score is V(n+l) and the optimal structure is obtained by 

a traceback procedure which is storing the index j for the maximal score at each 

stage. Considering that commonly the gene structure with the highest score is not 

necessarily the correct one, GAZE calculates the posterior probability of features to 

measure how much the features match with the structure. The posterior probability 

is as following: 

pj( </Ji) = eF(i)+B(i)-F(n+1) (4.4) 

which F(i) is a Forward vector and B(i) is a Backward vector both of which are in 

log-space. F(i) denotes the sum of the exponential scores of all the "upstream" partial 

gene structures till the feature <Pi· Whereas B(i) denotes the sum of the exponential 

scores of all the "downstream" partial gene structure beginning from the feature <Pi· 

the posterior probability applied by GAZE could be the indicator of reliability for the 

results. 

GAZE has been applied on predicting genes of Caenorhabditis elegans and verte­

brates. GAZE uses the evidence produced by the program Genefinder for C. elegans, 

and the program GENEID [21] for the vertebrates. 

Since GAZE was originally anticipated to be a curation tool for C. elegans anno-
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tation, it focused on finding genes in this species. Regarding the training data set, 

GAZE has adopted a set of 325 mRNA-confirmed gene structures from the \iVorm­

Base WS52 database [71] which contains the curated gene structures associated with 

the "NDB_CDS" objects in the half of the C. elegans genome at the Sanger Institute. 

The 325 gene structures include 157 forward and 168 reverse strands. To construct an 

artificial test sequence, the genomic DNA underlying each gene structure is extracted. 

Half of the intergenic DNA to the nearest other curated gene in each upstream and 

downstream direction is chosen for each genomic DNA. The proportion of the protein­

coding in this sequence is 0.24. 

GAZE can not acquire the parameters of features, segments and length penalty 

functions by itself, so all the parameter analysis is obtained from Genefinder which is 

considered as one of the accurate gene prediction programs for worms. GAZE takes 

a set of frequency tables from Genefinder and a query DNA as inputs to predict 

the features and segments according to the frequency tables. The research work 

of GAZE has built three models. One is the standard model shown as Figure 4.2 

which is referred as GAZE_std. The other two are GAZE_tsplice and GAZE_EST. 

GAZE_tsplice incorporates the standard model with trans-splicing. Taking trans­

splicing into account is likely to avoid the mistake made by the confusion between 

the initial exon of a trans-spliced gene and an internal exon of a longer gene. Authors 

also integrated the EST matches into the model. The program EST _GENOME [72] 

has been applied to align the spliced eDNA to genomic DNA and thus produce a set 

of scored EST exons and their genomic positions. 

In order to guarantee that the evidence of each type are appropriately weighted, 

As for GAZE_EST model, GAZE considers a method called Maximal Feature Dis-
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crimination (MFD) [4] to estimate the optimal parameters and this is GAZE_EST 

model. For this model, authors divided the Wormseq into two sets. One is for train­

ing to get optimal parameters while the other is for testing. The results from the 

three models have been compared to the result from the gene prediction program 

Fgenesh [73] and the comparison is shown in Table 4.1 . 

Table 4.1: Performance Comparison for Wormseq (based on [3]) 

Exon-Level Gene-Level 

Programs Sn Sp Sn Sp 

GAZE_std 0.84 0.77 0.35 0.35 

GAZE_tsplice 0.86 0.80 0.47 0.42 

GAZE_EST 0.90 0.84 0.59 0.53 

Fgenesh 0.88 0.80 0.51 0.42 

Table 4.2: Exon-Level Accuracy by Exon Types (based on [3]) 

Initial Internal Terminal Single 

Programs Sn Sp Sn Sp Sn Sp Sn Sp 

GAZE_std 0.57 0.56 0.90 0.80 0.78 0.78 0.94 0.71 

GAZE_tsplice 0.72 0.67 0.89 0.83 0.81 0.74 0.94 0.59 

GAZE_EST 0.79 0.74 0.92 0.86 0.85 0.80 0.94 0.73 

Fgenesh 0.75 0.61 0.92 0.87 0.84 0.68 0.63 0.77 

Table 4.1 and 4.2 show the results. Apparently the accuracy of GAZE_EST at both 
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the exon and gene level is better than the other two models and Fgenesh as well. With 

respect to the sensitivity and specificity, GAZE_tsplice has been improved compared 

to GAZE_std, while GAZE_tsplice and GAZE_std are not better than Fgenesh. From 

each exon type at the exon level, Fgenesh is likely better on predicting internal exons 

than GAZE, but GAZE is better on single exons. 

GAZE has also been tested on a vertebrate, Homo sapiens [4]. It has used the 

H176 data set for training and the HMR195 data set for testing. The H176 data set 

was constructed by Guigo et al. [74] which comprises only human genomic sequences. 

The entries of the data set were extracted from the EMBL nucleotide database ver­

sion 50 (March 1997). The original data set has 178 sequences, but in this work 

the sequences HSADH6 and HSPVALB have been removed for their incorrectness. 

Instead of Genefinder, GENEID [21, 58] is used for Homo Sapiens to generate the 

parameters of signals, segments and length penalty functions. GAZE configures the 

model based on the results from GENEID. Its accuracy was improved four ways. 

One is to integrate the promoter prediction data from EPONINE_SCAN [75] into 

the model. Second is to adopt the exon length distributions from GENSCAN to the 

GAZE model. The third one is that the C+G% parameters from GENEID have been 

introduced into the GAZE model. The last one considers all three types of evidence 

(promoter prediction data, exon length distributions and C+G content). All models 

have been optimized by MFD. The comparison of these models are shown in the 

following table. GAZEtfsFD- IO stands for the GAZE model combining the promoter 

prediction data and having 10 parameters to optimize. GAZE:f::D- 4 stands for the 

model combining the exon length distribution and having 4 parameters to optimize. 

GAZE~JD stands for the model combining the C+G content. GAZE/:t.VD stands 
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for the model with all the three types of evidence. 

Table 4.3: Performance Comparison for Homo Sapiens (based on [4]) 

H176 HMR195 

Exon-Level Gene-Level Exon-Level Gene-Level 

Programs Sn Sp Sn Sp Sn Sp Sn Sp 

GAZEMFD 0.69 0.70 0.29 0.23 0.64 0.69 0.27 0.22 

GAZEMFD-10 
tss 0.72 0.73 0.32 0.27 0.65 0.71 0.27 0.23 

GAZEMFD-4 
exo 0.73 0.74 0.34 0.28 0.67 0.72 0.29 0.24 

GAZEMFD GC 0.72 0.73 0.32 0.26 0.70 0.74 0.27 0.22 

GAZEMFD 
all 0.76 0.76 0.37 0.31 0.70 0.74 0.33 0.27 

GenS can 0.82 0.75 0.40 0.35 0.77 0.73 0.37 0.33 

Fgenesh 0.64 0.60 0.30 0.25 0.64 0.63 0.32 0.29 

In Table 4.3, the results show that accuracy of the model with all the evidence is 

the best among all the other implemented GAZE models. Compared with GenScan 

and Fgenesh, GAZE models work better than or equally as good as Fgenesh. However, 

the best GAZE model does not outperform GenScan. 

JIGSAW 

JIGSAW [5] uses dynamic programming to combine diverse models and evidence 

from other gene prediction programs into a frame-consistent gene prediction. 

Essentially, a generalized Hidden Markov Model framework is constructed to pre-

diet an overall gene structure. Its structure is exhibited in Figure 4.3. In Section 
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4.1, we have briefly introduced how GHMMs are applied for predicting genes. A 

Figure 4.3: The Generalized Hidden Markov Model of JIGSAW [9] 

GHMM defines a joint probability of a sequence parse t and a genome sequence S : 

P(t,S). However, JIGSAW allows the external evidence provide the prediction of up 

to six features: start codon, stop codon, intron, protein coding nucleotide, donor and 

acceptor sites. Therefore, the joint probability of the sequence parse t becomes the 

probability between t, sequence S and evidence E: 

P(t, S, E) = P(Eit, S) x P(Sit) x P(t) (4.5) 

JIGSAW's purpose is to find the optimal parse maximizing the joint probability. For 

computing the optimally scoring parse, JIGSAW uses dynamic programming matrix 

D (j ,q) (j is the position and q is the state) to store the highest scoring sets of states 
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which are from the position i to j. 

Predictions of JIGSAW are based on an independence assumption, which is that 

predictions from each program are independent. However, even if JIGSAW follows 

this assumption, the number of parameters will grow exponentially as the number 

of programs applied goes up. To avoid this, the assumption is justified by the fact 

that the collection of programs used to predict each feature type are assumed to 

be independent. Therefore, an independent conditional probability, P(type jvtype), is 

defined for each six gene features. Vtype is a feature vector of one type. A function is 

defined to check if the feature would occur at the position k in the state q: 

h( k t S[ · '] B ) _ {P(typelvtype) 
q, 1 ype, z, J 1 k - 1-P(typelvtype) (4.6) 

Bk is the set of feature vector on position k. Then the dynamic programming matrix 

is: 

D(j, q) = maxi,q'P(qjgi,j, S[i, j]) * P(qjq') * D(i, q') (4.7) 

P(qjgi,j, S[i,j]) is the probability of state k aligning to the sequence (from the position 

i to j) S[i,j] given that all the feature vectors 9i,j is between position i and j: 

j 

P(qJgi,j, S[i,j]) =II II h(q, k, type, S[i,j], Bk) (4.8) 
k=i type 

For presenting the features of the evidence in JIGSAW, first feature vectors are 

built for all the features at each position k presented in the sequence S. To improve 

the flexibility of the type and amount of evidence, the independent conditional prob-

ability P(typeJvtype) for each feature is defined. This probability is estimated from 

the training set. The training is to count the the number of times that the evidence 

of each features occurs in the training set and subsequently a percentage of cases is 
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obtained for predicting the location of the feature. In this procedure, to avoid the 

problem of large sample space, a decision tree algorithm is applied to partition the 

feature vector space into subregions so as to distinguish the accurate set from the 

inaccurate set of the feature vectors. 

This research work used two test sets to evaluate JIGSAW on human gene predic­

tion [5]. One data set is 1563 random genes selected from a set of 17477 non-redundant 

RefSeq genes [76]. 2/3 of the data is used for training and 1/3 is for testing. The 

second data set is the annotations from the Havana group [77] in the 44 ENCODE 

regions. This data set does not overlap with the 1563-gene data set and includes some 

known alternatively spliced genes. As to the evidence, JIGSAW used an annotation 

database which was downloaded from the UCSC genome annotation database [78]. 

The collection of evidence includes eDNA from human genes, RefSeq genes from 

non-human species, predictions from ab initio gene finders such as Genscan, Geneid, 

GeneZilla and GlimmerHMM, the TIGR Gene Index [79] and others. The results 

of the first data set are shown in Table 4.4. \iVith respect to gene sensitivity, JIG­

SAW's predictions using three different combinations of evidence are not ru; good a::; 

the predictions from Ensembl and the eDNA alignment. But other results are better. 

Table 4.5 presents the performance on the ENCODE data set. The results from 

JIGSAW with four distinct combinations of evidence are compared with those from 

Ensembl, eDNA alignments and two comparative analysis tools: Twinscan [80] and 

SGP. eDNA alignments to Swiss-Prot/TrEMBL prote~ns performed outstandingly on 

the sensitivity at the gene, exon and nucleotide levels. Whereas JIGSAW using human 

expression evidence as input(the fin;t two rows) has the nearly l>est performance 011 
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Table 4.4: Performance Comparison on 1563 Test Genes (based on [5]) 

Nucleotide-Level Exon-Level Gene-Level 

Programs Sn Sp Sn Sp Sn Sp 

JIGSAW 0.90 0.98 0.87 0.89 0.59 0.66 

JIGSAW(no Ensembl) 0.90 0.98 0.86 0.88 0.55 0.62 

JIGSAW( all) 0.90 0.98 0.86 0.89 0.58 0.63 

Ensembl 0.85 0.95 0.85 0.80 0.62 0.50 

eDNA alignments 0.82 0.93 0.84 0.77 0.65 0.38 

Table 4.5: Performance Comparison on ENCODE Data set (based on [5]) 

Nucleotide-Level Exon-Level Gene-Level 

Programs Sn Sp Sn Sp Sn Sp 

JIGSAW 0.92 0.94 0.88 0.93 0.43 0.72 

JIGSAW(no Ensembl) 0.92 0.95 0.87 0.93 0.42 0.72 

JIGSAW(no curated genes) 0.89 0.93 0.85 0.89 0.31 0.54 

JIGSAW(no expression data) 0.85 0.85 0.73 0.76 0.15 0.24 

Ensembl 0.93 0.89 0.86 0.88 0.56 0.55 

cD N A alignments 0.94 0.91 0.88 0.92 0.63 0.48 

Twi11scan 0.78 0.86 0.70 0.65 0.12 0.20 

SGP 0.82 0.83 0.69 0.67 0.11 0.15 
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Hpecificity at the three levelH. They are much better than the other two JIGSAW 

performances(the fifth and sixth rows). The one with no curated genes which means 

no Ensembl and no Swiss-Prot/TrEMBL alignment input and another has no gene 

expression evidence. Ensembl and eDNA alignments have better performances than 

these two JIGSAWs. From all of the above results, in this work JIGSAW chiefly 

keeps the accuracy of sensitivity and specificity in a balance. According to t he tests 

of the ENCODE Gene Prediction Workshop (EGASP) [81], on human gene prediction 

JIGSAW in most cases outperformed both ab initio methods and other combination 

methods using homology. 

ExonHunter 

ExonHunter exploits the information from proteins, ESTs, genome-genome com­

parisons and sequence repeats and combines them into a probabilistic framework, 

which is based on a HMM. The HMM first models a basic gene structure consisting 

of signals and contents sensors, such as exons, introns, and intergenic regions. Thus a 

conditional probability distribution Pr(Aisequence) over all possible annotations A 

for a query sequence is defined. Next the external evidence will yield one or more ad­

visors which will be combined into a superadvisor to define a probability distribution 

Pr(Aievidence) over all the annotations. Finally the two probability contributions 

Pr(Aisequence) and Pr(Aievidence) are integrated by the Bayesian Theorem and 

the annotation A* will be found to maximise Pr(A*Isequence, evidence). A sketch of 

the architecture of ExonHunter is shown in Figure 4.4. 

The HMM is a generalized HMM similar to the ones of GENSCAN or AUGUS-
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Sequence X 

Labeling I'= argnlllXLPr(L~Y,E) 

Figure 4.4: ExonHunter's Brief Architecture [6] 

TUS [82], but it has three principal extensions. First, the transition and emission 

probabilities of ExonHunter 's HMM are determined by GC content level which is 

estimated from a lOOObp window around the current position. There are four GC 

content levels each of which covers 25% of the whole sequence. Whereas the HMMs of 

some other gene finders decide the two probabilities based on GC content of the whole 

sequence. ExonHunter makes this change because the GC content level could have sig­

nificant differences between coding and non-coding regions even within a single gene. 

The second extension is that ExonHunter uses higher order trees (HOT) models [83] 

to model donor and acceptor site signals. The HOT models capture the important 

non-adjacent intrasignal dependencies which provide more accurate estimates of prob­

abilities. The third difference of ExonHunter is the length distribution [84] . Length 

distribution is a disadvantage for HMMs since a geometric probability distribution 

will rise on the length of the region of a state. But the geometric distribution can not 

accurately estimate the length distributions of the elements. Therefore, ExonHunter 
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proposes a technique which is the geometric-tail distribution [84] to solve the problem. 

In this method, the length distribution is decomposed into two parts: a head with 

arbitrary distribution and a geometrically decaying tail. This technique helps model 

accurate exon and intron non-geometric length distributions. The HMM is the basis 

of the framework and thus ExonHunter is an ab initio gene finder when there is no 

external evidence input. 

The supplementary evidence is presented as advisors. In ExonHunter, there are 

four types of advisors: the advisors for protein alignments, EST alignments , genome 

alignments and repeats. For the query sequence, an advisor specifies a probability 

distribution over a set of annotation labels which correspond to signals and contents. 

As it is hard to estimate a complete probability distribution from some sources of 

information, an advisor is allowed to provide partial information. For example, the 

advisor predicting donor signals can not be used for estimating the probability of a 

position which is inside an intron. Accordingly, an overall probability distribution 

for each position will be created to coordinate the different advisors. It is called 

the superadvisor which is a probability distribution x* :;::: (x1 , ... , xn) over all labels 

at a particular position; Xi is the probability of the ith label from a set of labels. 

The problem in combining the advisor::> is that different advisor::> produce different 

partitions. Suppose that 7r a is a partition of the set of labels and S is the set of 

the partition element::>. If all the advisor::> do not conflict with each other, theu the 

sum of the probabilities in x* for all labels in S should be equal to the probability 

distribution over all the partition elements for the advisor a, Pa(S). However, actually 

the advisors are always in conflicts. Thus, the probability distribution x* should 

maximumly satisfy the constraints under which advisors are compatible with each 
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other. To find this probability distribution, ExonHunt.cr chooses to minimize the 

sum of the weighted distances between the ad vices and x*. It is defined as follows: 

dista(x*) = L . 1 
(S) · (Pa(S) - L x1) 

2 

SE1ra prwr jES 
(4.9) 

where 

prior(S) = 'Lprior(j) (4.10) 
jES 

and prior(j) is the prior probability of label j, which is estimated as the proportion 

of the genome annotated with a given label. Then the advisors are combined by a 

convex quadratic programming [85]: 

minimize L Wa · dista(x*) 
a 

subject to L x1 = 1, Xi 2:: Of or all the labels j E L 
jEI; 

where Wa is the positive weight of advisor a and I: is the set of labels. 

(4.11) 

(4.12) 

The last step in ExonHunter combines the superadvisor and the HMM. The final 

result is to find the most probable annotation given the sequence and the external 

evidence. It uses the Bayes' rule to calculate the probability: 

P (AI ) 
_ Pr(seq , eviA) · Pr(A) 

r seq, ev - p ( ) r seq,ev 
( 4.13) 

This formula is based on an assumption that is the DNA sequence and the external 

evidence are conditionally independent given the annotation A. Therefore, according 

to the formula 

Pr(seq, eviA) = Pr(seqiA) · Pr(eviA) 

and Bayes Theorem, Equation 4.13 can be ::;implified to: 

Pr(Aiev) 
Pr(Aiseq, ev) ex Pr(Aiseq) · Pr(A) 
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Here Pr(A) is the prior probability of the annotation A, which is a sequence of labels 

n 

Pr(A) = IT prior(li) (4.16) 
i=l 

Nevertheless, in practice the independence assumption is not true. Hence, a parameter 

a is introduced to the eq'uation to reduce the effect from the superadvisor: 

where a < 1. 

Pr(Ajev)a 
Pr(Ajseq, ev) ex Pr(Ajseq) · Pr(A)a ( 4.17) 

ExonHunter used the data set from ENCODE project [86]. The data set is split 

into the testing set and training set. The research work also used the ROSETTA 

set of 117 human single-gene sequences [87] collected by Batzoglou et al. [49] for 

the testing. For the training, a set of 1284 human single-gene sequences created by 

Stank [88] is adopted to train the HMM and all the parameters of advisors are trained 

on the ENCODE training data set. But 81 sequences from the Stank data set have 

been removed due to the significant similarities to the ROSETTA set used for testing. 

The training set included a set of 15,263 human splice sites from SpliceDB [89] for 

training the models of splice site signals. Additionally intergenic region lengths have 

been trained on a part of the annotated human chromosome 22 from the RefSeq [76]. 

ExonHunter compared its performance with other gene finders like GENSCAN, 

ROSETTA, SLAM and some others. The following Table 4.6 is the comparison with 

ExonHunter and other programs on the ROSETTA data set . From the table, it is 

significant that the sensitivities and specificities at all three levels from ExonHunter 

are higher or equal to those of other programs. Compared with ExonHunter including 

supplement evidence (EH column), ExonHunter without additional evidence (EH-nh 

54 

-- -- --------------------------------------------------------~ 



column) has lower performance, but is still better than most of other programs. 

Table 4.6: Performance Comparison on the ROSETTA Data set (based on [6]) 

Nucleotide-Level Exon-Level Gene-Level 

Programs Sn Sp Sn Sp Sn Sp 

GenS can 0.98 0.88 0.82 0.73 0.44 0.41 

ROSETTA 0.94 0.98 0.83 0.83 - -

SLAM 0.95 0.98 0.78 0.76 - -

Twinscan 0.98 0.89 0.84 0.77 - -

SGP1 0.94 0.96 0.70 0.76 - -

EH 0.99 0.93 0.91 0.83 0.74 0.66 

EH-nh 0.99 0.93 0.89 0.81 0.68 0.62 

Next table (Table 4.7) shows the comparison of performance on the ENCODE 

data set. In the first block of the table, it is the comparison among the ab initio 

gene finders in which ExonHunter has no additional evidence. The second block 

contains t.he gene finder TwinScan using genomic alignments and in the last block 

they are all the gene finders choosing various supplemental evidence. Compared with 

other gene finders which either use ab initio methods or combination methods, the 

performance of ExonHunter is in between. Its performance on the sensitivity at the 

nucleotide level is relatively better than the other sensitivities and specificities at 

the nucleotide and ex on levels. It is analyzed that the reason for the lower exon 

sensitivity is probably the simple methods for aligning the protein database to the 

query sequence. Concerning the lower specificity of ExonHunter. it is because there is 
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Table 4.7: Performance Comparison on the ENCODE Data set (based on [6]) 

Nucleotide-Level Exon-Level 

Programs Sn Sp Sn Sp 

GenS can 0.85 0.44 0.59 0.37 

ExonHunter(no adv.) 0.79 0.52 0.55 0.39 

GeneiD 0.74 0.78 0.47 0.59 

TwinS can 0.77 0.83 0.52 0.65 

JIGSAW 0.95 0.92 ' 0.80 0.89 

TwinS can (ESTs) 0.87 0.92 0.76 0.88 

Fgenesh 0.91 0.77 0.75 0.69 

ExonHunter 0.93 0.67 0.69 0.51 

RefSeq 0.86 0.98 0.64 0.83 
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no penalty for the unsupported genes in ExonHunter. Nevertheless, according to the 

evaluation results, sensit ivity and specificity of ExonHunter at the gene level are 29% 

and 10%, compared to the 17% gene sensitivity and 6% gene specificity performed 

by GenScan. It can be. demonstrated that ExonHunter is engaged in finding as many 

possible genes as the query sequence probably has. 

4.2.2 Comparison of the Three Gene Finders 

Comparison on the Architectures 

Among the present gene finders, the three gene finders comprehensively combine 

the external evidence that includes predictions of both signal and content sensors. 

Firstly they all construct basic gene structures. Then the evidence is applied as a 

complement so that more accurate gene structures could be obtained. GAZE uses 

an XML file to describe a gene model and to assemble the evidence into a model. 

Subsequently, a dynamic programming algorithm calculates the highest score of the 

model. In JIGSAW, a generalized HMM (GHMM) is applied to build an overall 

gene structure. Evidence is combined into this GHMM by a dynamic programming 

algorithm. ExonHunter also has a GHMM for building a whole gene model. The 

supplemental evidence is integrated into the gene model by dynamic programming and 

the help of the Baysian Theorem. A summary for the comparison of the architectures 

is listed in Table 4.8. 

Regarding the frameworks of the three gene finders, both JIGSAW and Exon­

Hunter build basic gene models by GHMMs. The structures of GHMMS are similar, 
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Table 4.8: Summary for the Comparison on the Architectures 

Method for Building Algorithm for Evidence from Cross-Species 
Programs 

a Gene Model Combining Evidence Comparative Sequence Analysing 

GAZE XML Dynamic Programming No 

JIGSAW GHMM Dynamic Programming Yes 

GHMM* Baysian Theorem Yes 
ExonHunter 

and Dynamic Programming 

*It has some extensions on GC content, signal .models and length distribution 

but ExonHunter's HMM has some extensions for GC content, signal models and 

length distribution. Moreover, there is an essential difi'erence between the GHMMs 

of JIGSAW and ExonHunter: in JIGSAW the evidence is a part of the GHMM for 

building a whole gene structure, while the GHMM of ExonHunter can construct a 

gene structure without any evidence. In other words, ExonHunter is an ab initio gene 

finder when no external evidence is input, but JIGSAW is not. Unlike JIGSAW and 

ExonHunter applying HMMs, GAZE defines a gene structure by the configuration 

files written in XML and then sets the parameters of the model by the predictions 

from other gene finders . This is a novel method to build gene models. 

After having fundamental frameworks, the programs will coordinate the incor­

peration of evidence into their frameworks. GAZE and JIGSAW apply dynamic 

programmings to integrate evidence. Besides defining gene models , the XML file of 

GAZE configures how to read lines of input evidence files so that the parameters of 

the model are determined. Then a dynamic programming algorithm decides the best 

gene structure by calculating the highest score. JIGSAW assembles evidence into its 

framework by adding an independent conditional probability to the GHMM. Simi­

larly, JIGSAW predicts the best gene structure by dynamic programming. Whereas 
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ExonHunter initially coordinates different evidence into the superadvisor that is an 

overall probability distribution for each position. Afterwards, it adopts the Bayesian 

Theorem to join the superadvisor and the predictions from its HMM. 

As to the choice of the evidence, the three gene finders all combine the predictions 

of up to six features: start/stop codon, donor/acceptor site, coding regions and in­

trons. JIGSAW and ExonHunter exploit the predictions from different gene finders, 

while GAZE considers the predictions produced only by Genefinder for C. elegans 

and by GENEID for vertebrates. Therefore, compared to JIGSAW and ExonHunter, 

the limitation of GAZE is that GAZE cannot consider predictions from comparative 

sequence analysis. Nevertheless, comparative sequence analysis approaches are very 

helpful for predicting genes now. 

Comparison on the Applications and Performance 

Aside from a comparison on the architectures of the three programs, we also 

tested these gene finders and compared their performance in term of the sensitivity 

and specificity. Since evidence for each program is difl:'erent, we firstly compare the 

evidence they adopt and the formats of the evidence files defined by the programs. 

Next, we discuss their performance according to the experiments mentioned in the 

section 4.2.1. Also we compare the performance of GAZE and ExonHunter on the 

hmr195 data set. 

The three gene finders all have their own specific requirements for the formats of 

the evidence files. For input files of evidence, GAZE requires files in the GFF format. 

JIGSAW reads several file formats: ''btab" and "gff" in general, and "glimmerm" 
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from GlimmerM or GlimmerHMM, "phat" from PHAT, "fgenesh" from Fgenesh, 

"genemarkhmm" from GeneMark, "genscan" from GenScan and "snap" from Snap. 

Before execution of both GAZE and JIGSAW, evidence should be collected and saved 

in specific directories by running gene finders corresponding to the evidence. Exon­

Hunter has its default configuration for these programs. It supports evidence of repeat 

masking, ESTs and protein from RepeatMasker, SIM4 and WUBLAST, and blastx, 

respectively. These programs are executed to obtain evidence when ExonHunter is 

running. If users prefer to use other evidence to ExonHunter, they need to create 

their own tasks, which means the parameter files have to be created by users. In 

summary, currently evidence cannot be flexibly and easily chosen and integrated into 

the frameworks of combination-method gene finders. Either evidence is restricted by 

file formats required, or it is too complicated for users to select and apply their own 

evidence. 

Based on the discussion of the experiments on the three gene finders , we can draw 

general conclusions about their performance. Overall, the three programs all show 

a better performance than ab initio gene finders. Also, they are better than gene 

finders that only apply comparative sequence analysis. JIGSAW may have the best 

performance among the three programs. In terms of sensitivity and specificity at all 

levels, nucleotide, exon and gene, JIGSAW and GAZE can keep a balance, whereas 

ExonHunter ::;bows that it::; ::;eusitivity i::; always better than its specificity. In the 

review section about ExonHunter, we presented that JIGSAW and ExonHunter were 

both tested on the ENCODE data set. The results are listed in Table 4.7. JIGSAW 

achieves higher sensitivity and specificity than ExonHunter does at both nucleotide 

and exon levels. Especially at exon level JIGSAW is much more outstanding than 
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ExonHunter. 

Since this thesis uses the HMR195 data set as a test data set, we have compared 

the performance of ExonHunter and GAZE on this data set . GAZE was trained on 

the Hl76 data set and the evidence produced by GeneiD was applied. Its parameters 

have been optimized by MFD. ExonHunter trained its HMM on a set of 1284 human 

single-gene sequence created by Stanke and Waack. It adopted the following external 

evidence: repeats, human ESTs alignments, mouse ESTs alignments and human 

protein alignments. Table 4.9 presents the evaluation results. Although optimized 

GAZE is better than one without any optimization, 

Table 4.9: Performance Comparison of GAZE and ExonHunter on HMR195 

Exon-Level Gene-Level 

Programs Sn Sp Sn Sp 

GAZEceneiD [4] 0.61 0.65 0.13 0.12 

GAZEcenein(M L) [4] 0.56 0.68 0.23 0.19 

GAZEcenein(M F D) [4] 0.64 0.69 0.27 0.22 

ExonHunter 0.88 0.35 0.56 0.19 

its sensitivities are lower than those of ExonHunter at both exon and gene levels. 

Nevertheless, ExonHunter 's specificities are not as good as those of GAZE, especially 

at exon level. Accordingly, ExonHunter is more sensitive to genes and exons than 

GAZE, but GAZE is able to identify genes and exons more correctly. This result of 

the comparison is not unexpected in that the purpose of ExonHunter is finding as 

much genetic information as it possibly can. Therefore, ExonHunter predicts more 
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possible genes and exons, but the correctness is somehow lowered. Although GAZE 

is not prominent, its sensitivities and specificities at both levels are close. It has an 

average performance which shows that GAZE can provide good specificities to genes 

and exons and does not lower its sensitivities. 

Discussion 

In conclusion, JIGSAW and ExonHunter adopt a wider range of evidence that 

can includ~ predictions from programs using comparative sequence analysis, whereas 

GAZE cannot. Although ExonHunter's outstanding sensitivity indicates that it is 

good at predicting as many genes as possible, JIGSAW and GAZE show that they 

could not only guarantee the correctness of predictions but also keep sensitive to 

genes and exons. As to the usage of these programs, all have their advantages and 

disadvantages. To run GAZE, an XML file needs to be created for each species on 

which the prediction will be made. With respect to JIGSAW, though it has better 

performance than the other two, the collection of evidence is not a pleasant work. In 

addition, JIGSAW cannot run multiple-sequence files, which are universally used now. 

Compared with JIGSAW and GAZE, ExonHunter does not have better performance, 

but it is easy to use and to obtain result files relatively fast. Additionally, ExonHunter 

can also be used as an ab initio gene finder. 

All in all, the three gene finders demonstrate that combination methods truly 

improve the accuracy of gene prediction. This class of gene finders is limited by the 

incompleteness and availability of evidence. As more knowledge about genomes of 

further ::;pecies is obtained, evidence will become more and more refined. Vve think 
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that how to extend the types of evidence and how to conveniently integrate new 

evidence into existing frameworks is an important issue. It is crucial to make gene 

finders simple and friendly for researchers who are from biology, pharmacy and other 

research areas instead of computer science. 

Conclusion 

Up to now, the studies done on the combination methods have shown that the ac­

curacy of computational gene prediction could be improved by exploring the existing 

methods and programs. The gene finders applying only either ab initio algorithms or 

similarity search approaches cannot meet the demand for today's accuracy. Combi­

nation methods are in development and promise to take advantage of the currently 

available programs to improve the performance. We reviewed and summarized the 

present research work employing combination methods. In this chapter , we cate­

gorized them into two types. The first type of gene finders builds a gene model 

by statistical algorithms and evidence from other programs is complementary to the 

gene model in order to improve the accuracy of the gene model. The second type only 

considers outputs from different programs and integrates the outputs using certain 

rules presented by K. Murakami and T. Takagi. We found that the first type of gene 

finders is more precise and flexible to make use of evidence, while the second type is 

simpler for users to integrate other evidence. 

By working on the three gene finders, we have a sense that ExonHunter is easier 

for using and meanwhile it can have reasonable results. for predicting genes. This is a 

critical qualification of a gene finder. Therefore, this part of our work inspires us to 
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develop a framework that has the ability to easily combine evidence and also to give 

out reliable prediction results. 
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Chapter 5 

Two Algorithms to Combine 

ExonHunter and SGP2 

After surveying work done on predicting genes, we found that the tendency in gene 

prediction is to use combination methods. Current gene finders using cornbination 

methods have improved the accuracy on predicting genes. In addition, some of these 

gene finders are flexible for external evidence; users can choose predictions from some 

other programs to integrate into the gene finders. However, we also recognize that it 

is a bit hard for users to integrate additional evidence into whole systems. Ther are 

two main reasons. First, the formats of external evidence are variable and thus there 

is a heavy workload for converting formats. Second, there are some limitations on ev­

idence; either certain types of evidence are allowed to use, or certain source programs 

of evidence are used. Inspired by GeneComber [66]'s work, we have a thought of a 

system, which can eliminate the two main limitations: users can combine evidence 

from any programs they prefer and the combination process is simplified. To achieve 
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this, our work described in this thesi:-; adopts a gene finder u:-;ing combination meth­

ods and another gene finder using comparative sequence analysis, and then combines 

their predictions. 

According to our work described in chapter 4, we choose ExonHunter as the basic 

framework of our work from the three gene finders, because ExonHunter predicts as 

many possible genes as it can. This is useful for detecting novel genes. Also, the 

usage of ExonHunter is simpler than the other two and it can give good predictions. 

However, the methods applied by ExonHunter for aligning the protein database to a 

query sequence are relatively simple which may affect its exon sensitivity. In order 

to improve the cross-species comparative sequence analysis module of ExonHunter's 

framework, the gene finder SGP2 has been considered based on our work introduced 

in chapter 3. 

At the beginning of this chapter, the motivation of the thesis, which is the heart 

disease Sudden Cardiac Death, is reviewed. Next, we demonstrate the two algorithms 

we developed. In the experimental section, first the genomic properties of Homo 

sapiens, Mus musculus and Canis familiaris are reviewed because we predict genes 

on human chromosome 3 by using the mouse and dog databases. We also briefly 

introduce human chromosome 3 and the mouse and dog databases we use. Then the 

results of our algorithms running on the HMR195 data set are discussed. Finally, we 

give our predictions of the sequence between the markers D3Sl259 and D3S3659 on 

human chromosome 3 and analyse the results. 
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5.1 Overview of Sudden Cardiac D eath 

It is known that Sudden Cardiac Death (SCD) is the most mysterious and deadly of 

the cardiac diseases. Each year the number of Canadians dying of SCD is between 

35,000 to 45,000 and there are about 325,000 adult deaths in the United States. 

More people died from this disease than from AIDS, breast cancer, and lung cancer 

together [90]. SCD is an unexpected death due to cardiac causes involving an abrupt 

loss of consciousness owing to the disruption in cerebral blood flow [91]. It may occur 

in the patients who may or may not have any symptoms of heart diseases. 

However, with the exception of an implantable defibrillator, there are few effective 

approaches to prevent SCD and even fewer clues with respect to patient phenotypes 

predisposed to life-threatening arrhythmias [92] . Therefore, it is necessary to clarify 

the genetic risk and to identify genetic factors that can advance the study of SCD. 

It is increasingly clear that genetic factors may play a role in the development of 

myocardial substrate associated with a predisposition to thrombosis and arrhyth­

mia [91]. There are three main lines of evidence [92] which indicate that the inherited 

sequence variation provides a potential risk for SCD. Firstly, inherited mutations in 

coding sequences in at least seven cardiac sarcolemmal, N a+, J<+ and Ca+ ion chan­

nel subunit genes result in increased propensity to SCD. The second evidence is the 

interaction between some channel proteins and a number of "proarrhythmic" drugs 

and environmental agents. The third one is family history. This evidence comes 

from two large retrospective epidemiological case-control studies conducted in broad 

community-based populations. Thus it is critical to study the families with the his­

tory of SCD and identify the genes related to the disease. In recent years scientists 
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discovered some genes and new genetic pathways in SCD. For example, researchers 

at the University of California, San Diego (UCSD) Institute of Molecular Medicine 

(IMM) found that the gene KChiP2 is related to SCD [93, 94] and later discovered 

a new genetic pathway playing a pivotal role [95]. But genetic variants associated 

with instances of sudden cardiac death are far more prevalent and diverse than first 

thought, especially among minorities. Idiopathic long QT syndrome is a rare familial 

disorder for heart diseases and more than 200 mutations in the 7 genes related to long 

QT syndrome have been found [96]. One of the 7 genes is SCN5A and its mutation 

on chromosome 3 is one of the most common ones. Also, in 1992 [97] described 

the Brugada syndrome. In their study, a mutation in SCN5A on chromosome 3 is 

detected in 25-30% of the patients. 

To summarize, chromosome 3 is potentially related to SCD and there are still 

many unknown genes on this chromosome. Therefore, our study chooses to focus on 

human chromosome 3p25, especially the sequence between the markers D381259 and 

D383659. It is expected tl,l.at some unknown genes and novel coding sequences related 

to this disease will be predicted by our work. 

5.2 Algorithms 

Two algorithms have been developed in this the::;is to cornbiue gene finder ExonHunter 

with cross-species comparative gene finder SGP2. The fundamental idea of the two 

algorithms comes from research done by Murakami et al. [8] and Rogic et al. 's work 

GeneComber [66]. The algorithms follow the And-based and Or-based rules discussed 

in [8] to combine results from two gene finders. They follow different considerations 
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regarding priorities of exon and gene prediction, respectively. 

5.2.1 And-based and Or-based Rules at Ex on Level 

And-based and Or-based rules have been introduced in Chapter 4. This algorithm 

basically follows the two rules: for the And-based rule, it considers the overlapping 

exons and genes predicted by both ExonHunter and SGP2. While for the Or-based 

rule, it considers all the predicted exons and genes predicted by at least one of the 

two gene finders: ExonHunter or SGP2. 

To decide whether And-based or Or-based rule will be chosen, a threshold is 

calculated. Since ExonHunter does not provide any probability score in the predicted 

results, only probability scores of SGP2 results are considered and a threshold is 

determined by these scores. As shown in Figure 5.1, the algorithm fundamentally 

considers four cases: 

1. If the predicted exons given by ExonHunter and SGP2 overlap: 

• If the scores of SGP2 are higher than the threshold, then only the overlap­

ping regions of ExonHunter and SGP2 are considered; 

• Otherwise, all exons from ExonH unter including the overlapping regions 

with SGP2 are considered. 

2. If the exons given by ExonHunter and SGP2 have no overlap: 

• If the scores of SGP2 are higher than the threshold, all the predicted results 

given by both ExonHunter and SGP2 are considered; 

• Otherwise, only the exons from ExonHunter are considered. 
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And-based rule (when the score < threshold): 

ExonHunter 

SGP2 

(when the score >= threshold) 

Or-based rule (when the score >= threshold): 

ExonHuntar 

SGP2 

Figure 5.1: Graphical explanation to the first algorithm (at exon level). The boxe::; 

represent exons. 

How to find the threshold is an important issue for the algorithm. Here we deter­

mine the threshold as the average of all scores given by SGP2: not only the average of 

values, but also the central point of the distribution of all scores. Since the scores of 

SGP2 are randomly distributed in a wide range, the purpose of the threshold will be 

to ensure that the number of scores which are higher than or equal to the threshold 

is nearly equal to the number of scores lower than the threshold. Correspondingly, 

the value of the threshold should be close to the medium of all scores. 

We observed that the range of probability scores given by SGP2 is from -50 to 

+oo, but most of the scores fall between 0 and 100, some portion of the scores are 

between -50 to 0 and some between 100 to 1000, and a very small portion of them 

are significantly higher than 1000. According to this observation, we decided to only 
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consider scores between -50 to 1000 and ignore the minority of scores beyond 1000. 

First, the scores in this range are converted the values ranging for 0 to 1. Subsequently, 

the maximum and minimum scores in the range of -50 to 1000 are detected. For the 

consideration of the frequencies of the scores in different ranges, the weighted mean 

is applied to determine the threshold. It is calculated as: 

(5.1) 

where wi is the number of scores falling in the i-th range belonging to the whole 

range (0,1), Pi is the mean of the scores in the i-th range, and n is the total number of 

segments. The division of the whole range and the number of segments are determined 

by the distribution of all scores. To ensure that the average can evenly distributed 

all scores into two parts, we divide the whole range (0,1) into eight segments by 

experiments. 

This algorithm integrates ExonHunter and SGP2 at the exon level. It considers 

all candidate exons given by ExonHunter and SGP2 and the scores are probability 

scores of exons. 

5.2.2 And-based and Or-based Rules at Gene Level 

This second algorithm is similar to the first one, but it first looks at gene level and 

then exon level. It considers all candidate genes given by ExonHunter and SGP2. But 

only genes predicted by both gene finders are considered. Then for each candidate 

gene, the first algorithm is applied to decide the exons belonging to the genes. Figure 

5.2 illustrates how this algorithm selects the predicted genes and exons. 

First. the algorithm separates the predicted genes of each gene finders into two 
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Initial axon 
SGP2 ! p >= threshold J IP >= thresholdj 

Gene 

ExonHunter 
-r-------r-----+~--------~ 

I I I 

SGP2 : I p < threshol~ I I~< threshold I 

Gene 

Figure 5.2: Graphical explanation to the second algorithm (at gene level). The boxes 

with shadows represent exons. 

groups: one is for the genes on the "-" strand and another one is for the genes on the 

"+" strand. Then the algorithm compares one predicted gene from ExonHunter and 

another from SGP. If the start positions of the initial exons and the last positions of 

the last exons in the genes meet the overlapping criteria, the overlapping region of 

the two genes will be considered. Subsequently, the first algorithm will be used to 

the exons belong to the overlapping of the genes. 

5.3 Experiments and Discussion 

Here, our algorithms are applied on the data sets HMR195 and chromosome 3. The 

HMR195 data'3et is a benchmark data set so that we can analyse what improvements 

our work generates to the ExonHunter framework. The segment from D3S1259 to 

D3S3659 on human chromosome 3p25 is the motivation and goal of this work. Our 
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purpose is to detect genes and genetic information contained in this part of DNA. By 

comparing the result with the annotation of this segment, new genetic information 

that is probably related to sudden cardiac death could be discovered. 

For the evaluation, we have chosen the evaluation tool Eval [98] developed by the 

Computational Genomic Laboratory of Washington University. This software pro­

vides a set of statistics to show the similarities and differences between the standard 

annotations and the predictions. It reports the sensit ivities and specificities of gene, 

transcription, exon and nucleotide. Also, it reveals the statistical information about 

the main signals and certain characteristics of genes, exons and so on. Moreover, 

it can produce two types of plots: one is the histogram showing the distribution of 

the statistics and another plots the categories of exons or genes by their length or 

GC content. The input annotation and prediction files are required to be GTF file 

format [99] by Eval. 

5.3.1 Introduction to Data Sets 

Genomic Properties of Three Species(Homo sapiens, Mus musculus and 

Canis Familiar is) 

The Human Genome Project(HGP) began in 1990 and was completed in 2003. But 

it is just the first step in understanding human genomes. Human beings individually 

have 24 chromosomes (22 autosomal + X + Y) . In human DNA there are a total of 

approximately 3 billion DNA base pairs, estimated to contain 20,000-25,000 genes (In­

ternational Human Genome Sequencing Consortium 2004). Surprisingly, this number 
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of human genes is similar to or lower than the number of genes of simpler organisms 

such as Arabidopsis thaliana(26,000 genes) and pufferfish(33,000 genes). However, 

the human proteome has more complex architecture than invertebrates have due to 

alternative splicing. It is confirmed that alternative splicing is critical in creating 

the proteome diversity. Also it is estimated that the frequency of alternative splicing 

per gene ranges from 35% to 60% [100]. More than 98% of the human genome does 

not code for genes [101]; many portions of the human genome consist of repetitive 

DNA elements such as long interspersed elements, short interspersed elements and 

long-terminal-repeat retrotransposons. 

The house mouse (Mus Musculus) genome has had a huge impact on biological and 

medical studies. It is considered t.o be a sufficiently stable genome sequence. Many 

researchers have worked on the comparison of human and mouse genomes. Sequencing 

of the whole Mus musculus genome was completed in 2000. It has approximately 3 

billion base pairs and is estimated to have at least 30,000 genes [102]. Although the 

mouse genome is 14% smaller than the human genome, approximately 99% of mouse 

gene::; can find counterparts in human DNA. At the nucleotide level , approximately 

40% of the human genome can be aligned to the mouse genome [103]. Because 

human and mouse evolved from a common ancestor about 75 million years ago and 

both species have inherited the ancestor's genes, they have many common genetic 

elements. So far, 1200 new genes in humans have been identified by comparing with 

the mouse genome [104]; a significant number of these genes are likely to be involved 

in cancer and other diseases. Therefore, the mouse genome accelerates the speed 

of finding genes in the human genome and thus helps to better understand human 

diseases. 
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In 2005 the Broad Institute of MIT and Harvard announced the publication of 

the genome sequence of the dog (Canis familiaris) [105]. The genome of the domestic 

dog, which has a close evolutionary relation with human, is a new powerful tool 

for understanding the human genome. The origin of the domestic dog is the grey 

wolf in East Asia, which can be tracked back to at least 15,000 or probably as far 

as 100,000 years ago [106, 107, 108, 109]. The dog genome is similar in size to the 

genomes of humans and other mammals. It contains approximately 2.5 billion DNA 

base pairs. A survey paper [110], done on the dog genome sequence, demonstrates 

that more than 650 million base pairs (> 25%) of dog sequence align uniquely to 

the human genome, including fragments of putative orthologs for. 18,473 of 24,567 

annotated human genes. In addition, dogs are the most intensely studied animal in 

medical practice except for human [105]. In summary, dogs play an important role in 

the studies of the mammalian genomes and evolution and are helpful in discovering 

human diseases. 

Human Chromosome 3, Mus musculus Database and Canis Database 

Chromosome 3 is one of the largest human chromosomes [111] and it is composed 

of four contigs, one of which represents the longest unbroken stretch of finished DNA 

sequence so far. Chromosome 3 spans almost 200 million base pairs and represents 

about 6.5% of the total DNA in the cells. It pressumably has 1,000 to 1,500 genes. 

In [111], 1,585 gene loci have been annotated. Among them, there are 1,425 

known coding genes, 8 novel genes, 27 novel transcripts, 3 putative genes and 122 

pseudogenes. In this chromosome there are two gene clusters on the p-arm which 
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contain 18.9 and 21.1 genes per Mb falling into the base coordinates from 10 to 17 

Mb and from 41 to 55 Mb respectively. These two regions represent 26% of the genes 

on this chromosome. The sequence we work on is a part of p-arm. In addition, 

chromosome 3 is remarkable for having lowest rate of segment duplication in the 

genome. It only has 1. 7% of its bases composed of duplicated sequences compared 

to the whole genome average of 5.3% which is the lowest percentage for any other 

human chromosomes. 

This paper also presents some evolution studies that have been done on chromo­

some 3. It has been compared with chicken, African apes, chimpanzee, gorilla, rheus 

macaque and more. It is found that a large-scale pericentric inversion occurred in 

the ancestor of the African apes, chimpanzees and gorilla also is present in human 

chromosome 3 as well. Additionally, two scaffolds from the study of rheus macaque 

Mmul0 .1 assembly were found to span both breakpoints of the human inversion [111] 

and the inversion regions on chromosome 3 are characterized by segmental duplica­

tions [112]. The inv(3)(p25:q21) pericentric inversions may be the most interesting 

because they exist along with other accompanying chromosomal abnormalities which 

cause severe developmental abnormalities [113, 114]. Regions of segmental duplica­

tions involved in evolutionary rearrangements can be included in the rearrangements 

related to human disease as well. Furthermore, chromosome 3 includes a chemokine 

receptor gene cluster as well as numerous loci involved in multiple human cancers. At 

least 505 disease loci have been mapped to this chromosome. A large number of can­

cer lesions have also been mapped to it and cancer breakpoints likely correlate with 

the four known breakable sites on the chromosome. The paper concludes that chro­

mosome 3 is a rich resource for the study of evolution histories and for understanding 
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of human variations and diseases. 

In our experiments, the mouse chromosome 9 and the Mouse genome (mm9) [115] 

have been used as the databases for predicting the genes of HMR195 and human 

chromosome 3, respectively. The mouse genome has been assembled by NCBI and 

the sequence has been masked by RepeatMasker. We also tested our algorithms on 

a dog genome database. The database we selected is Canis_familiaris.BROADD2.48 

with DNA sequences in fasta format. This database was updated on November 30th, 

2007 from ENSEMBL's ftp website [116]. It contains the full sequence of the assembly 

of Canis familiaris genome. The sequence is the masked genomic DNA; interspersed 

repeats and low complexity regions are detected and masked. 

5.3.2 Results on HMR195 

In this experiment, the data set is HMR195 which has been concisely introduced 

in Chapter 4. We choose this data set because this benchmark is widely tested 

by other programs including ExonHunter. We evaluated the results by comparing 

with the annotation file of HfVIR195, which can be downloaded from the author's 

website [117]. Since ExonHunter performed better than SGP2, we compared the 

results of our algorithms with the result of ExonHunter. 

Results on t he M ouse D atabase 

To run ExonHunter combining the external evidences, some parameter files of the 

species are needed. These parameter files can be obtained from the ExonHunter's 

website or from one of the authors Tomas Vinar [118]. The parameter file package 
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used in our work is written for human. We apply all default external evidences: 

repeat, alignment of human ESTs database, alignment of mouse ESTs database and 

alignment of human protein database. For masking repeat sequences, RepeatMasker 

is applied. WUBLAST and SIM4 are used for aligning the human and mouse ESTs 

databases. BLASTX is selected for aligning the human protein database. Those 

databases have been downloaded from the NCBI ftp website [119]. First, tBLAST 

included in WUBLAST is used to obtain the alignment of HMR195 sequences and 

our mouse database. Then SGP2 predicts genes based on the HMR195 sequence file 

and the alignment. 

After running the first algorithm on ExonHunter and SGP2 result files , it predicts 

212 genes, 1398 exons (208 initial exons, 1228 internal exons and 212 terminal exons) 

and 1171 introns. The results are compared with the ExonHunter's results and the 

comparison is presented in Table 5.1. ExonHunter predicts 225 genes, 1044 exons (177 

initial exons, 642 internal exons and 177 terminal exons) and 819 introns. Except 

the sensitivity and specificity on nucleotide level, other measurements of the first 

algorithm are slightly lower than those of ExonHunter. Our nucleotide sensitivity 

reaches 100%, which means this algorithm is very sensitive to the nucleotides. 

The second algorithm is the one at the gene level. It predicts 225 genes, 1041 exons 

(224 initial exons, 818 internal exons and 224 terminal exons). Table 5.1 presents the 

comparison of the performance of our algorithm and ExonHunter. 

This algorithm performs almost as well as ExonHunter. The measurements on 

nucleotide level and the sensitivity on transcript level are higher than those of Exon­

Hunter. Wherea.'3 all the other measurements are close to ExonHunter's. Table 5.2 

presents the statistics of the predicted signals. "Pred" means the number of predicted 
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Table 5.1: Performance Comparison of Our Two Algorithms and ExonHunter on 

HMR195 (Mouse Database) 

Nucleotide- Transcript- Exon- Gene-

Level Level Level Level 

Sn Sp Sn Sp Sn Sp Sn Sp 

1st Algorithm 100.00% 49.63% 39.19% 13.74% 86.09% 25.73% 39.19% 13.74% 

(Exon Level) 

2nd Algorithm 99.96% 64.47% 55.41% 18.22% 88.73% 35.54% 55.41% 18.22% 

(Gene Level) 

ExonHunter 98.37% 37.89% 51.03% 19.11% 88.81% 35.73% 56.58% 19.11% 

Table 5.2: Comparison of the Two Algorithms and ExonHunter on Signals of HMR195 

(mouse) 

ExonHunter 1st Algorithm 2nd Algorithm 

Pred 819 1276 876 

Splice Correct 326 401 355 

Acceptor Sn 94.48% 94.46% 94.73% 

Sp 39.80% 31.43% 40.53% 

Pred 819 1377 1031 

Correct 330 415 417 
Splice Donor 

Sn 95.93% 95.63% 96.79% 

Sp 40.29% 30.14% 40.45% 

Pred 225 211 225 

Correct 60 57 58 
Start Codon 

Sn 80.87% 74.32% 78.38% 

Sp 26.67% 27.01% 27.11% 

Pred 225 211 225 

Correct 67 52 66 
Stop Codon 

Sn 91.34% 70.27% 87.84% 

Sp 29.38% 24.64% 29.33% 
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signals and "Correct" stands for the correctly predicted signals. "Sn" and "Sp" in­

dicate the correct sensitivity and specificity of the predicted signals. As we can see, 

our two algorithms predict more correct splice acceptor and donor sites than Exon­

Hunter does. But because the first algorithm predicts quite more splice sites than 

ExonHunter and the second algorithm do, its correct sensitivities and specificities 

are lowered. However, the second algorithm has higher sensitivity and specificity on 

the splice sites than ExonHunter. Other measurements are pretty close to those of 

ExonHunter except the specificity of start codons. 

Results on the Dog Database 

The HMR195 data set is aligned with this Canis database by tBLAST. Then 

SGP2 predicts genes based on the alignment and the HMR195 sequences. The re­

sults from ExonHunter are not changed, since the parameter files for the alignment 

in ExonHunter is just for mouse. For the first algorithm. it predicts 212 genes, 1385 

exons (207 initial exons, 1191 internal exons and 212 terminal exons) and 1107 in­

trans. Table 5.3 shows the comparison of the results from the first algorithm using 

dog database and from ExonHunter. As we can see, like the algorithm using the 

mouse database, the algorithm on Canis database still has better performance on nu­

cleotide level than ExonHunter. However, other measurements are lower than those 

of ExonHunter. 

The second algorithm predicts 231 genes, 1046 exons (224 initial exons, 825 inter­

nal exons and 224 terminal exons) and 815 introns. Its comparison with ExonHunter 

is shown in Table 5.3. 
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Table 5.3: Performance Comparison of Our Two Algorithms and ExonHunter on 

HMR195 (Dog Database) 

Nucleotide-Level Transcript-Level Exon-Level Gene-Level 

Sn Sp Sn Sp Sn Sp Sn Sp 

1st Algorithm 100.00% 61.00% 28.38% 9.91% 82.25% 24.77% 28.38% 9.91% 

(Exon Level) 

2nd Algorithm 99.96% 64.29% 54.05% 17.32% 88.73% 35.37% 54.05% 17.32% 

(Gene Level) 

ExonHunter 98.37% 37.89% 51.03% 19.11% 88.81% 35.73% 56.58% 19.11% 

Still, the performance of this algorithm is very close to ExonHunter's performance 

except that the measurements on nucleotide level and the sensitivity on transcript 

level are higher than those of ExonHunter. In Table 5.4, the statistics and measure­

ments of the predicted signals are given. The statement of each item is same with 

Table 5.2. Our two algorithms predict more splice sites and more correct ones than 

ExonHunter does. The first algorithm has a better sensitivity on splice acceptor than 

ExonHunter. The second one shows better performance on splice acceptor than Ex­

onHunter. Moreover, it is more sensitive on detecting splice donor than ExonHunter, 

but not as specific as ExonHunter is. As for the start and stop codons, our algorithms 

are not as good as ExonHunter. However, the second algorithm is slightly more spe­

cific for start codons than ExonHunter, because it predicts two more start codons 

than ExonHunter does. 
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Table 5.4: Performance Comparison of the Two Algorit hms and ExonHunter on 

Signals of HMR195 (dog) 

ExonHunter 1st Algorithm 2nd Algorithm 

Pred 819 1279 886 

Splice Correct 326 392 361 

Acceptor Sn 94.48% 94.75% ·94.75% 

Sp 39.80% 30.65% 40.74% 

Pred 819 1326 1033 

Correct 330 396 416 

Splice Donor 
Sn 95.93% 94.17% 96.79% 

Sp 40.29% 29.86% 40.27% 

Pred 225 212 231 

Correct 60 53 62 

Start Codon 
Sn 80.87% 68.92% 78.38% 

Sp 26.67% 25.00% 26.84% 

Pred 225 212 231 

Correct 67 38 63 
Stop Codon 

Sn 91.34% 51.35% 83.78% 

Sp 29.38% 17.92% 27.27% 
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5.3.3 Results on Chromosome 3 of Homo Sapiens (D3S1259-

D3S3659) 

The motivation of the thesis was to predict genes and discover some novel genetic in­

formation related to sudden cardiac death, on the sequence from D381259 to D383659 

on chromosome 3p25 of Homo Sapiens. The length of the sequence is about lOMbp 

(12073681-22914093) . In this section, we will present the predictions obtained by 

running our algorithms and compare the results with those predicted by SGP2. Be­

cause SGP2's prediction is better than ExonHunter's prediction. Also, SGP2 has 

predicted the genes on chromosome 3 and these predictions can be downloaded from 

a website [120]. 

In this experiment, we did a slight change for the first algorithm. We have con­

sidered a parameter from the result file of ExonHunter : the percentage of the pre­

dicted coding region that is supported by the evidence. To calculate this percentage, 

"CDS_support_abs" and "transcriptJength", which are provided in the result file of 

ExonHunter, are applied. "CDS_supporLabs" refers to the length of the predicted 

exon that is supported by evidence. "transcripUength" refers to the length of a pre­

dicted gene. We divided "CDS_support_abs" by "transcriptJength". Then a scale, 

which is in the range of [0,1], has been obtained. It is used to separate exons into 

two groups. One group contains the exons whose percentages are higher than or 

equal to 0.5 , while another group includes the exons whose percentages are lower 

than 0.5. When predictions are overlapping, the former group will be combined with 

the SGP2 results that are higher than SGP2's threshold , whereas the latter group 

will be combined with the SGP2 results that are lower than the threshold; otherwise, 
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the algorithm considers both predictions from the two gene finders when percentages 

of exons from ExonHunter are higher than 0.5 and SGP2's scores are higher than the 

threshold . This is shown in Figure 5.3. The second algorithm is same, but only uses 

Changed first algorithm (human chromosome 3): 

And-based rule (overlapped): 

ExonHunter 

SGP2 

Or-based rule (non-overlapped): 
(when SGP score >= threshold & percentage of ExonHunter >= 0.5) 

ExonHunter 

SGP2 

Figure 5.3: Graphical explanation to the changed first algorithm (at exon level). The 

boxes with shadows represent the predicted exons. 

the changed first algorithm for predicting exons. 

We have evaluated our results at nucleotide and exon levels by comparing the latest 

annotations of the sequence D3S1259-D3S3659 on chromosome 3. The annotation 

file in GTF format can be obtained from Ensemble's website [121]. It includes 78 

genes, 628 exons (65 initial exons, 500 internal exons and 62 terminal exons) and 568 

introns. Furthermore, with respect to the signals, it contains 562 splice acceptor sites, 

565 splice donor sites, 98 start codons and 102 stop codons. We compared the results 
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of our algorithms with the result of SGP2 because SGP2 had better performance on 

the sequence than ExonHunter did. 

Results on the Mouse Database 

To run ExonHunter on this sequence of chromosome 3, the same parameter file 

package for human has been used as the one used for predicting the HMR195 data 

set. Also, external evidence is the same: alignments of human ESTs database, mouse 

ESTs database and human protein database. To get the predictions from SGP2, 

the mouse genome (mm9) has been aligned with the sequence of chromosome 3 by 

tBLAST. 

Table 5.5: Performance Comparison of Our Two Algorithms and SGP2 on Chromo­

some 3 (Mouse Database) 

Nucleotide-Level Exon-Level Gene-Level 

Sn Sp Sn Sp Sn Sp 

1st Algorithm 83.19% 78.74% 63.22% 64.45% - -

(Exon Level) 

2nd Algorithm 85.07% 77.25% 64.65% 61.52% - -

(Gene Level) 

SGP2 44.14% 39.71% 34.24% 32.28% - -

• "-" stands for no statistics for this subject. 

Table 5.5 gives the comparison on the performance of the first and second al­

gorithms and SGP2 at nucleotide and exon levels. Compared with SGP2, our two 
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algorithms have a large improvement on the accuracy. The performance of our al­

gorithms are pretty close. But the second algorithm is more sensitive than the first 

algorithm, while the first one is more specific than the second one. 

In Table 5.6, the prediction on signals of SGP2, the first algorithm and the second 

algorithm is listed and compared. Apparently, our two algorithms predict more splice 

Table 5.6: Comparison of the Two Algorithms and SGP2 on Signals of Chromosome 

3 (mouse) 

SGP2 1st Algorithm 2nd Algorithm 

Pred 665 614 622 

Splice Correct 228 461 464 

Acceptor Sn 39.15% 78.05% 80.78% 

Sp 34.29% 75.08% 74.60% 

Pred 665 616 611 

Correct 231 422 432 
Splice Donor 

Sn 38.41% 76.81% 78.41% 

Sp 34.74% 68.51% 70.70% 

Pred 1 2 102 

Correct 0 0 31 
Start Codon 

Sn 0% 0% 42.86% 

Sp 0% 0% 30.39% 

Pred 1 1 102 

Correct 0 0 0 
Stop Codon 

Sn 0% 0% 0% 

Sp 0% 0% 0% 

sites and more correct one than SGP2 docs. Their sensitivities and specificities are 

all better than those of SGP2. Except for the second algorithm on start codons, none 

of them gives an acceptable performance on predicting start codons and stop codons. 

Moreover, the second algorithm predicts signals better than the first algorithm does 
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and it is the only one which discovers some start codons. 

Results on the Dog Database 

The steps to apply the dog database are the same as those of the mouse database. 

The same result file from ExonHunter has been used. The dog database has been 

aligned with the sequence of human chromosome 3 to predict genes by SGP2. Then 

the result file from ExonHunter has been combined with the result file from SGP2. 

Table 5. 7 li:.;ts the compari:.;on on the performance of the first and second algo­

rithms and SGP2. The performance of our algorithms is better than SGP2, except for 

the nucleotide specificity. As for the first algorithm, the specificities and sensitivities 

at both levels are not in a balance; the specificities are slightly higher than those of 

the second algorithm, while the sensitivities are much lower than those measured on 

the predictions from the mouse database. Regarding the second algorithm, it bal-

Table 5.7: Performance Comparison of Our Two Algorithms and SGP2 on Chromo­

some 3 (Dog Database) 

Nucleotide-Level Exon-Level Gene-Level 

Sn Sp Sn Sp Sn Sp 

1st Algorithm 85.11% 34.67% 64.33% 39.84% - -

(Exon Level) 

2nd Algorithm 84.19% 77.62% 64.17% 62.48% - -

(Gene Level) 

SGP2 44.14% 39.71% 34.24% 32.28% - -

.. "-" stands for no statistics for this subject. 
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ances the sensitivity and specificity. It is much more specific than the first algorithm 

at either of the levels. 

We compared the results of SGP2, the first algorithm and second algorithm on 

predicting signals. Table 5.8 shows the statistics. Still, our two algorithms have better 

Table 5.8: Comparison of the Two Algorithms and SGP2 on Signals of Chromosome 

3 (dog) 

SGP2 1st Algorithm 2nd Algorithm 

Pred 665 1013 607 

Splice Correct 228 474 459 

Acceptor Sn 39.15% 80.78% 79.89% 

Sp 34.29% 46.79% 75.62% 

Pred 665 1014 601 

Correct 231 430 429 
Splice Donor 

Sn 38.41% 78.05% 77.88% 

Sp 34.74% 42.41% 71.38% 

Pred 1 2 96 

Correct 0 0 31 
Start Codon 

Sn 0% 0% 42.86% 

Sp 0% 0% 32.29% 

Pred 1 2 96 

Correct 0 0 0 
Stop Codon 

Sn 0% 0% 0% 

Sp 0% 0% 0% 

performance than SGP2 has and all of them do not predict start codons and stop 

codons well except for the second algorithm on start codons. On the database of the 

Canis familiaris, the first algorithm predicts more splice sites and correct ones than 

t he second algorithms. In addition, the first algori thm works better on this database 

than on t he mouse database. 
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In addition to the evaluation of our predictions on the mouse and dog database, we 

analyze our predictions of chromosome 3 by using UCSC genome browser [122] . This 

analysis can illustrate if our algorithms likely find some novel genes and exons. We 

Table 5.9: Candidate Predictions and Annotated Predictions from 10 Samples 

Candidates In the Annotations 

Genes Exons Genes Exons 

Predictions (Mouse 4 37 19 161 

Database) 

Predictions (Dog 3 90 16 233 

Database) 

choose 10 different regions and compare the annotations and our predictions falling 

in the 10 regions in UCSC genome browser. Totally, in the 10 regions the annotations 

include 11 genes and 224 exons, the predictions on the mouse database contain 23 

genes and 198 exons, and the predictions on the dog database have 19 genes and 

. ' P?Sitionl search' I chr3:21 .5 92.000-23.034.55 5 II jump ~~ size' 1,442,556 bp. j configure I 
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Figure 5.4: Tracks in UCSC Genome Browser on Human Chr3 (21,282,630-

23,083,624) 
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323 exons. Table 5. 9 shows the numbers of predicted genes and exons which are in 

the annotations and are candidates. We present one sample run in UCSC genome 

browser in Figure 5.4. 

Also, we compared the results obtained by applying the mouse database and the 

canis database. Combination of the two gene finders greatly improved the accuracy 

at nucleotide and exon levels and thus is helpful for finding novel genetic information 

on chromosome 3. In general, the mouse database performs better than the canis 

database for finding genes on this sequence. By comparing the mouse genome, more 

exons and nucleotides can be detected and the correctness of the predictions is reliable 

as well. In our experiments, the canis genome also advanced the performance on 

predicting genes on the sequence, but the specificities are not satisfying on the first 

algorithm. For the first algorithm, the canis genome made a bit more predictions 

than the mouse genome. For the second algorithm, the genomes of the two species 

achieved similar performance. 

5.3.4 Discussion 

With regard to the experiments on the HMR195 data set, the performance of our 

algorithms using both databases is quite close to that of ExonHunter. Briefly, the 

algorithm on the gene level works better than on the exon level. Plus, the results on 

the mouse database are more accurate than those on dog database. 

The firct algorithm work:> not ac well a::; ExonHunter except for the performance 

at nucleotide level - its nucleotide sensitivity reaches 100%. We analyze that it is 

because the purpose of this algorithm is to consider exons rather than genes and thus 
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more exons have been integrated from the predictions of SGP2. Since our algorithm 

fundamentally considers all the candidates from ExonHunter and extra exons given by 

SGP2 are combined only if their probability scores are higher than the threshold, the 

specificities are possibly decreased but the sensitivities for exons and the accuracy for 

detecting nucleotides would be increased. The second algorithm works better overall 

than the first one. It is more sensitive than ExonHunter at nucleotide and transcript 

levels. In addition, it can discover more correct nucleotides than ExonHunter and 

the first algorithm do. This is because this algorithm considers genes predicted by 

both programs and also counts the exons belonging to the candidate genes as much 

as it can. Therefore it can guarantee the accuracy of genes and meanwhile have much 

more information about exons and nucleotides. 

Concerning the results on the mouse database and dog database respectively, the 

predictions from the comparison with mouse database likely provide more accurate 

external evidence. But the evidence acquired by comparing with dog database help 

predict more genes and exons. This may be caused by the threshold defined in the 

algorithms. However, it is promising that the dog database probably supplies some 

novel genetic information. 

The experiments of the two algorithms on the HMR195 dataset proved that our 

algorithms has increased the accuracies on nucleotide and transcript levels by inte­

grating the predictions from the comparison with mouse and dog into ExonHunter. 

The first algorithm can detect more genetic information than ExonHunter, whereas 

the second one partially has a higher accuracy than ExonHunter does. This indi­

cates that our algorithms could be helpful for discovering novel genes and genetic 

information on the human chromosome 3, which are related to sudden cardiac death. 
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In the experiments on the sequence of chromosome 3, our ·algorithms have been 

compared with the predictions published on SGP2's website. At nucleotide and exon 

levels, our algorithms have a significantly better performance than SGP2 does. 

When the mouse database is applied, the two algorithms exhibit similar accuracy. 

The first algorithm is moderately more specific than the second one, but the second 

algorithm displays higher sensitivities. Concerning the dog database, the first algo­

rithm has an abrupt decline on the specificities on contrast with the specificities on 

the mouse database, though its specificity of exon level is higher than SGP2's speci­

ficity. Despite of this, the second algorithm keeps a good performance on the dog 

database. In the experiment on the dog database, conversely, the first algorithm is 

more sensitive than the second one while the second one has much higher specificities 

than the first algorithm has. Theoretically, the first algorithm should be able to detect 

more coding sequences than the second one does. However, we have considered the 

percentages of the predictions matching the evidence from the ExonHunter's result 

file. Thus these parameters could restrict the number of considered exons and coding 

regions from ExonHunter, which is good at detecting as much genetic information as 

it can. Regarding the first algorithm's low specificities on the dog database, the al­

gorithm predicts much more coding sequences than the annotations have; it includes 

1014 exons, 1011 introns, 1013 splice acceptor sites and 1014 splice donor sites. The 

large quantities aflect the quality of the prediction, which may lower the specificity. 

In spite of that, because the second algorithm firstly considers genes predicted by 

Loth gene finders and then the exons l>elonging to the candidate genes, it can keep a 

good sensitivity and specificity. 

Also, we compared the results on the mouse database and the dog database. 
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Overall, the mow;e database perform:; better than the dog database does for finding 

genes on this sequence. The predictions made on the mouse database provide more 

exons and nucleotides and have a satisfying correctness as well. Compared with the 

measurements of the results from SGP2, the application of the dog genome also helps 

predict genes on the sequence. But the specificities of the first algorithm are low. 

With regard to the first algorithm, a bit more predictions are made by using the 

dog genome than the mouse genome. Our study proves that the comparative results 

from both the mouse genome and the dog genome are crucial to disclose more genetic 

information for the sequence of chromosome 3. The mouse genome likely performs 

better than the dog genome. This may because the study of the mouse genome is 

more mature than the study of the dog genome. Moreover, it is possible that this 

segment on chromosome 3 has less common genetic information with dogs than other 

parts of human chromosomes. 

Conclusion 

This chapter introduced the algorithms we developed to combine the outputs from 

ExonHunter and SGP2. Furthermore, it presented experiments on the HMR195 data 

set and on the sequence between the markers D3S1259 and D3S3659 on human cllfo­

mosome 3. Based on our studies on the methods for predicting genes, we narrowed 

down our work to combination methods and cross-species comparative analysis. Af­

ter further studies on some gene finding programs using either of the two types of 

methods, we sought to develop a system for three purposes. First, our work aimed 

at exploiting the advantages of cross-species comparative analysis by combining it 
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with other evidence obtained. Second, we attempted to implement a system so that 

researchers could easily work with this system and flexibly combine evidence from the 

programs they choose. Last, despite simple usage, the system should provide plenty 

of beneficial predictions of the genetic information. 

We developed two algorithms: one only considers exons and another considers 

both genes and exons. Both algorithms follow And-based and Or-based rules to 

combine the evidence depending on if the probability scores of the predictions from 

SGP2 are higher or lower than the threshold. As for the cross-species comparative 

analysis, we chose the databases of Mus musculus and Canis familiaris, because many 

studies discovered that there are many conserved elements in both the genomes of 

Homo sapiens and Mus musculus. The genome sequence of Canis familiaris has 

been published recently and some researchers presented that the database of Canis 

familiaris would be a powerful tool for discovering human genome since this species 

is quite close to humans. By testing our algorithms on the data set HMR195, it was 

observed that the second algorithm has better predictions than the first algorithm 

on both databru;es according evaluation of the result~. Because the first algorithm i~ 

supposed to provide more genetic information than the second one, it has a better 

performance at nucleotide level but lowers down the accuracy at gene and transcript 

levels. Regarding the performance on the mouse database and dog database, the 

measurements of the mouse database show that the mouse genome makes more precise 

gene prediction on humans than the dog genome does. But the evidence predicted by 

comparing with the dog database supplies more possible genes and exons. Since we 

chose the mouse chromosome 9 as the database and it appears to have pretty many 

homologies with human genomes, it may make the database have better performance. 
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Moreover, the data set HMR195 includes some sequences of mouse and thus it could be 

another reason that the mouse database is more outstanding than the dog database. 

However, our work could give evidence that the dog database may be helpful to detect 

some novel genetic information hidden in the human genome. The performance on 

the HMR195 data set is on the track which we supposed it should be and therefore it 

is proved that our designed algorithms can implement our purpose for detecting the 

genetic information on human chromosome 3: discovering more genetic information 

but also keeping a reasonable correctness. Then we ran our algorithms on the sequence 

of chromosome 3 to find more genetic information that. is related to sudden cardiac 

death. In this testing, we used the mouse genome (mm9) as the mouse database. In 

this experiment, we considered a parameter for the ExonHunter's predictions in the 

first alsorithm: the percentage of the exons supported by evidence. By comparing 

the predictions of chromosome 3 provided on SGP2's website, our algorithms reveal 

a higher accuracy. As we expected, the second algorithm worked better than the first 

algorithm, though their performance on both databases had no significant diflerence. 

The :;econd algorithm keep:; a good balance on the sensitivity and :;pecificity and also 

has the close performance on both databases. The first. algorithm performs as well 

as the :;econd one on the mouse database, but it:; :;pecificities are much lower on the 

dog database. Like the experiments on the HMR195 data set, the mouse database 

performs better than the dog database. We analyze that it could because that the 

mouse genome has been known further than the dog genome. Another possibility is 

that this sequence on chromosome 3 has less genetic information conserved in the dog 

genome than the other sections of human chromosomes. 

Through this work, we prove that a system with an interface for combining distinc-
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tive evidence can be developed . The interface will eliminate the difficultie~ from dif­

ferent formats of prediction files and simplify the combination process. Furthermore, 

our study shows comparing the human genome with different species can advance 

the performance of the present gene finding programs. The cross-species comparative 

analysis is a powerful tool which is worth being considered. For the future work, we 

will endeavor to combine more gene finding programs with diverse advantages on pre­

dicting genes. How to find a more decent method to obtain a more eft'ective threshold 

is critical for next step of the future work. We consider that genetic algorithms are 

commendable for determining a more accurate threshold. Also, the committee deci­

sion maker presented in Peter J. Bentley's work [123] could be an interesting solut ion. 

In a word, the future work for the system will be more concentrated on how to develop 

a better method to. decide the threshold without the probability scores provided and 

the rules to combine more evidence. 
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Chapter 6 

Conclusion 

This thesis has presented a study for improving the accuracy of finding human genes 

from the DNA sequences and an attempt for simplify the process of combination 

in gene finders. Two algorithms, considering both combination methods and cross­

species comparative sequence analysis, have been proposed based on the study of 

the gene finders using combination methods and cross-species comparative sequence 

analysis. Consequently, the algorithms have been applied to a sequence on human 

chromosome 3 for detecting genes and genetic information. 

Since the two basic approaches for predicting genes had fallen behind the require­

ment of disclosing more novel genes and genetic information, researchers have found 

that the combination of the approaches or gene finders could provide some irmo­

vational genetic information. Three prominent gene finders, GAZE, JIGSA\i\1 and 

ExonHunter, have been studied. They combine variable evidence. By comparing 

with some outstanding gene finders which use the two basic approaches, the three 

gene finders have shown some encouraging advantages and as well as some improve-
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ments. Furthermore, cross-species comparative sequence analysis has been paid more 

and more attention because of the increasing understanding of more species. In ad­

dition, by the study of gene finders using combination methods, it has been noticed 

that comparative sequence analysis has not been efficiently combined into these gene 

finders. Therefore, we investigated the research on the gene finders applying compar­

ative sequence analysis. Our study has confirmed that the genomes of Mus musculus 

and Canis familiaris have the potential to discovering some novel human genes and 

genetic information. 

Besides improving the accuracy of gene finders, our study also initiates us consider 

exploring a way to make combining diverse evidence into a gene finder simpler. This 

thesis has described two algorithms developed in this research work. It has demon­

strated how the two algorithms combined the gene finders which applied combination 

methods and comparative sequence analysis, and what type of genetic information 

they were good at predicting respectively. The algorithms have been run on the 

HMR195 dataset and a sequence on human chromosome 3. The evaluations of results 

have been also given so that their performance has been available for being compared 

and discussed. 

Our work ha$ achieved three ret;ults. First, our work confirms that the perfor­

mance of ExonHunter can be enhanced by integrating predictions from SGP2. It 

indicates that evidence obtained by cross-species comparative sequence analysis is 

helpful for improving the accuracy of current gene finders using combination meth­

ods. Furthermore, comparing Homo sapiens with other species is a good idea to 

enhance the performance on predicting human genes. Second, we combine different 

evidence in a simple way, but also keep the accuracy of predictions satisfying. It 
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proves that there is a promising possibility to develop a system which has a more 

friendly interface than current gene finders to combine various evidence. Third, our 

work predicts more correct predicted exons and genes on human chromosome 3 than 

the predictions published by SGP2. In addition, our analysis done in UCSC genome 

browser indicates that our algorithms likely discover some new genes and exons on 

chromosome 3. This would provide researchers wider but more accurate range to 

discover the genes that cause sudden cardiac death. 

Our work has shown a more significant improvement at the nucleotide and the 

transcript level than at the gene and the exon levels. We analyzed it is probably 

because our algorithms have increased the amount of predicted genes, exons and 

signals. In addition, as ExonHunter does not provide probability scores that could be 

essential for determining the threshold, our work could have only considered the scores 

from SGP2 and this might restrict the performance of our algorithms. Therefore, for 

the future work, a nature next step is to ask how to attain a more effective threshold. 

Since ExonHunter provides the numeric information about how much the predictions 

match the evidence, this information is possibly useful and could be coordinated with 

the probability scores of SGP2 to decide the threshold. Plus, for the determination 

of the threshold, genetic algorithms or the committee decision maker presented in 

Peter J. Bentley's paper [123] are interesting to be considered. Moreover, the next 

::;tep of the research could be endeavored to combine more gene finding programs with 

diverse advantages on predicting genes. Also, other species can be compared in the 

module of comparative sequence analysis. In a word, the future work for the system 

will be more concentrated on how to develop a better method to decide the threshold 

without probability ::;cores provided and to produce more powerful rules to flexibly 
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combine more evidence. 
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APPENDIX A 

Algorithm 1: The main function: ehsgp.pl 
Data: The result files from ExonHunter and SGP2 
Result: Predictions from combining the two result files 
initialization; 
Check the two input files; 
if The files are right then 
I Create SGP object and ExonHunter object for the input files, respectively; 

end 
if Choose run the first algorithm then 
I Run the first algorithm ; 

end 
if Choose run the second algorithm then 
I Run the second algorithm; 

end 
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Algorithm 2: The subfunction: _parse_prediction (in SGP.pm), which 
parses the data from the SGP file 

Data: The SGP file 
Result: A SGP object 
initialization; 
while not at the end of the SGP file do 

Check if the line is from the SGP file; 
Split the predictions into fields; 
Grep the internal e:xon and give it an id; 
Grep the gene number; 
if It is a new gene then 
I Create a new gene object; 

end 
Create an exon object; 
Add the exon to the gene; 

end 

for j - 0 to The end of the exon array do 
Convert the score of the exon into the percentage format; 
if score < 0. 001 then 
I Count the number; 

end 
if 0. 001 :::; score<0.00175then 
I Count the number; 

end 
if 0. 00115 :::; score<0.0045then 
I Count the number; 

end 
if 0.0045:::; score< 0.0062then 
I Count the number; 

end 
if 0. 0062 :::; score<0.0077then 
I Count the number; 

end 
if 0. 0011 :::; score<0.0179then 
I Count the number; 

end 
if 0.0119 :::; score<0.05then 
I Count the number; 

end 
if 0. 05 :::; score :::; l.Othen 
I Count the number; 

end 
end 
Calculate the weight mean to get the threshold Pthr; 

117 



Algorithm 3: The subfunction: _parse_prediction (in EH.pm), which parses 
the data from the ExonHunter file 

Data: The ExonHunter file 
Result: An ExonHunter object 
initialization; 
while not at the end of the ExonHunter file do 

Check if the line is from the ExonHunter file; 
Split the predictions into field~; 
Grep the internal exon and give it an id; 
Grep the gene number; 
Grep the number of transcript bases supported by the evidence; 
Grep the number of exon bases supported by the evidence; 

Calculate the percentage of the supported transcripts to get the score; 

if It is a new gene then 
I Create a new gene object; 

end 
Create an exon object; 
Add the exon to the gene; 

end 

Algorithm 4: The subfunction: first (in ES.pm), which executes the first algo­
rithm 

Data: The object for the ExonHunter file and the object for the SGP2 file 
Result: The results from combining the two result files by the first algorithm 
initialization; 
if the SGP and ExonHunte-r objects have been defined then 

if SGP and ExonHunter have at least one prediction then 
I Create an object for the first algorithm; 

end 
end 
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Algorithm 5: The subfunction: first (in ES.prn), which executes the first algo­
rithm 

Data: The ExonHunter and SGP2 objects 
Result: The results from combining the two files by the first algorithm 
initialization; 
Check if the SGP and ExonHunter objects have been defined and have at least 
one prediction; 
while not at the end of the SGP file do 

if The exon belongs to the same gene as the one in the last loop then 
if Its strand is minus then 

if Its score is lower than the threshold then 
I Push it into the array of exons (<the threshold '-' strand); 

else 
I Push it into the array of exons (>the threshold '-' strand); 

end 
else 

if Its score is lower than the threshold then 
I Push it into the array of exons (<the threshold '+' strand); 

else 
I Push it into the array of exons (>the threshold '+' strand); 

end 
end 

end 
end 

while not at the end of the ExonHunteT file do 
if The exon belongs to the same gene then 

if Its strand is minus then 
if Its score is lower than 0. 5 then 
I Push it into the array of exons ( < 0.5 '-'strand); 

else 
I Push it into the array of exons (>0.5 '-'strand); 

end 
else 

if Its score is lower than 0. 5 then 
I Push it into the array of exons ( < 0.5 '+'strand); 

else 
I Push it into the array of exons (>0.5 '+'strand) ; 

end 
end 

end 
end 
Execute the subfunction fir_union on the exons higher than threshold; 
Execute the subfunction fir_intersec on the exons lower than threshold; 
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Algorithm 6: The subfunction: fir_union (in Alg.pm), which units the exons 
Data: The exons which scores are higher than the thresholds from 

ExonHunter and SGP2 
Result : List of computed exons 
initialization; 
Check if there is any predictions in the SGP and ExonHunter objects; 

while not at the end of the both sets of exon arrays do 
if The two exons from SGP and ExonHunter are overlapping then 

if The two exons on the same strand then 
I Execute the subfunction union to extract the overlapping part; 

end 
Add the new exon into the predicted exon list and define the last exon 
of the list; 
if The start position of ExonHunter exon <The start position of SGP 
exon then 
I Increase the index of ExonHunter's list; 

else 
if The start position of ExonHunter exon > The start position of 
SGP exon then 
I Increase the index of ExonHunter's list; 

else 
I Increase both indexes; 

end 
end 

else 
I Mark the non_overlapping exons; 

end 
end 
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Algorithm 7: The subfunction: fir_intersec (in Alg.pm), which intersects the 
exons 

Data: The exons which scores are lower than the thresholds from ExonHunter 
and SGP2 

Result: List of computed exons 
initialization; 
Check if there is any predictions in the SGP and ExonHunter objects; 

while not at the end of the both sets of exon arrays do 
if The two exons from SGP and ExonHunter are overlapping then 
I Execute the subfunction intersec to extract the overlapping part; 

e lse 
I Set the exon from SGP as the predicted exon; 

end 
Add the new exon into the predicted exon list and define the last exon of 
the list; 
Increase the indexes; 

end 

Algorithm 8: The subfunction: union (in Alg.pm), which units the exons 

Data: The exons from ExonHunter and SGP2 
Result: The union of the two exons 
initialization; 
if The start position of SGP exon <The start position of ExonHunter exon 
then 
I The start position of SGP exon is the start position of the new exon; 

else 
I The start position of ExonHunter exon is the start position of the new exon; 

end 

if The end position of SGP exon >The end position of ExonHunter exon then 
I The end position of SGP exon is the end position of the new exon; 

else 
I The end position of ExonHunter exon is the end position of the new exon; 

end 
Set the exon type; 
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Algorithm 9: The subfunction: intersec (in Alg.pm), which intersects the exons 
Data: The exons from ExonHunter and SGP2 
Result: The intersection of the two exons 
initialization; 
if The start position of SGP exon >The start position of ExonHunter exon 
then 
I The start position of SGP exon is the start position of the new exon; 

else 
I The start position of ExonHunter exon is the start position of the new exon; 

end 

if The end position of SGP exon The end position of ExonHunter exon then 
I The end position of SGP exon is the end position of the new exon; 

else 
I The end position of ExonHunter exon is the end position of the new exon; 

end 
Set the exon type; 

Algorithm 10: The subfunction: second (in ES.pm), which executes the second 
algorithm 

Data: The object for the ExonHunter file and the object for the SGP2 file 
Result: The results from combining the two result files by the second 

algorithm 
initialization; 
if the SGP and ExonHunter objects have been defined then 

if SGP and ExonHunter have at least one prediction then 
I Create an object for the second algorithm; 

end 
end 
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Algor ithm 11: The subfunction: _parse_prediction (in SEC.pm), which exe­
cutes the second algorithm 

D ata: The object for the ExonHunter file aud the object for the SGP2 file 
Result: The results from combining the two result files by the second 

algorithm 
initialization; 
Check if the SGP and ExonHunter objects have been defined , and that SGP 
and ExonH unter have at least one prediction; 
if The files are right t hen 

while not at the end of the SGP file do 
if The exon belongs to the same gene as the one in the last loop then 

if Its strand is minus then 

I 
Set the exon belong to the gene and push the gene into the array 
of genes that are on the minus strand; 

else 

I 
Set the exon belong to the gene and push the gene into the array 
of genes that are on the plus strand; 

end 
end 

en d 

while not at the end of the ExonHunter file d o 
if The exon belongs to the same gene then 

if Its strand is minus t h en 

I 
Set the exon belong to the gene and push the gene into the array 
of genes that are on the minus strand; . 

else 

I 
Set the exon belong to the gene and push the gene into the array 
of genes that are on the plus strand; 

end 
end 

end 

Execute the subfunction sec on ExonHunter and SGP2 genes which are on 
the plus strand; 
Execute the subfunction sec on ExonHunter and SGP2 genes which are on 
the minus strand; 
Add the predicted gene into the predictions; 

end 
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Algorithm 12: The subfunction: sec (in SEC.pm), which intersects the over­
. lapping genes 

Data: Two arrays of genes 
Result: An array of genes 
initialization; 
while not at the end of the two arrays of genes do 

if two genes are overlapping then 
I Execute the subfunction gene_intersec ; 

end 
end 

Algorithm 13: The subfunction: gene_intersec (in SEC.pm), which intersects 
the overlapping genes 

Data: Two genes from ExonHunter and SGP2 
Result: A gene object 
initialization; 
Set the start position and the end position of the overlapping region; 
for each SGP exon belonging to the overlapping region do 

if its score the threshold then 

I 
Push it into the array in which all the exons have scores lower than the 
threshold; 

else 

I 
Push it into the array in which all the exons have scores higher than the 
threshold; 

end 
end 

for each ExonHunter exon belonging to the overlapping region do 
if its score the threshold then 

I 
Push it into the array in which all the exons have scores lower than the 
threshold; 

else 

I 
Push it into the array in which all the exons have scores higher than the 
threshold; 

end 
end 
Execute fir_union to the ExonHunter and SGP exons, which scores are 
higher than the thresholds; 
Execute fir_intersec to the ExonHunter and SGP exons, which scores are 
lower than the thresholds; 
Add the predicted exons to the predicted gene object; 
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