






































LSB — least significant bit

LUT - look-up table

JPL — Jet Propulsion Laboratory

k - iteration number

k1, ko — interleaver parameters

M - encoder’s memory length

MAP - maximum a posteriori probablity

N - block/interleaver size

Nio — number of information sequences causing free-distance codewords
NASA - National Aeronautics and Space Administration
P, - free distance asymptotic performance

P,(FE) - bit error probability by first error events

PCCC - parallel concatenated convolutional code

P,(F) — word error probability by first error events with the weight d
P¢(E) — word error probability by error events

PSD - power spectrum density

R - code rate

r — received signal in the end of channel

Ry - cut-off rate

RAM - random access mnemory

RISC - reduced instruction set computer

RSC - recursive systematic convoli  onal

s — ending state

s’ — starting state

SISO - soft-in and soft-out

SNR - signal-to-noise ratio

SOVA - soft output Viterbi algorit n

u — information bit/sequence
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UCF - user constraint file

up — information bit at stage ¢

wp — estimated bit at stage ¢

v — codewords/symbols

Vo, U1, V9 — a codeword/symbol corresponding to an information bit
VHDL - VHSIC hardware description language

VHSIC — very-high-speed integrated circuit

VLSI - very large scale integra 1 circuit

WCDMA - wide-band code division multiple access

WEF - weight enumerating function

WER - word error rate

w — window size

Weeo — average Hamming weight of the free distance information sequerices

y,y', y* — codewords
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Chapter 1

Introduction

1.1 Background

Turbo codes are high performa ¢ coding schemes in the error control coding that is
in the field of information theory. They were first introduced by Berrow, Glavieur and
Thitimagshima in 1993, “Near Shannon Limit error-correcting coding and decoding: Turbo-
codes”, published in the Proceedings of IEEE International Communications Conference
[1]. Turbo coding achieved imme ¢ worldwide attention. The importance of turbo
codes is the fact that they er >le reliable communications witli power efficiencies close
to the theoretical limit established by Claude Shannon [2]. They represent effective error
control coding schemes in error-co  Hl coding theory. Since 1993, a large number of papers
have been published about the pe rmance of turbo codes. It is found that the excellent
performance of turbo codes is « ermined by its encoder architecture, especially the eni-
ployment of the interleavers, recursive systematic convolutional (RSC) encoders, and the
iterative decoding process. Consequently, the design methodology is widely studied.

The advantage of turbo codes is that they outperform other coding schemes, such as
linear block codes and convolutional codes, in decoding the corrupted signals with a very

low bit crror rate in a strong noise en  onment. The outstanding error correction decoding













the original implementation to more ger -al cases.













hand, p(D)go(D) is equal to go(D), the sequence “1117. If this sequence is fed into the
RSC encoder G1(D), the RSC encoder is also terminated into all-zero state and the output
sequences are “111”7 and “101”, the same as what we got from the convolutional encoder
Go(D). Therefore, we always get same output sequences whether p(D) is fed into the
convolutional encoder Go(D) or p(D)ge(D) is fed into the RSC encoder G1(D). Therefore,
this convolutional encoder and 1e derived RSC encoder have the same codeword weight
distribution.

Another component in a tu o encoder is the interleaver. The interleaver is viewed as
a function of permutation. If a sequence is interleaved, a new sequence is obtained. For
example, if “1234” is interleaved, then “2314” may be generated. In this new sequence, all
elements can be found in the original sequence, but they are in the different positions. The

discussion of the interleaver can be found in the section of turbo decoder architecture.

2.1.2 The AWGN Channel Simulation

The Gaussian random process plays an important role in communication systems. The
fundamental reason for its importance is that thermal noise in electronics devices, which
is produced by random moven 1t of the electrons due to thermal agitation, can be closely
modeled by a Gaussian random process. The reason for the Gaussian behavior of the
thermal noise is due to the fact that the current introduced by the movement of electrons
in an circuit can be regarded as 1e sum of the small currents of a large number of sources,
namely individual electrons. It can be assumed that at least a majority of these sources
behave independently. By : 1 the central limit theorem, this total current has a
Gaussian distribution [6].

The channel model in our design is the additive white Gaussian noise (AWGN) model.
In this channel, the noise is regarded as the white Gaussian noise, which means the same
noise power in all frequencies. In order to simulate this channel, we start from a zero-

mean Gaussian noise variable. A z »-mean Gaussian noise variable, denoted as n, can be
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