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Cual _:r 6. CONCLUDING 1ARKS 47

regressor is the unacceptable » MSE with the estimations at the first 13 design
points. It is probabily due to  : much less density of data points located around

first 6 design points.

In future studies, it might : aterest 3 to consider the performance ¢  these
regressors with models consist wltiple dii msions of dependent variable x, and
to improve the wavelet model cthods with situations that data points are less

concentrated.




























































