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Ab: ract

Using models of appropriate complexity is important for effective simulation-based
design. Throughout a simulated event, sy 'ms can have varying inputs, or may have
varying system parameters. A single model may not have the most appropriate level of
complexity throughout all phases of the maneuver. Therefore using a variable-complexity
model could predict the system response accurately while achieving computational

savings. can be achieved

This thesis presents an approach for switching system model elements “on” and “off” as
their importance changes, using bond g > hs. Three element importance calculating
methods are used to determine an emet s contribution to overall system dynamics.
Once the power falls below au ¢ ined threshold, a modified transformer element sets
the output from the element to : rest of the system equal to zero. Importance of an
element can still be computed as soon the element i1s “off” by passing the input to the
element through the transformer. Again, the element can be switched back “on” if

necessary.

Three case studies are done using a lf car, a quarter car and a vehicle frame model. The
switching is performed according to the element importance metrics. The computational
overhead of power calculations offsets any increase in processing speed due to model

reduction even though the appr e model complexity is used at all stages. Still the



method is useful to d¢ mmine the required model complexity at any instant without prior
knowledge of input or parameter changes, and it is able to show how a sequence of

systematically reduced models would perform.
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Thus, automated modeling tools are desired which can generate proper models with
appropriate complexity [3]. Balancit accuracy and simplicity through proper modeling

facilitates optimization, reaktime simulation and control design

Although complexity is in some sense an intuitive concept, there is no general definition
or single accepted definition of complexity when applied to a model. Still complexity can
be described into two categories:

e Complexity due to complication in - derstanding the system.

¢ Complexity due to number of system components [1].
Models are reduced to generate a proper model. The following are some potential reasons
for obtaining a reduced order mo  [6, 7]

e To simplify the understanding of a system.

e To increase computational efficiency.

e To generate simpler controller laws.
A larger and complex model « 1 increase computation time despite using a high speed
computer [8]. On the other hand simpler models often but not always can simulate at a
faster speed that can be valuable »r DHplic i like hardware-in-the loop simulation or
embedded modelreference control [4]. Moreover, companies want to gain competitive
advantage by reducing time to simulate a model [5]. Achieving both simplicity and
accuracy is difficult as often incr iing accuracy increases model complexity. Thus, a

trade off results. With larger at more complex systems, such competition grows more.




Hence an optimum is needed in which the essential dynamics have been captured using a

proper model generation technique [4].

1.2 Discontinuous system modeling

Modeling theory typically addresses problems with systems having continuously
changing properties, represented y a set of algebraic and/or differential equations that
are continuously differentiable functions of time. Sometimes abrupt changes are also
found, such as during transitions between nodes of operation. Examples of systems
exhibiting such switching phenc na include electrical diodes, hydraulic check valves,
and mechanical free wheeling 71 ;. Sv ching appears within a very short time for

ideal switches and no ower loss is considered [12].

A quarter car represents one corner of a full car model and includes only a single tire and
suspension system as shown in F 1.1.  jumping quarter car that goes oft the ground
and comes back again exhibits sys 1 discontinuity which can be shown as a switching
phenomenon between sub-systems. /¢ the tire loses contact with the ground the tire
damper-spring pair is disconnected from the rest of the system. The normal force

becomes zero, and the tire is reconnected as soon as it reaches the ground [13].

A collision phenomenon is observed as a discontinuous system example by Stromberg
and Soderman [12]. Switching occurs during a collision of a wagon and a wall modeled

as spring-damper submodel. On:  the wagon collides with the wall the two submodels















1s only valid in the neighborhood of the orig al parameters and inputs , and doesn’t

change automatically if there are parameter or input changes.

Another limitation of existing proper modelling methods is that they compute the reduced
model using aggregate power flow over a pre-set tuime interval. If that time window 1s
broad, then the instantaneous model complexity that is required may change frequently.
A single reduced model may perform well at certain times but poorly at others. This
research proposes a switching technique that continuously monitors the required level of
model complexity using MORA or Partitioning, and switches between different reduced

models as necessary.

Switching techniques found in the literature mostly deal with modeling a system with
physical switches. Switches are used in power electronics applications such as converter
circuits, phase-inverters, in the hydraulic omain for pump systems or in modeling
clutched transmissions. While algorithms have been developed to generate a proper
model, a fully automated technique to continuously monitor and switch complexity has

not been developed.

This research attempts to generate reduced order models automatically. A switching
method is used to switch off any inactive elements from a bond graph model of the
system when they are unimportant : 1 to switch them back on if they are required again

later.






Chapter 2

Literature Review

In this chapter some model reduction algo hms are discussed such as MORA [2] and
System Partitioning [10]. Issues regarding different switching methods are also reviewed.
Approaches to discontinuous sys 1 model 1g which are relevant to the current research

are discussed.

2.1 Proper model generation al orithms

Louca et al. [2] proposed a model reduction algorithm (MORA) to generate minimum
complexity models. They develc a r ric called element activity that measures
relative importance of an element in a model. Activity is defined as the time integral of
absolute power of a bond where | »wer is { - product of generalized effort and flow (for
example, force and velocity in a mechanical system or voltage and current in an electrical

system).

A= P 2.1

0

A= Activity



P=Power
t =Time
Activity index for each element is found by dividing the activity of an element by the

sum of all element activities from the model.

A
Al =—

! iAI

=1

(2.2)

where k = number of model elements .

Elements are ranked from high  to lowest activity. A threshold limit is set and an
element 1s removed as soon as addi© n of its activity index takes the cumulative activity
indices above the threshold limit. A case study with a quarter car model is done to
generate a proper model using MC A\ by ouca ef al. [2]. Despite its usefulness as a
metric to identify non-contributing elements, activity is not a “fast-responding™ metric if
the time window i1s too wide. It « not track an element 1f it becomes unimportant for an

instant during the whole simulatic  period.

Ye and YoucefTc 1 [18] ved a use of energy exchange pattc 5 as a metrc to
determine the contribution of an element to the dynamic system behavior. Unlike Louca
et al. [2] it measures energy associated with adjacent bonds at junctions containing
energy storage elements. Bonds having lower energy level at an instant compared to other
bonds are eliminated. A case study is done with an electronic circuit and system response
of the reduced model shows a close reseml nce with the full model. Though an element

might be contributing significantly at a junction, it can be insignificant when compared to

Il






2.2 Application of MORA for variable complexity modeling

Kypuros and Longoria [9] used the MORA algorithm developed by Louca et al. [2] to
find the separate reduced order models for a model with four sequential sinusoidal input
stages. A half car model was used to simulate a vehicle ride maneuver. Four different
frequency inputs were used that resulted in four different proper models to predict ride
quality - one proper model for each input frequency. Activity of all the energy storing
elements was calculated and elements were ranked from highest to lowest value
according to their activity index. For each stage some elements were found to be non
contributing. Therefore for each stage a different reduced model was generated. The
appropriate model for the first stage was executed, and the final state variable values
were used as initial values for the second s 1e. The second stage was simulated, and the
same pattern was repeated through the fourth stage. System response from the reduced
and full model for each stage was compared and showed significant similanty.
Simulation steps taken for each s i w' reduced and full models were compared.
Using an appropriate reduced model for each stage gave significant step savings
compared to a full model. Simulation was done with MATLAB software using the state
equations derived from the reduced bond graph model. Despite the method’s ability to
identify appropriate model complexity for each time period, it necds « priori knowledge
of the time span at which the model complexity should change. Therefore, an automated

model complexity change mechanism is still required.






systems were discussed where such switch g was implemented with an electrical diode
ezl
S. Se0x——  S10k—

Figure 2.2: Ideal switch wi O flow or effort source [12]

and a colliding rigid body. Causality reassignment could be done automatically; however
this required symbolic derivation of new system equations with each switching event and

precluded the use of commercial nd graph software available at the present time.

A R

[ -

MTF .} Intemd External

-Jj N logic command
0

0 1 0

Figure 2.3: Switching :vice bond graph [15]

Ducreux et al. [15] presented a ¢ tch for power electronic circuits that showed a way to
model such circuits with all their discontinuities. Such switches contain a combination of
MTF and R elements as shown in Figure 2.3. The MTF connects the linear R with the rest
of the system. It gts an extenn command that dictates switching states. A zero flow
results for the rest of the system when an element goes ‘off’. A case study was
demonstrated with a three phase voltage inverter. Mosterman [17] developed a theory for

hybrid physical systems. Hybrid physic systems combined continuous and discrete
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system behavior. An algorithm was devell ed that transfers a continuous state vector
between the modes in a hybrid model. Once a discontinuity occurs, mode switching is
obtained by using a controlled junction. T  switching element controls the junction to
get an ‘on’ or ‘off’ mode. During ‘on’ mode the junction acts like a usual I- or O
junction. Figure 2.4 shows that as soon as the mode is ‘off’, the controlled junction is
loaded with a source having 0 value to meet the boundary condition of the disconnected
model part. For a 0- junction an effort source with a 0 value (and for a 1-junction a flow
source having 0 value) was used as a load to deactivate the junction. As 0 effort or flow is
forced, transfer of energy through the junction becomes 0; therefore it acts like an ideal
switch. The local switching logic is develt ed by a combinational automaton which is
known as control specification (CSPEC). Therefore such switching is not strictly done

within the bond graphs elements.

— - —. —
Figure 2.4: Controlled 0-junction[17]

Demir and Poyraz [19] developed software for switching a model based on switch
models with an ideal »w or effort source. 1e sources are set to 0 to switch “off”. While
the bond graph model is prepared, a program is developed which forms the state and
output equations of a model. The program is named as “BONDSO”. Application of the

software 1s illustrated with several exam) 's. This method facilitates analysis of non
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linear systems. This method gets cumbersome as the number of switches is increased

since 2" different bond graphs are required ©  n switches.

Umarikar and Umanand [20] presented a switching method applied for modeling
switched mode power converters (SMPC) using bond graphs. aey used a switched
power junction (SPJ) for switching in a SMPC. They proposed using switched 1- or O -
junctions which are represented ; /sand  respectively. They are capable of handling
multiple efforts for a 0-junction 1d multi e flows to a 1-junction. There is a control
signal for the junctions that deci s whi effort or flow 1s to be used. Using this
modified junction a single pole sir “e throw (SPST) switch is modeled. Also, boost and
cuk, two basic types of convert , are modeled. The bond graph models are used for
large AC signals while a graphical method was proposed to find the model for average,

steady state or small AC signals.

Junco et al. [13] used the concept of SPJ and presented SPJ with a combination of bond
graph junction and Boolean m 1t 0 (BMTF). A switched 0-junction, Os,
is connected with a |-junction th. that takes all the effort inputs while each input effort is
followed by a MTF. In case of ¢ tched 1-junction, /s, the l-junction is connected with a
0-junction that admits all the flow inputs followed by MTFs. Therefore Is acts like a I-

junction that admits more than one flow causality and 0Os acts like a O-junction with

multiple effort causality. Figure 2.5 shows the switched 0- and I-junction. These SPJ are



applied in case studies with a three phase inverter, a series DC motor whose field
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Figure 2.5: Switched 0- and I-junction (0s and Is) [13]

inductance has varying causality and a quarter car model with a disspator and spring
that changes causality as the car 1mps an leaves the ground. However, power though

the element that goes “off”” cannot be monitored using such switched junctions.

Concepts from the sv chir techniques described in this chapter, along with MORA and
system partitioning, are used this thesis. Details are discussed in the following

chapters.



Chapter 3

Evaluation of Metrics for Element Importance

Throughout this study some metrics are use to identify the extent of the contribution of a
system element to the system dynamic ‘havior. By removing the less significant
elements from a system model as  icated by the metric, a proper model [see Section
1.1] can be obtained. Three metrics are cor dered:

. Activity Index

2. Relative Activity

3. Moving Average of Power Index

All the three types of metrics are  cussed the following sections.

3.1 Metrics

3.1.1 Activity index

This metric is introduced by Louca er al. [2] as described in Chapter 2. ‘Activity’ is
defined as a time integral of absolu power that flows in and out of an element which is
given by Eq.2.1. Total activity is gi by

k
A = Z 4 3.1)

i-l



Where:

Ai = Activity of i" element

k = total number of energy elements in the model

Activity measured by Eq.2.1 and total activity from Eq.3.1 are used to calculate the
activity index for each element as shown by Eq.2.2. This activity index indicates the
portion of the total system energy that flows through an element over a time interval.
With lower activity index an element is expected to have a negligible contribution to

systemm dynamics whereas higher :tivity index elements exhibit greater importance.

Taaigrhaty o R aeeemTTT r
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. H
T @—c
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Figure 3.1: Activity index calculation using bond graph

Figure 3.1 sho a method 1 activity calculation in a bond graph model. Activity

sensors (‘A’ blocks) having a code as wn in the figure calculate activity of the

20



corresponding bond. Activity sensors send an ‘activity’ signal to the ‘Sum’ block that
sums all the element activities in the m el to find the total activity. Again, ‘Total

Activity’ signals go to the activity sensors for calculating the activity index.

3.1.2 Relative activity

Rideout et al. [21] ‘:veloped a system rtitioning method to generate proper [see
Section 2.1] models using the concept of re ive activity. In contrast to ‘activity index’,

relative activity is a measure of relative im rtance of any adjacent bond attached to a 1-
or O-junction. Activity of each bond attar :d to a junction is calculated according to
Eq.2.1. The maximum activity among the activities from all the bonds attached to the
junction is determined. Activity of each adjacent bond is divided by the maximum
activity to give the relative activity ¢ the corresponding bond. This can be expressed as

A, (3.2)

]

max( 4,)

i

Where,

RA; = Relative Activity

Ai=Activity of the i" bond

As shown in Figure 3.2, activity  sors are attached to all the adjacent bonds, 1, 2 and 3
of 1- junction ‘One’. The sensors have the same code shown in Figure 3.1. Each sends
activity to the ‘Max’ block which determ; :s the maximum of the activities among the

bonds 1, 2 and 3. It then sends the maximum activity value to the activity sensors and

21
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Figure 3.2: Relative activity calculation using bond graph

calculates the relative activity of the corresponding bond. 20SIM (2007) software has a
built in 1-or 0-junction which can directly find the relative activities of the adjacent bonds

attached to the junction.

3.1.3 Moving average of power index

Instead of defining activity according to Eq.2.1, moving average of power (MAP) can be
used. MAP calculates a moving average of absolute power flow through a bond over a

narrow time window as opposed to ‘activity’ which integrates absolute power over the

22



entire time span of the simulation. Since t/
moving time window it is called ‘moving average’.

The equation is given by

1
I | P(t)dt
MAP==
T,
Where, t = Any instant of time

To = Time window for averaging

P (t) = Power flow through the bond

Figure 3.3: MA

HAbsoiute value power calculation
A = abs(pl.e *plf)
I MAP calculations
interval_input = A - tdelay (A, T0);
MAP = int{interval_input 0)/T0;
IMAP| calculgtions
if ( maxMAP = 0) then

MAP! = MAP / maxMAP,
else

MAPI=1;
end,

index calculation using MAP sensors

absolute power flow is averaged within a

3.3)

Once the MAP is determined it is divided by total MAP of all the elements for any instant

of time to find the MAP index of a bond. Figure 3.3 shows a bond graph model having



MAP sensors. The ‘Sum’ block sums the MAP signals from all the elements and sends
back the total value to all the sensors. Dividing the MAP by the total, the moving average
of absolute power index (MAPI) for each element is calculated. Sample code inside a

MAP sensor is shown in Figure 3.3.

3.2 U signal

In this study ‘U’ is defined as a signal w ch is generated from a sensor that dictates
when to remove an element from the mod( to obtain reduced complexity. A ‘threshold’
limit on the model reduction metric is established to obtain a reduced model. Activity
index or MAP indices are summed from highest to lowest index order. Once its
cumulative activity or MAP index exceeds = threshold, an element can be eliminated
from the model. This elimination is indicated by the ‘U’ value. Code is written inside the
sensors so that U=0 when an element is to be eliminated. Sample code inside an activity

sensor that generates a ‘U’ signal is  ven below which uses the 20sim syntax.

// Activity
A = int(abs(pl.e .* pl.f));
//Activity index
if (Atotal>0) then
Al=A/Atotal;
else
Al=1;

end;

24



/U value
if (Al<threshold) then
u=0;

else

An illustrative examj : 1s given ere to show how activity index, relative activity and
MAP can generate a ‘U’ signal. A simple mass-spring-damper system is analyzed as

shown in Figure 3.4. The system is excited by an external force which is sinusoidal in

Q
N
N
R C Spnng stffness
N Spring
“ —
E_/\fW\JfV External Se A1; —A| Mass
Damper MASS [— 0o Force \
11
l_l R Damper
Figure 3.4: Schematic di I mnd_ phofa simple spring- mass-damper system

nature and is given by F = Ssin{ wf). The { 1re also shows the bond graph. The external
force is vanied with a frequency 100 Vs for the first 2 seconds, 10 rad/s for the next 2
seconds and again 100 rad/s thereafter. Therefore the system experiences a higher
frequency input, then a lower frequency one, and again a higher frequency stage. All the
three activity measuring methods * ;cribed in this chapter are employed to find the ‘U’
value for all the elements in the sy m, i.e., spring, mass and damper. The resulting plot
for all the metrics are shown in Figure 3.5. A threshold limit of 90% is set for all the

casces.
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Activity index shows that the spring is ins 1ificant in the higher frequency first stage,
comes back on in the low frequency secon stage and never goes off again. The MAPI
shows the spring going off again in the higher frequency third stage, as it should. On the
other hand, the spring remains unimportant for all the stages using relative activity, which
seems incorrect. Inertia stays significant for all the three stages in every method.
Damping goes off and stays off for all the stages using activity index and MAPI but it
comes back on during second and third stage while the relative activity 1s used. Since
MAPI can capture the fact that the spring becomes insignificant in the higher frequency

third stage, which is not shown in the other methods, MAPI seems more responsive.

A step change in ‘U’ from 0 to 1 or vice versa, causes significant transient effects on the
system response and can cause numerical instability. To overcome this problem
‘smoothing’ is done to linearly ange ‘U’ from 1 to 0 or 0 to I with a finite slope.

Sample code from the sensors is given below.

AP = abs(elb*f1b);, % absolute value of power at time t
MAP = integrate(AP(t)-AP(1-To))/To; % movi  average over

% user-defined time span To

MAPI = MAP/MAP1otal; % MAPtotal from summation block
it MAPI > e then % e 1s user-specified threshold, element active
it U< 1 then % MAPI greater than threshold but

% U transitioning from 0 to |
tevent =t - t01; % tol is time at beginning of
% transition of U from 0 to 1

U = (tevent/tspan)*1; % tevent describes how long U

27



% has be¢ transitioning
% tspan is time interval over

% which U transitions

else
U-1; % U - 1 if MAPI is greater than threshold and
% transition of U from O to 1 is completed
tp — t; % 101 marks beginning of transition interval
% of U from 1 to 0 if MAPI falls below ¢ on
% next tii step
end;
else % routine falls to here if MAPI less than threshold
it U > 0 then % transition of U from 1 to 0 ongoing

tevent — t - t10;

U =1 - (tevent/tspan)*1;
else

U=0;

end;

In the following chapters it will be shown how these metrics are used to generate reduced
models automatically as system i uts are anged. Case studies will show how MAPI 1s
more acurate than the other metrics to f | the minimum number of elements in the

model required to predict syste  response.
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Chapter 4

Bond Graph Switches

Switches are employed as to allow or prevent an effort or flow through a bond. Thereby a
zero effort or flow is output fr | a nonc tributing element or bond to the rest of the
system. Therefore a proper model  ction 1.2] can be generated that includes only the
significantly contributing elemen or sub-systems for the system dynamics. Switches for
three types of bonds according to re of causality are discussed. The switches are,

e Switches for causally weak bonds

e Switches for casually stroi  bonds

e Switches for ternal bonds.

4.1 Review of caus~"ty

This section describes causality issues in bond graphs. Causality determines if effort (¢)
or flow (f) is the output from a bond graph element. It basically gives the cause-effect
relation between the effort and flow. The casual stroke (short perpendicular line), a single
mark on the bond, indicates the  1sality. As shown in Figure 4.1 causal stroke presents

on the side of 4 element which means B element 1s determining the effort

29



Figure 4.1: Causality  ignment of bond graph elements

¢ and it results in a flow /" response from the A element . There are two types of causality
for the storage elements (C and /), integral causality and derivative causality. Integral
causality relation integrates the cause to generate the effect. For example if flow is
integrated over the specified time period to generate displacement and then effort in the
case of a capacitive C element is found and the constitutive law has an integral form. On
the other hand if the time derivative of the effort is taken to generate the flow, the casual
relation is in differential form which resul in derivative causality. Derivative causality
gives the constitutive equations in implicit form, n <ing them numerically difficult to

solve. Therefore inte; 1l causality is preferred over derivative causality.

The resistive element R doesn’t have an integral or differential form of constitutive
relation. Therefore they can have either ty  of causality, conductive or resistive. Causal
strokes for the source elements (Se or Sy) are fixed . Table 4.1 gives a list of bond graph

elements and their casual relationships [11].
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is unaffected. Later it will be shown how us facilitates ‘activity’ calculation. On the
other hand ‘r’ is present in the effort equation which gives effort at port 1(P,.e) as the port

2 effort (P>.e) multiplied by ‘r’. As soon the modulus ‘r’ becomes 0 the effort to the 1-

junction becomes 0 and the ‘oft” mode 1s ac  eved.

4.3 Switch for causally strong bonds
4.3.1 Strong I element switch

= 1> MTF-> 0 |
Parasitit -[ 5

R

Parasitic R

Figure 4.2: Switch arrangement for causally strong I element

An [ element is causally strong at a l-junction if it is in preferred integral causality. As

shown in Figure 4.2 parasitic R I en s [11] are introduced for switching such a

bond. The MTF has the following equations.

P}.fz Pz.f (4.1)

Pe=rPre 4.2)
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As soon the modulus » becomes 0 it 1s ‘off” and for a value of 1 it is ‘on’. The modulus
value comes from any kind of metric sensor [see Chapter 3]. The following sections

describe how these parasitic elements work to facilitate switching.

4.3.1.1 Parasitic R element

Since flow to a l-junction is always caus: Yy strong, the flow cannot be switched off
using a MTF only as in the case of causal weak bond. Setting 0 flow to a I-junction
makes all the other bond flows equal to 0, whereas the goal is to remove the effect of
only one element. Using a 0-junction with a parasitic R [11] element changes the flow
out to the 1-junction into an effc output v ich is causally weak. This arrangement also

allows element importance [see (  pter 3] calculation when the bond is switched ‘off ’.

Now it will be shown that using a parasitic R does not significantly affect system
dynamics. As shown in Figure 4.3, first, a  junction is added an then the parasitic R is

attached. This result in effort-out causality to the 1-junction attached to bond 3.

11—l > 1 =02 D 10

'Es

R

Figure 4.3: Adding 0-junction d p: 1sitic R element to a strongly casual / element
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Adding a 0-juntion to a bond has no effect on it .As soon the 0-junction is added the flow

equation becomes

1= (4.3)

When the parasitic R 1s added the flow equation 1s

So=1i+ s (4.4)
Again,
e, = Rf,
_5 (4.5)
fo=7

Substituting the value of fs in (4.4) from (4.5),

es
fi=1, +E (4.6)

If R gets a very large value,

=20 (4.7)

Therefore, Eq.4.6 approximates Eq.4.3. Hence, using a large parasitic R with a 0-junction

gives the same output to 1-juncti asitwo d e without the parasitic R.
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4.3.1.2 Parasitic 7 element

The parasitic / element [11] in the switch 1s used as a causality generator which retains
the flow causality to the I-junction. It will be illustrated that parasitic / element with

appropriate value doesn’t significantly affect the syst¢  dynamics.

In this exampk C and R elements attached to a l-junction are used. The R clement
generates a flow causality to the I-junction .It will be shown that the system response
remains the same once a parasitic / element is introduced that acts as a causality
generator that gives flow causality to the 1-junction and thus changes the causality of the

R element into a effort-out causality at the 1-junction.

Figure 4.4: Causally strong R element attached to a 1-junction

From the bond graph shownin F*  :44 following flow and effort equations can be

written. . . '
h=q9=1,
e +e, =0
= kg + Rf, =0
= kq +Rg =0
—97 "¢ (4.8)
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Using a Laplace Transformation,

SQ—ﬁ®=—%Q

k
= (s - EjQ = (0)

Setting an initial condition ¢(0)=gq, , we get,

Q= - (4.9)

el.f

Parasitic

Figure 4.5: Adding parasitic / element

A parasitic / element is added in 2 bond aph of Figure 4.4 and is shown in Figure 4.5.

The following flow and effort equations are obtained.

fi=fi=fy i (4.10)
e +e +e=0 (4.11)

Now,
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e, =kq

e, = Rf, =Rfy =RE  since 1, =L
m m
and e, = p
Putting these into Eq.4.11 the following equation is found,
p = —kq - R ﬁ
m
Using a Laplace transformation,
P
sP—p(0)=—- )—h
m
Setting initial condition p(0) =0, we get
sP=-kQ - R£
m
R
:>(s +—)P+kQ =0
m
=p=|-—_lo (4.12)
§4
m
Again,
g=fi=L
m
Using a Laplace transformation,
P
sQ —q(0) =
m

(4.13)
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B!

= s0-qy=—
m

Putting the value of P from Eq.4.12 into Eq.4.13 we get,

1 k
:>SQ—'_ - - | = 490
moo R
m

:>Q=—q;(/—
s+—LM
s+R;m

If m = 0 then,

q (4.14)

This is the same equation as Eq.4.9 where no parasitic element was used. Thus using a

very low value for parasitic /, the system re onse remains approximately the same.

4.3.2 Other causally strong bond switches

The following table summarizes some more strong bond switches, namely for strong C at

1-junction, strong R at l-junction and ] iction. Equations for these switches can be

derived in the same way as ¢ cribed in Ser on 4.2.1.
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Table 4.3: Causally strong bond switches

1 par iow
I—1+——MTF+—0+H—R
1—AR _L
R
Rparh
wpan
C<—0- IMTF 1 C
0O——=C L
R
R par bow
Cpan
C<—0 —MTF —A1+—R
ot -R L
R
R par bbw

4.4 Internal bond switch

Internal bonds are the bonds between two consecutive junctions. When such bonds are
causally weak, a switch can be implemented using a simple modified MTF similar to
those used in case of weak bonds. Table 4.4 summarizes such a switch and corresponding

equations. This research excludes the issue of casually strong internal bond.



Table 4.4: Switch for internal bond

* quations o
P,.f=P,.f
1——0 1— MTF —%-0 Pi.e=r Py.e
=0 for OFF
r=1 for ON

rnl
=5

Internal Bond |

Switches described in this chapter will be used with clement importance metrics that
determines when to switch ‘on’ or ‘off’ an element. Details are discussed in the following

chapters.



Chapter 5

Half and Quarter Car Case Studies

This chapter studies @ application of the switches [Chapter 4] with a combination of
metrics for element importance [Chapter 3].Case studies with half car and quarter car
models are done. The half car model studies, Section 5.1 to Section 5.4, reproduces the
results of Kypuros and Longoria [9] with the half car model but instead of generating
separate reduced models [Section 2.2] it can continuously switch between reduced
models and therefore automation for generating variable-complexity model 1s obtained.
Section 5.5 uses a quarter car model from Louca and Stein [8] to demonstrate another

case study with switching.

5.1 Half car case study

Section 5.1.1 describes the previous resea 1 findings with variable complexity models
where a maneuver of a half car modi was studied. Section 5.1.2 reproduces the
responses as in [9] but it uses activity set rs that continuously monitor activity of the

elements 1n the model whereas [9] only takes activity during pre-defined intervals.
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Section 5.1.3 generates the reduced models 1d it confirms the proof of concept as stated

in [9] 1.e., reduced models provide computational savings.

S.1.1 Results of prior research into variable complexity half-car

modeling

Kypuros and Longoria [9] descri  d an approach to mcrease the simulation efficiency of
a vehicle mission. It uses a variable complexity method to build the reduced models.
Element activity 1s measured to  1ve the Juced model using the power based method
of Louca et al. [2] that quantifies the contribution of each element to the system
dynamics. To find the activity, i :gral of absolute power flow in and out of an element
over a specified time span is calculated. Normalizing each element activity by the total
activity, activity index 1s determr ed whic is a measure of relative importance of an
element to the overall activ . [Section 3.1]. Activity index is used to rank the
contribution of elements to system namics. A threshold (percentage of total activity) is
specified to represent the minimum level below which an element’s contribution to
overall system dynamics is considered negligible. The reduced model is obtained by
augmenting elements from highest to lowest rank until the cumulative index exceeds the
specified threshold. This approach i1s applied to a half car model. Four different
frequencies of road input are used for four different stages. The reduced model for each
stage 1s derived from the bond graph of the original model by removing the least active

elements. The original model and the reduced model for each stage are simulated. The
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results show that the reduced model can reasonably predict the system dynamics and it
can reduce the simulation steps s ificantly, thus making the simulation more efficient.
Model reductions, and changing from onc reduced model to another, are done with a

priori knowledge of input changes but not automatically.

Yroad(X-L) T F L ~| T Yroad(X)

Figure 5.1: Schematic diagram of the half car model

Figure 5.1 shows the schematic diagram of the half car model taken from [9] and Table
5.1 gives the parameter values for different elements of the half car model. The four
stages include four different road input frequencies: 10 rad/sec for 3.14 second (1% stage),
20 rad/sec for 3.14 seconds (2“CI st 2), 100 rad/sec for 1.26 seconds (3»rd stage) and 10
rad/sec (4" stage) for another 3.28 seconds. Road input is given as 1.5cos (?t) where ? is

the frequency in radians/second and t is time in seconds.






















5.2 Continuous element importance monitoring methods

Three continuous element importance monitoring methods are described in this section.
These metrics can find when model switching should occur. ‘U’ values [Section 3.2] are
determined to continuously mor or importance of an element in the model. These
methods are

e Activity

e Global MAP

e Local MAP

5.2.1 Activity based metric

The activity sensors calculate the activity of the bond connected to a certain element. It
uses the ‘activity’ equations of Louca et al. [2] described in Section 3.1.1. The calculated
activity signals are sent to the ‘Sum_activity’ block that adds up the activities from the
activity sensors of all the elements and the sum of all the activities is sent back to each
element to calculate the activity index for each element according to Eq. 2.2.A
“Threshold” block sends threshold signals to all the activity sensor blocks. The activity
sensor block contains code as shown in Figure 5.2 which returns a 0 value for "U’ as the
activity index for a certain element goes below the threshold value. If the activity index
value remains above e threshold the ‘U’ value becomes 1. A 95% threshold limit 1s

taken. The resultant  ’ values plot is shov in Figure 5.5.









suggests that it should never go off. The prc able reason for such discrepancy i1s that this
activity sensor integrates the activity for entire time span and though a highly active
element becomes inactive for a certain period, its present activity calculation includes all
prior activity values. This shows the eleme activity still “high’ though it is low over a
shorter time span. A more responsive mi ¢ is required, that tracks the instantaneous
contribution of individual elements as opposed to the cumulative contribution of

elements.

5.2.2 Global MAP based metric

To resolve the problem described in the preceding section, the moving average of
absolute power (MAP) [Section 3.3] is intre  uced as an activity calculating metric for the
half car model .Unlike the activity metric , uses a shorter time interval to calculate the
‘activity’ of a element by using moving average of absolute power flow . It uses the same
steps described in the previous section to find the ‘U’ value. Now the activity measuring
sensors as shown in Figure 5.2 has a code to calculate moving average of absolute power
for a certain tume span. They are termed as “MAP” sensors instead of ‘activity sensor’.
Following the same method for calculating the activity index in the previous section, it
calculates *‘MAP index’ for each element, i.e., sums the entire MAPs and divides the
individual MAP by e total MAP. This total MAP 1s termed as ‘global MAP’ as it
includes the MAP’s of all the elen  ts mc :Fwide. Sample code inside a MAP sensor is

given below
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/I Absolute power
A = abs(pl.e .* p1.f);
interval_input = A - tdelay (A, T0);

/I Calculating moving average of absolute power
MAP = int(interval_input,0)/T0;,

/I MAP index calculation
if ( maxMAP > 0) then

Al = MAP / maxMAP;
else

Al=1;

end;

/I'U determination
if (Al<port1) then
u=0;
else
u=1;
end,

The time span to calculate MAP is taken as 0.8. A 95% threshold is used. Figure 5.7
gives the resultant plot of ‘U’ values for the model and compares them with [9]. It shows
better agreement than Figure 5.6 above. For example sprung mass goes off for both the
cases during the higher frequency third stage as it should. Activity based metric could not
show this. On the other hand, the front and rear tire damping comes back on at the third
stage according to [9] but these never stay on in the MAP based metric. These elements

are very near to the Kypuros and Longoria [9] activity threshold, so slight differences in

55






5.2.3 Local MAP based metric

Another method of searching importance of an element is finding relative importance of a
bond with respect to other bonds attached to a l-junction or O -junction. Monitoring
importance of an element ‘globally’ was described in the previous section whereas this
section studies how well it can be monitore ‘locally’. It is termed as ‘local MAP’ since

this compares the importance of an element locally at the junction.

MAP sensors are put on each adjacent bor attached to a junction as in Figure 5.8, and
the ‘local MAP’ is defined as the ratio of the bond MAP to the maximum bond MAP at
that junction. Therefore, each bond at a junction will have a different local MAP, with
the highest-MAP bond having a local MAP value of one. There are two types of sensors
used. The ‘solid’ sensor in Figure 5.8 is used for bonds that lead to energy storage and
dissipative elements (external junction structure bonds) and ‘dotted’ sensors are used for
‘internal bonds’ i.e. bond between two junctions. The solid :nsor has code that
calculates both MAP and relative MAP whereas dotted sensor contains code that only
calculates MAP of the internal bond. The 1sors of the adjacent bonds attached to a 1-
or 0- junction send MAP to the ‘Max_MAP" block as shown in Figure 5.8 which finds
the maximum MAP among the adjacent bonds. Then the ‘Max_MAP’ block sends back
the maximum ‘local MAP’ to each bond’s MAP sensor which calculates the ‘relative
MAP’ of the bond by dividing its MAP by ‘maximum MAP’. U values are generated as

described in the previous section, i.e., if rela ‘e MAP goes below the t!  :hold limit then
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sprung inertia goes off whereas they all go off in different stages according to [9] as they
should. This depicts the fact that an element might contribute considerably at a junction
locally but could be insignificant when compared to all the other system elements. Thus
for switching to be aj lied, a global MAP metric is preferred. Such switching with global

MAP metric will be discussed in the next section.

5.3 Global MAP based : -ong and weak causality bond switch

This section describes global M. sed switches applied for the half-car model for all
its strong and weak bond elements. As shown in the Figure 5.2, there are 8 weakly casual
bonds for all the spring and resistive elements. Therefore the switch for weakly causal

bond as described in Section 4.2 is used for 1ese elements. The four nertial elements are
connected by causally strong bonds attached to 1- junctions. Therefore switches
described 1n Section 4.3 for caus: y strong onds are used. The parasitic inertial element
L,or with a value of 0.0tkg is employed as a causality generator for casually strong inertial
element switches, e.g. switch for rung mass at 1, s -junction, rotational inertia at 1.~
junction, rear unsprung mass at . ns-junct n and front unsprung mass at 1, f-junction
as shown in Figure 5.2. The switched bor graph is shown in Figure 5.10. A resistive
parasitic element para R having value of 1e® N-s/m is used with a 0-junction attached
to each inertial element. This arrai 2ment results in effort causality to the kjunction

which is causally we: | allowing it to be switched off. The MAP sensor sends a U signal
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to the modulus of the MTF to switch it ‘on” or ‘off’ as U transitions between | and 0,

hence making the effort out to the rest of the system equal to zero when it 1s off .
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Figure 5.10: Glol “ MAP ba  swi “ies for half car model
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effort to the rest of the systemm once sprung mass and inertia go inactive .That would be
correct if the flow was nonrni ~ ‘ble and mass was considered ‘zero’. As a result the
transients in Figure 5.11 with sprung mass and inertia appeared. Instead, since these are
low flow 1-junctions, the ‘zero’ flow should go to the rest of the system and the masses
should be considered “infinity” and attached to the ground. The next section describes

how this is done.

5.4 Half car model with weak, : rong and internal bond switch

Switching sprung mass and rotational inertia by setting effort output to zero causes
significant change in system response as found in the previous section. To resolve the
problem, in this section we attempt to switch off sprung and rotational inertia by setting their
flows equal to zero when the flow is locally bw at the zero junctions to which the m, and /.
elements are attached. As shown Figure 5.14, junction 1, n and junction I, flows are
switched at (: ;y and O . The inertial flows have strong causality at the I-junction but
becc - we:’ " causal soon after 7 pass the l-junction and go to next (-junctions. As
shown in the Figure 5.14, the sprung mass flow passes the 1, s -junction and then this flow
goes to the Or ¢ and Of s —junction. The ro ional inertia flow leaves the l.-junction and
then goes to the Of r and O 5 -junction Swi 1ing off the two internal bonds [Section 4.4]

between the 1- and O- junctions switches off the inertial elements from the rest of the system

by setting their output flow to zero. A local MAP calculation is done to find the relative
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importance of the bonds. The O r-junction has four bonds including the bonds connected to

the 1y mejunction (sprung mass element) and 1w-junction (rotational inertia element). Four

o “‘ P R F
iax A (;5' 7 A
14 I FF “'/ 3rs gt \

Adre _

PR
Fov5 e

Figure 5.14: } f car model with internal bond switch

MAP sensors, Fi 1, Frs 2, Frs 3 and Fis 4 are used to calculate the MAP of the corresponding
four bonds. The ‘MAX MAP’ block finds the maximum MAP among the four bonds and
sends the value back to sensors F;s | and F; 3 to calculate the relative MAP of those bonds.
The sensors send a *V’ signal to the ‘Block 1’ and ‘Block 2’. “V’ gets a value of 0 or | once
the relative MAP of Fy | and Fs 3 goes lower or stays above the threshold limit. Relative

activity of bonds between junctions |, msan Iy and the other two junctions, Or  and Of s,
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are determined and ‘U’ signals generated by the F 3 and F £ 4 sensors go to ‘Block-1" and
‘Block-2’ respectively. The ‘Block-1" and ‘Block-2" have a code that tells switching to occur
if both the ‘U’ and ‘V’ values are 0 values, i.c., switching ‘oft” the flow from the junction
Iy ms or 1 to the rest of the system once both the bond’s MAP gets low . A ‘u’ signal from
‘Block-1" goes to MTF and MTF to direct the flow from Iy n junction to the rest of the
system to be ‘on’ or ‘off’. Similarly, ‘Block-2’ switches the 1 junction flow by sending

signals to MTF2 and MTF3. Sample code inside ‘Block 1’ and ‘Block 2’ is given below:

if U==0 then

if V=0 then

tevent = time - tOl;

if tevent < tspan then
u=1 - (tevent/tspan)*I;
else

else
ifu <1 then
tevent = time - t00;

if tevent < tspan then

The threshold limit for both the = =rnal bond and for the rest of the elements is taken as

95%. Time span for sloping Us 1s 0.1 and tl e indow for MAP calculation is 0.8.The
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Table 5.4: Simulation time and steps for a switched and full half car model

dwitched 45.21Y /U845
Full 15.052 220743

The latter model works like a full non switched model .Table 5.4 summarizes the
simulation time and steps. Again, no time or step saving is observed. This is due to the
fact that switching usually creates transients that cause numerical difficulties which
makes the simulation slower. Though computational savings is not achieved, still such
switching gives a reasonably good predictic of the system response 1f MORA s applied
and shows that importance of an element in the model can be monitored continuously and

the effect of removing it from the model can e seen immediately.

The next section describes a quarter car case study model where element importance

metrics and switching methods 8 ied to see how the methods work.

5.5 Quarter car model ¢ se study

5.5.1 Simple quarter car

This section describes a model of a quarter car. Such a model is used in automotive
engineering to simplify analysis while still returning reasonably accurate results in the
early stages of design. The model has six ¢ 1ponents as shown i the free body diagram

of Figure 5.19. The sprui  mass my;  the mass of the body of the car which 1s supported
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by a suspension spring k, and damper b, in parallel. This suspension spring and damper
connects the sprung mass with the unsprung mass m, which 1s the mass of the wheel and
axle. This unsprung mass is supported by the tire which is modeled by tire stiffness k, and
damping b,. The input of the system is described by the road profile u(7) which is a
function of time and gives the velocity of = contact point of road and tire Louca and

Stein [8]. The gravitational force effect is neglected in the model.

Figure 5.20 shows a bond graph model of the quarter car. In the bond graph model the
sprung mass m; and unsprung mass , are represented by the two inertial / elements, two
compliant C elements are for t spension stiffness k, and e stiffness k, and the

resistive element R characterizes the suspension and tire damping i.e. b; and b,. As the same

me 1

4 x

“i |

b
u(t) T

Figure 5.19: Free body diagram of a quarter car
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Figure 5.20: Bond graph model of the quarter car

velocity is shared by the suspension spring and damper they are connected by the Lys-
junction. Similarly for the tire, the spring and damping elements are connected by the 1, -
junction to have the same velocity. The combined effort (force) from the tire spring and

damper is represented y the O -juni  Hn

The velocity input to the tire spring and da »er is the difference between the road input
and the velocity of the unsprung mass, represented by the l,-junction. Again this velocity
flows to the Oy,s-junction where it is subtrac 1 from the flow results from |,-junction of
the sprung mass to generate a velocity de 1bed by lys-junction. Table 5.5 shows the

parameter values of the element used in the bond graph model taken from [8].
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than the other two methods .It responds qi  ker to system input changes. For example,
the sprung mass goes off sooner in the 3" stage than in case of activity index. Use of this

MAP activity sensor with a switching arrangeiment will be discussed in Section 5.6.3.

5.5.3 Switching for quarter car model

An element can be switched off by setting  zero flow to a O-junction or zero effort to a
1-junction which i1s causally weak. MTFs . : used for such switching. A U signal from
the activity sensor dictates the modulus to be 0 for the ‘off” mode and | for the ‘on’
mode. For details see Chapter 4. The following section discusses how the switching is

done for the strong and weak bonds of the ¢ irter car model.

5.5.3.1 Quarter car model with switch for casually weak bonds

Section 5.5.2 finds U values to show which elements can be eliminated, and when This
section attempts to switch the model as the simulation progresses, to check for simulation
accuracy and numerical ssues such as stability, time and number of steps required. The
switches are implemented for each causally weak bond to /, C, and R elements in the
quarter car model. Effort to a I-junction and flows to a O-junction are casually weak.
Thus those casually weak bonds can be switched ‘off” by using the switches described
Section 4.2. Note that the sprung ass and un rung mass / elements are causally strong,
and not switched. The U signal from each activity sensor is sent to the modulus of the

appropriate (MTF) as shown in F' re 5.25. A 95% threshold 1s used.
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In a model where actual switching occurs, the transient caused by an effort (or flow)
changing from a O vi 1e to 1 or vice-versa will cause some finite change in the system
response. The instants at which U values switch between 0 and 1 in a switche model
will therefore differ from the instants predicted when the model runs in fully continuous

mode.

Switching bonds for the causally weak bonds show some computational savings though
not compared to a full quarter car model tt  doesn’t have any activity sensors or MTFs.
Since computation of activity takes signific it steps to calculate, excluding these sensors

would not show the actual step reduction due to the switching effect.

5.5.3.2 Switching causally strong bond for unsprung mass and weakly causal

sprung mass

Louca and Stein [8] assumes that a flow to a 1-junction or an effort to a 0-junction 1s not
low when bonds at that junction have low activity index. Switching off a causally strong
bond requires changing the causality of the switched bond into a weak causality and
using a causality generator to create the same causality the junction had before the
switching. Details of such a switch were discussed in Section 4.2. A very low value
inertial element is used as a causality gene1 or to switch an inertial element connected to
a l-junction. A O junction attached with the inertial element and with a high resistive

element is used to ki ) the causality t s for the inertial element. MAP based metric
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1s used with smoothing in U values since this metric is more responsive than the activity
index metric. Moreover ‘smoothing’ of U values facilitates the switching of causally

strong bonds since better numerical stability can be obtained by ‘smoothing’ of U.

In Figure 5.20 the unsprung mass is atta ed with a causally strong bond to the I -
junction It must therefore be switched with a switch for a causally strong bond {Section
4.2]. If the power flow direction for bonds 2, 6 8 and 12 in Figure 5.20 were reversed,
then the 1 ,-junction attached to the sprww  mass could be removed. Such a half-arrow
direction change simply represt s a cha; : in sign convention, and changes nothing
more than some algebraic signs in the system equations. For this reversal of power flow
the sprung mass attachment bond would become causally weak at the 0 gs-junction. Thus
a switch for causally weak bot v 1ld 1 used. The model bond graph is shown in
Figure 5.29 and a plot for sprung mass 1 »mentum is given in Figure 5.30. The plot
shows significant similarity with the full model plot for the same input. The Runge-
Kutta-Fehlberg integrator with an absolute lerance of le®® was used. A time window
of 1 sec was used for aver =~ absolute )wer to calculate MAP. The threshold limit
was taken as 97%.Though no tin nng was recorded, this result is still significant as it
allows the analyst to see how the syste  would respond if model complexity was

changed throughout the simulation.






5.5.3.3 Switching causally strong bond for rung and unsprung mass

In the original model of the quarter car, as shown in Figure 5.20, the sprung mass 1s
attached to the 1 ,.-junction by a strong causal bond. Therefore it needs to use a strong
causal bond switch as described in Section 4.2.Again bond 12 in Figure 5.20 is causally
weak at 0 s-junction and this can be switched with an internal bond switch [Section
4.3].Figure 5.31 shows the bond graph model of the quarter car with the two switches
(external and internal) for the sprung mass. If the effort is negligible then the modulus of

MTFEqema gets a zero value and @ :ro effort results. Again, MTF j¢rna £O€S tO Z€TO tO
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Figure 5.31: Quarter car model with swi  1ed sprung mass for eigenvalue analysis
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generate a zero flow once the flow of the sprung mass becomes negligible. The suitability
of these switched model modes is tested by an eigenvalue analysis. Equations from the

bond graph model of Figure 5.31 are given below 1n a matrix form.

S Rh:’ R‘zz’
- — 0 0 o 0
p‘l MJ Ipar a
. AR, . AR . Rh. b v 0 0
p? MJ Ipar IPG?' MHJ - p?

: Bby by b b
o =l 0 - k, —k +{—
\l 1'11 2 >- IPQ.V MHJ ’HJ ) I !}1 2 Mus

. B 1

o 0 I_ _M_ 0 0 Qo 0
par us

. 1

k s  / 0 0 M— 0 0 Qs -1
where

p1=Sprung mass momentum

pr=Parasitic mass momentum

pr2=Unsprung mass momentum

g 10=Suspension spring displacement

qs=Tire spring displacement

A= Modulus of sprung mass MTF

B= Modulus of internal bond MTF

This equation is coded in MATLAB [2006] and the following eigenvalues are obtained

b

for all the combinations of “on” and “o modes for both the internal and external

switches.
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Though the eigenvalue analysis shows that using two sprung mass switches is feasible,
numerical problems are created when using both of them. Using only the ‘external’
switch gives a similar numerical problem. Using only the ‘internal’ bond gives a
reasonable output. MAP sensors are attached to bond 6, 8 and 9 of Figure 5.31; those are
adjacent bonds of 0 s-junction. MAP index is calculated locally at this junction following

the same procedure stated in Section 3.13. A threshold limit of 95% is set for the internal

j: ——ﬂ l\\\\

1~ MTF-@—0 —| #

Thresholdfonnlemalbond/]; J/ l

Ryte® —~C
R parasitic o——1 MTF Kt
| MTF-_ o g
P —
1£ \ Bt
MSf

WaveGenerior

Figure 5.32: Quarter car model wi  strongly causal sprung mass switch
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Table 5.8: Simulation time and steps of switched and non-switched model

Moael Type Time (sec) >teps
Non-switchea moaei 9.84 361956
Switched moaei 14.49 527549

This case study demonstrates he ability to see which elements are unnecessary at
different times, allowing one to look for distinct stages in the simulation where different
model complexities could be employed. The user could then generate proper models for
each stage separately, and run them in sequence. As long as system design changes (in
other words, changes to the mod:  were 1 nor, one could be reasonably assured that the

reduced models for each stage would remain valid. The reduced model sequence could
then be run without activity calculation, and would possibly show significant
computational savings. Kypwos and Longoria [9] showed this for a half car. If the
model parameters or inputs were changed significantly, the MAP switched- model could
be re-run to ensure that the t ¢ intenn s for each stage, and the required model
elements, had not changed. If cl :'s w: required to the stages or models, then the

MAP-based switch analysis would automatically suggest these changes.
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Chapter 6

Vehicle Frame Model Case Study

This chapter discusses how to e switc 5 for a vehicle frame model that can be
partitioned mto a driven and driving sub-system as described in Section 2.1. Section 6.1
gives a brief description and some useful e 1ations for a Bernoulli- Euler beam [23] that
could be used for modeling the vehicle fi ne. Section 6.2 explains the vehicle frame
model. Section 6.3 describes how the vehicle frame model can be partitioned using the
algorithm described in Section 2.1. Sectic 6.4 describes how switches [see Chapter 4]
can be used to partition a model only when is appropriate to do so. The flexible modes
of the vehicle frame model form drivi  partitions when they do not contribute
significantly to overall system response. These modes are essentially eliminated when
the model 1s partitio. 1. This case study thus predicts when a rigid model is acceptable,
switches between a rigid and flexil : model automatically, and shows how the model
would respond. The analyst can then compare the variable-complexity model results
with the results from a “full” flexible model over the course of the simulation, and decide
if discrepancies are acceptable. Results from the variable complexity model are given in

Section 6.5.
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6.1 Brief description of Bernoulli-Euler beam

.11.'2
| Fy(t)
F,(®) P
X; ///
f;::\/
—=
T Uniform beam , El,p,A,L
! wix ,t)

Figure 6.1: Uniform Bernoul Euler beam with point forces

Figures and equations used in this section : taken from Kamopp et al. [11]. Figure 6.1
shows a lo‘ng‘and slender beam having a uniform cross-sectional area A, Young’s
modulus E, mass density ?, area moment of inertia / and length L. Any position of the
beam is defined by x . w(x.t) gives the transverse displacement of the position x for any
time t. Two point forces F(t) and F»(t) are applied at points x; and x, of the beam to
model suspension inputs . Neglecting the rotary inertia and shear deformation, the

following Bemoullt Euler equation for the beam can be written,

o*w du
IS = Rl x )+ Rd(-x,) 6.1)

El
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Mode shapes can be found from the followi : equation,

Y, (x) =(cosk L —coshk L)sink  x +sinhk  x) —(sink L —sinhk L)(cosk  x + coshk  x)

(6.2)
Mode frequencies are calculated using the following equation.
El (k,L)*
?j:—( "4) (6.3)
?A L
Using orthogonal property of the modes the following equation can be derived.
1 L ,
[IPAY"ZdXJrT"+(IPAY”2dXJ(0; n :ljlyn(xl)+F2Yn(x2) (64)
0 0
The quantity in the bracket of the first te 1 1s modal mass and in the second term it

represents the stiffness. Figure 6.2 shows a bond graph of the force free beam. For

example, considering the rigid body mode, with vertical translation,
Yoo =1 (6.5)

Using Eq.6.4 and Eq.6.5, the first zero frequency mode s obtained as,

L
{J.'DA(I)de}ﬁoo =F+
0

or (6.6)

”moo:E+Fz
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C:1/k, C:ltk,

Figure 6.2: Bond graph of Bernoulli-Euler beam

The second rigid mode which is the rotatior | mode is given by

L L 2 ) L L
J”“(“Ej =[x -3 o -3

or
.. L L
T, = K (xl ‘E] + 5 (xz —Tj (6.7)

This means acceleration 1], is produced by the moments of external forces about the

centre of mass where J; 1s the centroidal moment of inertia of the beam. Eq.6.6 and
Eq.6.7 1s represented in the bond graph of Figure 6.3. F; and F, forces are the efforts at 0-
junctions that pass through —7F- elements with moduli equal to the value of the mode
shape at point x or %. For the rigid body translation mode the modulus is given by Eq.

6.5. Then it goes to the 14, -junction with modal parameter, in this case the 1- junction

with beam mass m. Again, in case of the second rigid mode F'; and F; forces pass through
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L L
—TF-s having modulus of (xl - 2) and [xj —EJ respectively. These efforts then go to

the 17 -junction with modal parameter J,. Other connections represent Equation 6.4

where modal stiffness is also added in cc bination with modal mass which show the

flexible modes.

6.2 Vehicle frame modc¢

Beamx:
Mo E=200x16®
Y
=708
J=ted
&rha"ﬁ&l’a‘"k L=
Rear | Fromt

Figure 6.3: Schematic « igram of a vehicle frame

This section describes a vehicle frame n del as shown in Figure 6.3. The beam is
considered a Bernoullr Euler beam as described in the previous section with a 10 kg
concentrated load at the middle of the beas Beam specifications are given in the figure.
Damping and stiffness values of front, mic le and rear section of the beam are given in
Table 6.1. The front road input is sin (?t) whereas the rear road input is delayed by 1.5
seconds. The frequency 7 has four stages. They are 1 rad/s, 10 rad/s , 65 rad/s and 120

rad/s for 10 seconds each.
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Table 6.1: Parameter valu¢ of the vehicle frame model

Lucauon vaiupiug [ " Suffness
(N-s/m) (kN/m)
Front Rsf 100 kst 1000000
Middle Rriff 100 kstipy 1000000
Rear Rsr 100 kesr 1000000

Figure 6.4 shows the bond graph presentation of the vehicle frame model. The effort
source Se produces an effort of mg at the 1 v joag-junction, where m is the load mass
which is 10 kg and g 1s gravitational accele: ion. This effort and the effort from damping
and stiffness at the middle of the beam produce a resultant effort at the | | joa¢-junction
that leads to /,.s and the load mass gives a flow output to the rest of the system. The
effort that goes to the 1, joa¢-junction from ;7 and Ryifr elements also gets to the Opyig-
junction from which the effort p. ies thorough different —7F- s whose moduli are equal
to the mode shape displacement at the mi lle of the beam . For example the effort is
multiplied with -TFygo mi¢- having a mode function of 1 and this goes to the lno dot-
junction that represents the transli nal ve city of the rigid body mode. The rigid body
modal mass m is also attached to l,g0 dgoi-junction and computes the flow for the junction

when it is in integral causality.

The front and rear Sy generates the four 1 juency stage road imputs for the system as
described before. Passing the 1y fron and 1y .ear-junctions for the front and rear sectiors

respectively, the flow goes to the 0-junction that gets effort input from the spring and
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Figure 6.4: Bond graph presentati

damper attached to the front and r

Load moverment

on of the vehicle frame model

section of the beam. In the same way described for

the middle section, the effort then is multiplied by the moduli of different —7F-s

corresponding to the mode sh:

different mode velocity 1-junctions i 1poo dot,

displacement at the point in question. Then they go to

1 n0_dot etc.
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effort sources in Figure 6.6. Now the mode 2 sub-system 1s partitioned as a driven system
with two modulated sources producing the efforts going through the bond B-1 and B-2 to
In2 g0t —junction. The rest of the system is a driving partition driving mode 2. The
modulated sources can be used if activity measurement shows that the modal velocity of
the driven system “Mode 2, with one compliance, one resistive and one inertial element,

does not have a significant effect on the rest of the system.

Mode 1
Mode 0 26.06 rad/s Mode 2
Rigid Body r2 T1.85rad/s
Rotation  moe ¢ i _';1 noe m1 R
Mode 00 I f I 4 l \\\_\ f f mode_?
Rigid Body ' S
Translation ‘\\ / Kew g i mt «2C v——-;1 n2_dot Mode 3
/w0t et B-1 m3p 140.86 rad/s
made_0 f ,\\ T o B-2 ¥ R3
S  MSe c
. Y MSe <™. | !
I N 1 ’ . LT - ) \\7 : ‘71‘ \; f
- LT . v — >
~._ > Y
ﬁ T AN %ﬁ"ff mode_3
Pie R N // ) -
o A
>(/ - ¥a 'i‘F |
T T
— e ,/ ~ TF
F < 0 TF ‘r
3 - Y0 4 4
TF T rE \ /
3. Yoo e
0 - (‘0 Fiz
Frmd 1 [N
N c /‘ |
[ 1
1 Ksf R v_front] — f
f “‘—}\V_rear c Ki ,,F i T Rsf _[\ Front_displacerrent
Rear_d:sdacemeni Ksr 4,.: 1 ’—'0 Sf
Sf R I Front_input
Rear_input Rt V- "’a“’; 1
. l Load movement

I

g

Figure 6.6: Mode 2 partitioning using modulated effort source
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6.4 Partitioning by using switches

6.4.1 Assessment of partitioning possibility using MAP sensors

The times when partitioning is a) -opriate can be determined, and the partitioning done
as necessary, by using MAP sensors betwe internal bonds and switches for the weakly
causal bonds described in Section 4.2. The sensors calculate MAP of the bond and
generate a ‘U’ signal that switches MTF’s ‘on’ or off’, hence resulting in a zero tlow for

the rest of the system. This can be demonstrated using Figure 6.7. This figure shows a
bond graph of the vehicle frame model having the MAP sensors a iched. The sensors are
attached with all the adjacent bonds of Opyid, Oprz and Ogs, -junctions. Only for the OFfz-
junction, the technique for calculati  relative MAP and hence, generating ‘U’ values is
shown in the figure. Similar arrangements for Opmig, Opr, junctions in the original model

are omitted in Figure 6.7 for clarity.

A MAP sensor 1s attached with every bond numbered from 1 to 6 in Figure 6.8. These
sensors calculate MAP for the correspondin  bonds and send the value to the ‘maximurm’
block. The ‘maximum’ block then finds the highest of the MAPs from the adjacent bonds
attached to the junction. Each sensor’s MAP is divided by the maximum MAP value to
result a ‘relative MAP’. The ‘threshold’ block sends a value to the sensors that sets A
97% threshold limit. A ‘U’ value without smoothing is generated as described in Section

3.4. ‘U’ values fortl adjar it bonds of O, and Or; unctions are also determined in the
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modes at the respective 0-junctions do not exceed the threshold of 97%. During the
second (10 rad/s) and following stages, the first mode i1s excited significantly at the
middle of the beam. Modes 2 and 3 do not affect system dynamics in the second stage,
because the front and rear suspension locations arc closer to nodes of these modes. The
middle of the beam is exactly at a node of Mode 2, which 1s why Mode 2 is not shown 1n

the middle graph of Figure 6.8. While Mo : 3 also has maximum displacement at mid-
span, it 1s still being excited far below its resonant frequency in Stage 2. In Stages 3 and
4, Modes 2 and 3 are excited closer to their natural frequencies and are active at all three
locations. In Stage 4, note that Mode | becomes nactive agamn. This 1s due to the
attenuation that occurs in vibratit  systems 1at are excited at a frequency far above their

natural frequency.

6.4.2 Switched vehicle frame model

Switches can be applied to the model described in the previous section. ‘U’ values show
that all the three flexible modes do not cont Hute significantly to the system dynamics at
the first stage. Thus the three modes can be partitioned .During the second stage when
mode | has significant deflection at mid-sf 1, mode 1 cannot be partitioned but mode 2
and 3 can still be omitted .During rest of e stages all the modes contributing to any
location 1.e., at rear , front and middle , never become inactive at the same time.
Therefore the flexible modes cannot be completely partitioned but still a bond can be
switched off once it doesn’t contribute. Instead of using modulated effort source as in

Section 6.3, partitioning is obtained by using ‘switch of the internal bond’ for weak
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6.5 Result of switching the vehicle frame model

For the switched model simulation the ‘Backward Differential Formula’ integrator with a

0% s used. Figure 6.10 shows the switched model response overlaid on

tolerance of le
the full model system response. The front displacement Ffz, middle displacement Fimd
and rear displacement Frz are plotted. Plots show that the system response for the

switched and full model is the same. This proves that switching doesn’t significantly

affect the system response in this case.

Table 6.3: Simulation t1 e and step for switched and full model

Model Time Step
S ed 50.006 240402
Full 79.183 197866

Figure 6.11 gives ‘U’ value plots for the vehicle frame nodel when the switches are
applied. The switched ‘U’ values confirm nilar patterrs when compared with the plots
of full model shown in Figure 6.8, i.e., switched bonds go ‘on’ or ‘off” for the same time
span as the full model suggests. Another model is built that has all the sensors and MTF
that a switched model has, but no switching occurs as no signal goes from the MAP
sensors to the MTFs. Rather, a constant signal having value of 1 passes to the MTFs
which makes the model work as a full model. Simulation time and steps taken by the

switched model and the “full” model are gi 1 in Table 6.3. Use of a switched model
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does not give computation time or step : ’ings, because of the numerical overhead
involved with calculating activities. However, the above switched model shows that the
relative MAP metric is a good predictor of when systems can be partitioned, and it shows
how the system would respond if the optimal model could be used at every instant. If the
modeler wanted to build a fixed-complexity model for each stage, and run them
sequentially, then time savings would likely occur because there would be no need to
calculate relative MAP. The switching me od described here thus “designs” the fixed-
complexity models for each stage, and the switched system results show how well the

sequence of fixed-complexity models will v rk.
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Chapter 7

Conclusions and Recommendations

7.1 Conclusions

This thesis work presented a method that can continuously monitor the contribution of an
element to overall system dynamics and at the same time it can eliminate the cffect of the
element when it becomes unimportant for predicting the system response. Hence i1t
showed how to generate proper modek automatically as the system inputs or the
parameters are changed. Bond graphs were used throughout the work and computer
simulations were done by using 20sim [2007] software. Three element importance
monitoring metrics were employed and results were compared to see which method was
more responsive. It was found in several case studies that MAP (moving average of

power) metric works better than activity or relative activity metrics.

Switching method was proposed and in lemented to eliminate the effect of a non
contributing element as its MAP index 1lls below a specified threshold hmit. It is
important to note that such switching enables one to remove elements regardless of

causality and at the same time it can calculate element importance when the element has

115




been removed. Modulated transformers (M *) are used to switch the elements ‘on’ or
‘off’. Sometimes MTFs were required to be combined with parasitic elements for

performing switching of causally strong bonds.

Three different case 1dies were done by using the bond graph based metrics and the
switches. The half car, the quarter car and the vehicle frame case studies show how the
method works while using the element importance metrics along with the switches. The
half and quarter car case studies used the MORA algorithm while the vehicle frame case
study was done by using partitioning algorithm. In very few occasions computational

saving were achieved.

The ultimate goal of such automated proper model generation was to reduce simulation
time. This method takes the overhead to ce ilate element importance at every instant of
the simulation which explains why simulations became slower v ile using the switches
along with the metrics. Moreover parasitic elements in the switches often created

numerical stiffness an slowed the simulatic s.

Despite of the fact at compu 1onal saving was not obtained, this thesis shows a
method that can continuously monitor dement importance and therefore can predict
variable-complexity model structures automatically at any time instant. This also can tell

how the system would respond if the propr models were generated in advance and then
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simulated sequentially. Therefore it can compare the proper model response with the full

model to check its validity.

7.2 Recommendations

Considering the achievements and limitations of the current thesis work the following

potential research scopes can be suggested.

A more efficient numerical method can be employed to address the numerical
difficulty once switches are used.

An arbitrary threshold limit was set  r the elements to be removed. A method can
be developed to find the appropriate threshold limit which would eliminate
arbitrary choice.

The current method monitc  model complexity for every instant which adds
more computational over 1d during the simulation Methods can be developed to
minimize the amount of model complexity checking. Instead of checking of every
instant, some me peric can be set at which to check the model complexity.
Challenge will be to select the time periods for model checking prior to the
simulation.

The MAP metric used a shorter time window than activity but the choice of the
window was arbitrary. The  Hice of this window could be crucial to the selection
of the appropriate comp™ ity model. Selecting the right time window requires

further research .
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For automating model ¢« | lexity some pre-set proper models can be generated
for various stage of the full maneuver. These models could be generated
automatically using the method of this thesis. Switching between these pre-set
models would then predict the : stem dynamics for the entire maneuver

effictently.
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