











APPLICATION OF COHERENT RADAR USING STEPPED FREQUENCY
MODULATION: AN EVALUATION OF A PRACTICAL. NARROWBAND DESIGN

By

© Dean Francis Rowsell, B.] g, P. Eng.

A thesis submitted to the
School of Graduate Studies
in partial fulfillr 1t of the

rec ements fort® =~ eof

Mas of Enginee ~ 1

.aculty of Engii  ring " Ap ied Science
Memorial University of Newfoundland

July. 2008

St. John's

» wfoundland









implies that if both near rar : and far range data is ceded, strategies must be decided
upon to render such data to the user (e.g., alternate the parameter set in successive scans).

While the radar prototype was well-suited to fulfilling the objectives of the research
program, it is not in a form suitable for demonstration in real operational scenarios. To
accommodate this, the next desi_ iteration must i :orporate the followir elements:
azimuth scannir  a much higher level of int  ation in the hardware; and, support for
real-time processing and rendering of the  lar output. This research provides a sound
foundation for further development and comn cial exploi ion of SFM-based coherent
radar. It is recommended that such development focus on producing a prototype that can
be placed in il operational scenarios in order to fully assess the utility of the

technology.
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to illustrate the type of analysis that should be ecuted in selected the best -aveform for

a given application.

Figure 2-16: 13-bit Barker Coded { 1wsoid, /=10 Hz
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Case 2: Figure 3-11 and Figure 3-15 illustrate a case where the pulses of the SFM
waveform are non-orthogonal and the frequency step is larger than is required for
orthogonality. Here. the central sponse and the ambiguities contain sign :ant artifacts
(or peaks) that may confound target detection.

Case 3: Figure 3-13 and Figure 3-17 also illustrate a case where the pusles of the
SFM waveform are non-orthogonal, but where the frequency step is si iller than is
required for orthogonality. Here, the central response has no artifacts; hov ver, artifacts
are present in the ambiguity responses that may confound target detection.

Case 4: Figure 3-10 and Figure 3-14 illustrate an interesting case where by definition
the pulses are indeed orthogonal. ..is waveform is derived from Case 2, where every
second pulse is transmitted so that the frequency step is twice that of Case 2. Here. the
ambiguity responses have no artifacts; however, two distinct sidelobes are present on
either side of the main peak within the central response.

[t is important to realize in this analysis that these responses are just a gle slice, at
=0, of the complete ambiguity surface; nonetheless, the example illustrates the type of
compromise that must be considered if utilizing non-orthogonal waveforms.
Furthermore, this example is indeed |  cularly important for the case of stationary or

slow-moving targets.















3.5 Practical considerations for SFM

For a typical application, the range and velocity ambiguities shown in the previous
section are to be avoided. For instance, 7r should be chosen large enough so that the
furthest expected target from the radar is within the unambiguous range. But as
equation (3-6) dictates, the lengthening of the unambiguous range is done at the expense
of shortening blind speed, so not all targets can be easily accommodated. In radar
applications, the challenge is to design the waveform so that target ambiguities are
outside the scope of expected targets, but that is not always possible—in these cases,
other methods must be employed to identify the actual location and velocity of the target.
These methods are beyond the scope of this thesis, but include, for instance, moving
target indication (MTTI) filtering.

Assuming a priori knowledge of the maximum detectable target range and velocity,
then for real target detection, the signal return need only be assessed over the ranges and
velocities of interest. To ensure that targets beyond these expected limits are not
mistakenly aliased into view, various measures can be used; for instance, radiated power
can be kept within a certain limit to ensure any reflections from targets beyond the
maximum range are negligibly weak. Likewise, filters can be employed to reject any
targets with radial velocities beyond the maximum velocity assessed by the radar
processor. Once the operating limits are established, the primary interest is the central
ambiguity response.

Some of the examples presented earlier are demonstrated using somewhat arbitrary
signal parameters that are not necessarily useful in practical applications. In Section 3.3
for instance, a bandwidth, B, of 5 Hz would be very unusual, especially for microwave
radar. While such examples serve well in understanding the theory, it is worthwhile to

examine more realistic and practical signal parameters, as demonstrated by Example 3.
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3.6 Multi-Cycle SFM

The signal bandwidth may be limited for a number of reasons, including the physical
makeup of the antenna, spectral allocations, and the microwave transceiver bandwidth.
For fixed bandwidth, pulse repetition interval and pulse width, the overall length of a
waveform, Ty, is also fixed, if orthogonality is to be maintained. In such a case, the
Doppler resolution is thus limited. However, if the waveform is permitted to repeat itself,
and many iterations of the waveform are processed for a given target return, then 7 is
effectively extended, and the Doppler resolution is thereby reduced. Each iteration is
referred to as a cycle; therefore, the composite waveform discussed below is referred to
as a multi-cycle waveform, where the cycle time is denoted 7.. The behavior and quirks

of multi-cycle SFM is demonstrated by way of Example 4.

Example 4: Orthogonality in SFM Waveforms

T, 50 ps

7 0.5 ps
Ty 5 ps

B 20 MHz
N, 10

N {1,2,5}

Figure 3-20 presents the point of reference for the example—the ambiguity response
for a single-cycle waveform. Figure 3-21 shows the ambiguity response of the same
waveform comprising two cycles. For a multi-cycle waveform, it is evident that the
response lobes are divided into smaller segregated lobes. Figure 3-22 shows that
introducing more cycles has the effect of further reducing the size of the segregated
lobes; however, note that the quantity and position of these segregated lobes remain
fixed. Finally, Figure 3-23 shows a magnification of the central response for the last
case, whereby the sidelobes are clearly evident. More importantly, this figure reveals that
the five-cycle waveform has one-fifth the Doppler resolution as the single-cycle case.
This is consistent with equation (2-7), which relates the Doppler resolution to the overall

waveform length.
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Figure 3-31: my(7) for A ' Af=1/1,

Figure 3-32: my(7) for N,=7, 4
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segment to a common frequency range in order to reduce the required bandwidth of the
receiver. Following correlation with the transmit envelope, each segment is then mixed
with an exponential whose frequency is uniqt for ch segment. All of the segments
making up the entire transmit cycle are ove id. frequency shifted. and summed in a

anner that restores the original signal bandwidth.
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4.4 Processing Algorithms

As previously discussed, the processing component of the prototype was
implemented off-line. Accordingly, processing bandwidth was not a limiting criterion.
Methods to implement efficient processing algorithms on real-time platforms were
outside the scope of this study. The method of data analysis was to compute, in a brute
force manner, the ambiguity response associated with the radar return from any given
complete transmitted signal.

Because of the narrowband nature of the receiver, equations (2-14), (2-15), and
(2-16) cannot used directly to compute the response. These equations assume the
received signal sweeps the entire band of frequencies comprising the SFM waveform.
However, as noted in Section 4.3, the receiver maps each received frequency step to a
common IF prior to digitization. Therefore, these equations cannot be directly used to
compute the ambiguity response. Instead, the isomorphic matched filter method
presented in Section 3.8 is used. Note that Section 3.8 provides the mathematical
foundation for computation, under the narrow-band constraint, of the matched filter
(where the domain comprises only the range), rather than the ambiguity response (where
the domain comprises both range and velocity). The implementation discussed below
extends the technique from Section 3.8 to include the velocity component, thereby
rendering the complete ambiguity response.

Figure 4-28 illustrates the signal transformations from transmission through to the
matched filter output. Figure 4-28(a) is the transmitted SFM waveform. Figure 4-28(b)
is representative of the received waveform reflected from a point target, where the
original signal is delayed (this is an idealized case—in reality, the waveform is subject to
propagation phenomena such as multipath and dispersion which will corrupt the
waveform envelope). Figure 4-28(c) shows the IF resulting from mixing the received
signal with a stepped LO—this waveform is digitized and becomes the input to the

algorithm described below.
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4.4.1 Main Functional Elements
The core of the processing algorithm comprises four essential steps derived from
Section 3.8; these are as follows:

1. Doppler Frequency Modification

2. Complex Envelope Formation
3. Correlation

4. Bandwidth Recovery

5. Accumulation

These steps are executed iteratively in a triple-nested-loop fashion—the inner loop
executed for N, pulses, the middle loop executed for N. cycles, and the outer loop
executed for investigated Doppler frequency. A flowchart is provided in Figure 4-29 for

clarification. Further discussion of each step follows.

4.4.1.1 Doppler Frequency Modification

Each outer loop of the process generates a Doppler reference signal in the form of a
complex exponential—a portion of which is multiplied by the digitized IF (Figure
4-28(c)) within each pulse response of the inner loop. A unique Doppler reference
frequency is chosen for each iteration of the outer loop so that the inner loops calculate
the matched filter response for each Doppler frequency, over a range of frequencies wide
enough to capture all anticipated target velocities. The modification, if matched to the
target velocity, reverts the Doppler effect on the echo from a moving target and produce
an optimal matched filter response. Thus, the outer loop provides the velocity domain of
the ambiguity response.

It is important that the Doppler reference signal for each iteration of the inner loop be
derived from a time-continuous complex exponential function over the entire duration of
the multi-cycle waveform; otherwise, the phases from pulse-to-pulse and cycle-to-cycle
will not be representative of a moving target, thereby rendering an incorrect ambiguity

response.
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Figure 4-29: Core Processing Algorithm Flowchart
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4.4.1.2 Complex Envelope Formation

The complex envelope formation creates the m’(f) term in equation (3-30). For an

ideal echo, the complex envelope would appear as shown in Figure 4-28(d).

4.4.1.3 Correlation

The correlation block computes the correlation between the complex envelope from
the previous step and the envelope of the transmitted signal, which is simply a
rectangular pulse train. This computation is represented by those elements to the right of,
and including, the integral in equation (3-30). For an ideal echo, the output of the

correlation would appear as shown in Figure 4-28(e).

4.4.1.4 Bandwidth Recovery

This step is represented by the exponential term to the left of the integral in equation
(3-30). Following the correlation, what remains is essentially the complex envelope of
the matched filter output for each pulse. The collective bandwidth, which was reduced
during down-conversion to a common IF, must be re-introduced prior to integrating all of
the pulse responses together. This is accomplished by up-converting each response by
successive frequency offsets that match the frequency steps in the SFM waveform. For

an ideal echo, the output of this step would appear as shown in Figure 4-28(f).

4.4.1.5 Accumulation
The final step simply sums all of the responses derived from the last step, rendering

the pulse-compressed cumulative response shown in Figure 4-28(g).

4.4.2 Implementation

The algorithm described above was implemented in Matlab™ script. The script
provided the facility to carry out processing on either real data obtained from the
prototype, or simulated data, generated within the script. This provided a means to draw
comparisons between real and simulated data. Example 5 shows a comparison between
simulated data and real data; the matched filter outputs are shown in Figure 4-30 and

Figure 4-31, respectively. For this case, the real data was obtained in the lab, where the
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propagation delay was realized using a spool of fiber optic cable and an optical
transmitter/receiver pair. This sort of set-up is vital to validating radar performance prior

to field deployment.

Example 5: Simulated and Real Data Comparison

T 100 ps
17 5 ps

B 35 MHz
Af 0.2 MHz
N, 176

There are a couple of important consistencies between the simulated and real
outputs. First, the main lobe of the response is similar in width and shape, and in both
cases, the predicted range resolution is achieved. Second, the first sidelobe levels are
similar (approximately -13 dB). The real data is subject to noise, which is evident in the
output for this case. (The main lobe range positions are slightly different between the
figures because the target position configured for simulation was not identical to that of

the real experiment.)
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5. Experimental Data
A field program was conducted at C-CORE to evaluate the radar prototype. This
section discusses the applied methodologies, study locations, experimental objectives and

the outcomes, which are also documented in [25].

5.1 Methodology

The intent of the field program was to quantitatively assess the performance of the
radar in a real ocean environment while exercising as much experimental control as
possible. Standard targets are widely used in radar calibrations to provide a fixed and
known reflector reference. A standard target provides a known, fixed and often isotropic
radar signal reflectivity, or radar cross-section (RCS); therefore, for a given radar
configuration and a given physical geometry of the antennae and target, the performance
of the radar can be predicted and compared to actual measured results.

This study used a Lunberg Lens as a standard target. The Lunberg Lens is a novel
design that provides an omni-azimuthal response over a vertical beamwidth of £10°. It is
pictured in Figure 5-1. The Lunberg Lens acquired for this study was designed for
X-band radar (9.4 GHz) with an RCS of 10 m®>. However, at 3 GHz (S-band), the
manufacturer (Luntech, in France) claimed a reduced RCS of approximately 1m?.
Theoretically, the RCS is inversely proportional to the wavelength; therefore, the
theoretical RCS of this lens at S-band is indeed 1m?, as suggested by the manufacturer.

For an operating frequency of 2.425 GHz, the predicted RCS of the lens is 0.66 m>.

5.2 Study Areas

Three main field sites were chosen for the field program—a large target site, a frozen
lake site and an exposed bay site. These sites are all in close proximity to St. John’s, NL,
as shown in Figure 5-2. Successively, each site was chosen as the study progressed from

a system verification phase to a performance evaluation phase.
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phase coding methods, pseudo-random frequency assignments ¢ | non-linear
modulation.

Traditionally, col :nt radars have been the exclusive domain f high-end,
expensive, and pt , jse-built system ften military. However, this study demonstrates
that technologies supporting economical, but high performance radar have come of age.
These technologies will undoubtedly bring the benefits of coherent radar to mainstream
applications such as navigation and surveillance. The research provided by this thesis is

an important stepping stone towards this realization.
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Appendix A: Derivations
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Comparing the limits on the right-hand side to the sign of t, the abo' relationship

canl| expressed in term of ]r[ :

1 ( im.rj fia),(rn—|r|)J [— f(l).(‘l' -|T”] ’ J

exp| - ex - —ex r -

){(r,a)d) jo, P 2 p\ 2 P 2 \ 41,
_2 ’( ja)dr)Sin[ a)d (T[’ _|T|)] «t[ T
w, "\ 2 2,

(rp - ‘r|)exp(deTjSinc(M] rect %J
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Appendix B: Device Specifications
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Appendix B.2: DDS Specification
(2007 Analc Devices, Inc.)
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