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Abstract 
Coherent radar is poised to supersede traditional (typically magnetron-based) radar 

m a vast array of applications, that until recently could not bear the high cost of 

coherence. The reason for this is that the wireless communications age has accelerated 

the development of enabling technologies and tremendously improved associated costs. 

Coherent radar systems are capable of equaling or exceeding the performance of 

traditional radar, at power levels reduced by up to several orders of magnitude. To 

accomplish this, an equivalent energy is distributed over time using special modulation 

schemes, such as stepped-frequency-modulation (SFM). SFM is a multi-parameter 

waveform, so much of the understanding of the effects of different parameter sets can be 

attained through simulation and investigation of ambiguity responses. Such investigation 

led to the development of generalized ambiguity patterns for SFM that provide a 

reference for understanding the impact of changing the waveform parameters. SFM can 

also be inherently exploited in receiver design since its bandwidth is linearly distributed 

over time. Therefore, a receiver can be dynamically and synchronously tuned so that 

instantaneous reception is over a narrow bandwidth--effecting cost savings in the 

digitizing hardware. An algorithm has been developed, called an isomorphic matched 

filter, to support this method. 

To investigate the practical aspects of coherent radar, a research program was 

launched at C-CORE to design and implement a radar prototype and conduct a field 

assessment. This research program yielded a working prototype that was subjected to a 

variety of field exercises. The results showed that the performance, in terms of range and 

Doppler resolutions, predicted by theory and simulation was indeed realizable, and with a 

radar platform constructed for moderate cost. 

An SFM-based, scanning, coherent radar carries many configuration possibilities. A 

simple model was developed to consider various parameter sets associated with the SFM 

waveform and the scanning platform. The model predicts achievable resolutions and 

range constraints in particular. One interesting finding is that the SFM waveform does 

not lend itself, simultaneously, to target detection at both short range and long range, and 

that the signal parameters can only be optimized for one or the other. Operationally, this 



implies that if both near range and far range data is needed, strategies must be decided 

upon to render such data to the user (e.g., alternate the parameter set in successive scans). 

While the radar prototype was well-suited to fulfilling the objectives of the research 

program, it is not in a form suitable for demonstration in real operational scenarios. To 

accommodate this, the next design iteration must incorporate the following elements: 

azimuth scanning; a much higher level of integration in the hardware; and, support for 

real-time processing and rendering of the radar output. This research provides a sound 

foundation for further development and commercial exploitation of SFM-based coherent 

radar. It is recommended that such development focus on producing a prototype that can 

be placed in real operational scenarios in order to fully assess the utility of the 

technology. 
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1. Introduction 
Radio detection and ranging, or radar, has been in widespread use for well over one­

half of a century. Advancements in radar were kick-started in the 1930' s by preparations 

for the Second World War. Most equipment produced during this age was limited to 

VHF and UHF frequencies below 1 GHz. But the need for greater bandwidths to achieve 

higher resolution necessitated a shift into microwave frequencies (above 1 GHz). One of 

the significant early challenges in the evolution of microwave radar was the difficulty in 

efficiently transmitting large amounts of power, owing to the limitations of tube and 

solid-state electronics at microwave frequencies . One of the first solutions to this 

problem was the magnetron, which allowed engineers to build compact, yet high power, 

mobile radar sets. During the 1940's and 1950's, the area of coherent system operation 

and Doppler signal processing saw many significant advances [1]. Coherency enables 

enhanced processing of radar returns to resolve both target range and target velocity with 

fme detail. The magnetron is not a frequency stable device and exhibits a random pulse­

to-pulse starting phase. To achieve coherency in a magnetron-based design additional 

circuitry was employed to track the frequency and phase of each outgoing pulse-but 

with limited accuracy. So another technology- the klystron tube amplifier- became 

widely adopted in coherent radar design. 

The klystron tube belongs to the category of microwave amplifiers that amplify a 

highly stable low-power reference signal to produce a correspondingly stable high-power 

output. The klystron produces, as an output, an electromagnetic wave, that is sent 

through a waveguide to the antenna aperture; this may not be physically or mechanically 

suitable for many applications. More recently, the traveling-wave tube amplifier 

(TWTA), which produces an electrical output to a coaxial feed, has gained acceptance in 

coherent designs as it can yield tens of kilowatts of power, over an octave in bandwidth, 

up to frequencies of 50GHz. However, the solid-state amplifier is by far the best for 

maintaining gain flatness and phase linearity- unfortunately it has not evolved to the 

point where it can compete with the TWTA for applications requiring significant power 

at high frequencies. In time, the solid-state amplifiers will chip away at the TWT A's 

dominance as the most cost-effective source of microwave power for high-frequency 

1 



-------------------------

high-power applications [2] . But currently, other means must be employed to 

economically produce high performance coherent radar. 

The major advantage of the amplifier type of transmitter is its inherent stability and 

linearity, which allows for the exploitation of pulse compression [1]. In pulse 

compression radar, a relatively long pulse is transmitted, while the receiver, utilizing 

knowledge of the transmitted frequency and phase, reduces the response width and 

increases the signal-to-noise ratio (SNR) of the uncompressed response of a scatterer [3]. 

The appeal of pulse compression is found in spreading energy over a longer duration, and 

significantly relaxing the output power requirements of the transmitter, thereby allowing 

the designer to exploit low-power amplifiers, such as solid-state, without compromising 

performance. The performance of coherent radar is affected by amplitude and phase 

contamination in the system [4]; the inherent linearity associated with solid-state 

amplifiers minimizes these contaminants. 

Currently, coherent radar finds its place mostly in very expensive scientific or 

military applications. For example synthetic aperture radar (SAR) strongly relies upon 

coherency to achieve high resolution ( < 1 metre) from satellite-borne radar orbiting the 

earth. Expensive high-power amplifiers can be afforded in such applications, but pulse 

compression is still a necessity in order to recover the weak signals scattered from the 

earth from large distances. Other examples of scientific coherent radar are: the IPIX 

X-band radar, described by Haykin [5], for studying the ocean environment; and, a 

150MHz coherent radar system, described by Moore [6], for sounding the Antarctic ice 

cap. However, commercial exploitation of coherent radar is virtually non-existent, owing 

to the associated high non-recurring engineering and production costs. 

The evolution of coherent radar has faced challenges other than those associated with 

the power amplifier. Pulse compression theory has been well-established for decades, but 

the processing power has evolved more slowly. The wireless revolution has brought 

about several technological advances that enable the realization of economical 

commercial coherent radar, including: 

1. Digital Signal Processors (DSP): The real-time processmg power available 

through DSP hardware is perhaps the most significant advance. Pulse 
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compression is a mathematically intensive process, so cheap processing power is 

very beneficial. 

2. Microwave Devices: Microwave devices have improved greatly over the past 

decade. Factors that would have otherwise introduced contaminants into the 

system have been minimized. For example, only recently has the application of 

I/Q modulators been practical due the precision with which the signal and local 

oscillator inputs can be balanced, which serves to reduce unwanted mixer 

products to suitable levels. 

3. Direct Digital Synthesizers (DDS): DDSs generate fully synthesized, digitally 

controlled output signals with precise control of frequency, phase, and amplitude, 

and maintains coherence while changing these parameters [3]. By driving the 

DDS with a highly stable oscillator, these parameters can be controlled with great 

precision, since they are digitally derived. DDS technology also provides 

incredible flexibility that can allow an easy re-configuration of signals generated 

by the radar. 

The widespread adoption of the above technologies in wireless applications has 

brought about significant economies of scale that can be exploited by designers to 

develop low-cost coherent radar, which is the motivation for this thesis. The research 

was supported by a project involving the design and construction of a coherent radar 

prototype, by the author, at C-CORE. The coherent radar prototype was built both to 

investigate the practicality of constructing low-cost coherent radar and to investigate the 

application of coherent radar to real detection problems with slow-moving ocean targets. 

This thesis first explores the foundations on which the coherent radar prototype is 

based, through a review of relevant literature and theory. Next, stepped frequency 

modulation (SFM) is given considerable treatment so as to justify the choice of this 

modulation scheme for the prototype. In particular, a considerable original analysis of 

ambiguity responses associated various SFM waveforms is presented, and generalizations 

are derived in graphical format as a tool for waveform design. Achieving wide-band 

performance with SFM from narrow-band hardware, through a method devised by the 

author called isomorphic matched filtering, is given particular focus. The design and 
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construction of the narrow-band coherent SFM radar is then presented. Since coherency 

is intimately dependant on good control over signal phase, a brief study of the effects of 

phase noise on SFM-based coherent detection is presented. This is followed by 

descriptions of the hardware design and signal processing algorithms. Finally, results 

from real experimental data acquired from the coherent radar prototype are presented and 

compared with the theoretical performance estimates. Conclusions drawn from this 

research highlight the advantages and challenges associated with the commercialization 

of coherent radar, and summarize the constraints that must be fully understood to adopt 

coherent radar in practical applications. These constraints are quite different from those 

of conventional non-coherent radar. 

To narrow the scope, this thesis explores only the theoretical foundation and design 

of the coherent radar prototype, and does not address the propagation effects and target 

characteristics that affect or manipulate the backscatter in a real environment, except 

where such factors play a role in the design of the radar itself. The thesis captures 

elements from both the associated research project executed by the author at C-CORE 

and additional research and simulation carried out during and following completion of 

this project targeted specifically for this thesis that were not within the scope of the 

research project, but critical for future development and commercialization efforts. 

Accordingly, this thesis is intended as a single reference in which future development can 

be rooted. 
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2. Background 
To completely understand the radar design developed in this thesis a number of 

fundamentals need to be understood. The background material presented in this section 

begins with general radar fundamentals, followed by an introduction to pulse 

compression. Wide-band techniques that provide pulse compression are presented next, 

with SFM explored in detail. The ambiguity response of SFM waveforms are then 

investigated, along with techniques for improving the ambiguity response. Finally, a 

method is proposed for implementing the ambiguity function on data acquired from a 

narrow-band radar architecture. 

2. 1 Radar Fundamentals 
The basic form of a radar comprises a radio transmitter and receiver pair, whereby 

the transmitter, through an antenna, emits electromagnetic energy in the form of a signal, 

s(t), that propagates through some channel (usually the atmosphere) and is reflected by 

physical objects, or targets. The receiver, through either a common or separate antenna, 

senses the presence of reflected waves, r(t) , from which the radar can determine the 

existence of the targets [7]. A general block diagram of a radar is shown in Figure 2-1 , 

where the range to a single target is given as R. In this case, a common antenna is used 

for transmit and receive, multiplexed through a duplexer. The transmitter and receiver 

are normally synchronized through a controller, and a processing unit is required to 

interpret the signals detected by the receiver. The general form of a radar does not differ 

between non-coherent and coherent systems; while there is a significant difference in the 

detailed design, all radars obey certain fundamentals. 

5 



s 
An ten 

I 
Transmitter 

Radar Duplexer 
Processor/ 
Controller 

I Receiver 

(t) 
na Target 

I 
r(t) 

Figure 2-1 : General Radar Block Diagram 

2.2 Range and Velocity Resolution 
Two parameters of particular interest in radar applications are range resolution and 

velocity (or Doppler) resolution. Range resolution refers to the closeness to which two 

targets can be distinguished in range while instantaneously traveling at the same radial 

velocity with respect to the radar. Velocity resolution refers to the closeness to which 

two targets can be distinguished by velocity while instantaneously occupying the same 

radial position with respect to the radar. One of the motivations for the development of 

coherent radar is the achievement of high range and velocity resolutions. This not only 

provides differentiation of targets, but enhances the ability to identify targets in the 

presence of clutter. For example, sea clutter exhibits a velocity or Doppler profile due to 

Bragg scattering, whereby the frequency of the peak in the Doppler spectrum is 

consistent with phase velocity of the waves resonant with the radar frequency [8]. This 

fact can be exploited to distinguish stationary targets from sea clutter. 

Range resolution is directly related to temporal resolution. The temporal resolution 

is most easily understood by considering a simple pulsed carrier of pulse-width 'tp . Two 

closely spaced targets will appear as a single target if the radar pulse reflecting off the 

further target reaches the closer target before the closer target has completely reflected 

the original pulse. Due to the two-way travel associated with radar radio waves, the point 

of separation, which is the temporal resolution, is given by 
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T 
!1t = ____!!_ 

2 

Range resolution is simple conversion from time to space as follows 

where 

CT 
!1r = c!1t = __ P 

2 

c is the velocity of radio wave propagation. 

( 2-1 ) 

(2-2) 

More generally, the temporal resolution depends on the specific nature of the radar 

signal, but in all cases it is inversely proportional to the bandwidth of the transmitted 

signal. A pulsed carrier has a spectral characteristic of the form of a sine function with a 

3 dB bandwidth, B, of 1/tp. Therefore the temporal and range resolutions, represented in 

terms ofthe signal bandwidth, are as follows: 

1 
M= -

2B 

c 
!1r =-

2B 

(2-3) 

(2-4) 

This relationship is the most general representation of range resolution, being 

applicable to more complex waveforms. For instance a pulsed linear frequency 

modulated (FM) waveform, or chirp, could have a bandwidth much wider than that 

dictated by its pulse width, and the bandwidth ultimately determines the range resolution, 

not the pulse width. This will be illustrated later on. 

Doppler resolution is directly related to frequency resolution and is inversely 

proportional to the duration of the transmitted signal. The Doppler phenomenon is a 

frequency shift in the waveform reflected from a moving target with a radial velocity of 

v1• The frequency shift is given as [3] 
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(2-5) 

where 

A. is the wavelength of the carrier with frequency fc. 
Considering again the spectral characteristic of a simple pulsed carrier waveform 

two pulses reflected from coincident moving targets with different instantaneous 

velocities would be distinguishable in the frequency domain if their respective sine 

functions are sufficiently separated. The smaller the width of the main lobe of the sine 

functions, the closer these functions can be positioned along the frequency axis and still 

distinguished from one another. Since the width of the sine function is inversely 

proportional to the pulse width, the frequency resolution, and thus the Doppler resolution, 

is inversely proportional to the pulse width according to the following relationship 

(2-6) 

Analogous to range resolution, the reciprocal relationship implies that for a pulsed 

carrier the frequency resolution is equal to the bandwidth; however, the most general 

representation for frequency resolution is 

(2-7) 

where 

Ts is the overall signal duration. 

2.3 The Complex Envelope 
Radar analyses usually deal with narrowband signals where the signal spectrum is 

concentrated in the vicinity of the carrier frequency [9]. Such analyses are often carried 

out on the complex envelope of the waveform that provides a representation of the signal 

independent of the carrier frequency. For many analyses, including assessments of 

range-Doppler ambiguity, the carrier frequency is irrelevant. More importantly, for 

digital simulations, a sample rate can be chosen relative to the bandwidth of the signal 

when a complex envelope representation is used. Certain analyses are dependent upon 
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the carrier frequency-for instance, the study of propagation phenomena-but these are 

outside the scope of this thesis; therefore all analyses presented will be in complex 

envelope form. However, as noted by equation (2-5), the Doppler frequency shift is 

determined through knowledge of the carrier frequency- therefore, the carrier frequency 

is maintained in the analyses for the purposes of scaling frequency to velocity. 

The complex envelope representation is valid for narrowband signals, or under the 

condition B< <.fc. A signal comprising an amplitude and phase modulated calTier is 

represented by the following relationship 

s(t) = a(t )cos[27ifct + ¢(t )] (2-8) 

where a(t) represents the time-varying amplitude and ¢(t) represents the time-varying 

phase. The real signal represented by the above expression is derived from the complex 

envelope of the signal, s(t) ' as follows 

s(t) = Re[s(t) exp(J2nfct )] (2-9) 

where 

s(t)= a(t)exp[J¢(t)] (2-1 0) 

Clearly the information content of the real signal s(t) is completely represented by 

the complex envelope s(t) [ 1 0]. s(t) may also be expressed in complex Cartesian form 

rather than polar form as follows: 

s(t)= sl(t)+ jsQ(t) (2-11) 

where 

si(t) is the in-phase component, and 

SQ(t) is the quadrature component. 

It is relevant at this point to introduce the concept of an analytic signal, as it is 

related to the above discussion and referred to later on. Referring back to equation (2-9), 
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the expression inside the square brackets is known as the pre-envelope. The pre­

envelope, s+(t) , is related to the real signal, s(t) , by the following relationship : 

s+(t)= s(t)+ Js(t) (2-12) 

where 

s(t) is the Hilbert transform of s(t). 

The Hilbert transform is well-known and defined in many texts (e.g., [10]), but one 

important property is that a signal and its Hilbert transform are orthogonal (as defined 

later in equation (3-7)). The relationship between a real signal, its pre-envelopee and 

complex envelope is best observed graphically, as shown in Figure 2-2. This has an 

important practical implication for coherent radar, where usually, a real signal is 

digitized, whereupon the analytic signal is formed to remove negative frequencies. The 

data rate can now be decimated by a factor of two since there are no negative frequencies 

to alias into the positive frequencies. The analytic signal is then frequency shifted so that 

the signal bandwidth is centered at zero hertz, which is the complex envelope of the 

signal. It's a matter of semantics, but some sources state that the complex envelope is an 

analytic one, in the sense that the in-phase and quadrature components of the complex 

envelope are orthogonal. However, other references define an analytic signal as being 

one with no negative frequencies. Either way, the complex envelope carries the same 

benefit as the pre-envelope in that the minimum sample rate necessary to avoid aliasing is 

a factor of two less than that for a real signal. This factor will render savings in 

processing bandwidth needed to perform desired computations on the complex envelope. 

Note that the energy of the complex envelope is twice that of the real signal from 

which it is derived. This is easily seen by noting that the amplitude of the complex 

envelope spectrum is twice that of the real signal spectrum. The squaring operation in the 

energy calculation yields a factor of four, compared with a factor of two resulting from 

the addition of energies from the two sidebands of a real signal. 
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Figure 2-2: (a) Amplitude spectrum of real signal, s(t). (b) Amplitude spectrum of pre­
envelope of s(t). (c) Amplitude spectrum of complex envelope of s(t). (Adapted 

from [10]) 

For convenience, all subsequent references to the signal s(t) assume a complex 

envelope representation. 
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2.4 Radar Ambiguity Function 

For any waveform design, the range and Doppler resolution capability is evaluated 

through the ambiguity function , or range-Doppler ambiguity. A radar waveform's 

ambiguity function is probably the most complete statement of the waveform's inherent 

performance (3]. Examples of using the ambiguity function to assess the application of 

radar signal designs can be found in [11], [12], [13], and [14], covering a wide array of 

signal types. 

The ambiguity function is an extension of a matched filter whereby a range of 

Doppler shifted versions of the transmitted signal is considered. The matched filter is the 

optimal filter that can be employed in a receiver to maximize the signal-to-noise ratio 

(SNR) of the detected output (1 0]. The impulse response, h(t), of a matched filter is the 

conjugate of the time-reversed transmitted signal, s1(t) , as follows 

h(t) = s; (-t) (2-13) 

Here, the transmitted waveform, in the context of the matched filter implementation, 

is often referred to as a replica. 

The matched filter output is the convolution of the received signal, sr(t), with the 

impulse response ofthe matched filter, or equivalently, the cross-correlation between the 

transmitted and received signals as follows 

00 

g(r)= Js,(t)s;(t-r)dt (2-14) 

By evaluating the matched filter at Doppler shifted versions of the transmitted signal 

the correlation function is obtained as follows 

00 

x( r ' f d) = J s r (t )s; (t - r )exp(J27ifdt )dt (2-15) 
-00 

where 

fd is the Doppler frequency shift. 

Note that this relationship can be easily represented in terms of velocity by using 

equation (2-5). 
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The magnitude of the correlation function is commonly known as the ambiguity 

surface [3] or the uncertainty function , and the ambiguity function is the squared 

magnitude of the correlation function as follows 

(2-16) 

There are a couple of interesting properties for the ambiguity function [ 15]: 

1. The maximum value of the ambiguity function occurs at ( r, fd) = (0,0) and is a 

constant equal to 4E2
, where E is the energy ofthe real signal. 

2. The volume under the ambiguity function is a constant equal to 4F. 
The first property can be explained intuitively. The origin is the point where the 

waveform and its reference are perfectly aligned in time and in frequency shift- there is 

no condition that can produce a higher correlation output. Since the magnitude squared 

of a complex signal is equal to the product of the signal and its complex conjugate, 

equation (2-15) reduces, at the origin, to the definition of energy. As noted earlier in 

Section 2.3, the energy of the complex envelope is twice that of its associated real signal; 

therefore, due to the subsequent squaring operation of the uncertainty function, the factor 

of 4 is applied to E2
• 

Interpreting the second property, it is clear that the underlying objective in radar 

signal design, for a given application, is to favorably distribute a finite and fixed amount 

of energy over the range-velocity plane. Ideally, all of the energy would be focused at 

the origin and yield infinitesimal range and velocity resolution. Such an uncertainty 

function is commonly known as the thumbtack response; however, it is not practically 

realizable. 

This thesis will later develop the range-Doppler ambiguity for a SFM waveform, but 

two simple cases will serve as a point of reference or baseline-these are a constant­

frequency pulse and a linear FM pulse. A discussion on the mathematical representation 

of radar signals is first required. 
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2.5 Constant Frequency Pulse 
One of the simpler radar signals is a constant-frequency pulse, which can be 

generated by gating a constant-frequency carrier wave, as shown in Figure 2-3. 
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Figure 2-3: Constant-Frequency Pulsed Waveform 

0.01 

Using a complex envelope representation, a constant-frequency pulse is described by 

the following relationship: 

where 

Rect( xb ) = {ol lxl < % 
lxl>% 

s(t) = Rec{ : , ) (2-17) 
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The range-Doppler ambiguity can be derived analytically through the correlation 

function, noting that rect(tlrp) is real, as follows 

x( r, "'d) ~ _1 Rec{ ;J Reef:: }xp(j "'Ait (2-18) 

Equation (2-18) [7] is reduced in Appendix A.l to: 

(2-19) 

2.6 Linear Frequency Modulation 
The constant-frequency pulse can be modified by modulating the carrier wave within 

the gated region. If a frequency modulation is applied such that the frequency changes 

linearly with time, the radar waveform is known as linear frequency modulation (LFM), 

as shown in the example ofFigure 2-4. 

The complex envelope representation for a linear FM pulse is as follows: 

s(t) ~ exp0 ~rat 2 )Rec{ :, J 
where 

a is the quadratic phase constant or chirp rate, and 

2nat is the instantaneous frequency. 
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The correlation function for a linear FM pulse is analytically derived as follows: 

(2-21) 

which is reduced in Appendix A.2 to the following: 

Clearly, this result is a generalization of (2-19), where a=O represents the case of a 

constant-frequency pulse. 
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2. 7 Ambiguity Function Rendering 
Ambiguity functions can be rendered for visual inspection in many f01ms- both 

3-dimensional (3-D) and 2-dimensional (2-D), and both linear or logarithmic. A 3-D 

surface plot of the uncertainty function for an LFM waveform with a 1 s pulse duration 

and a quadratic phase constant of 5 Hzls is shown in Figure 2-5 (note that this waveform 

configuration yields a 5 Hz bandwidth). Figure 2-6 shows the uncertainty function as a 

2-D contour plot. 
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Figure 2-5: Surface Uncertainty Diagram for LFM Waveform, rp=ls, a=5 Hzls 

Often, a threshold is chosen so that the ambiguity diagram is represented as a single 

contour. This is useful for comparing the ambiguity diagrams of several different 

waveforms, or for investigating multiple lobes in an ambiguity diagram associated with a 

single waveform. When a threshold of one-half the peak value of the uncertainty 

function is chosen, a very useful result is observed. 
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Figure 2-6: Contour Uncertainty Diagram for LFM Waveform, rp=1 s, a=5 Hz/s 

Figure 2-7 shows the same ambiguity diagram as shown in Figure 2-6, but with a 

single contour at 0.5 that forms an ellipse, and gridlines placed at specific points along 

the time and frequency axes. Four important observations can be made in this figure as 

follows: 

1. the horizontal extent of the ellipse is approximately equal to the pulse width, 1 s; 

2. the vertical extent of the ellipse is approximately equal to the bandwidth, 5Hz; 

3. the two zero-crossings of the ellipse along the time axis form an interval 

approximately equal to the inverse of the bandwidth, 0.2 s (or as discussed earlier, 

the temporal resolution); and 

4. the two zero-crossings of the ellipse along the frequency axis form an interval 

approximately equal to the inverse of the pulse width, 1 Hz (or as discussed 

earlier, the frequency resolution). 

These observations are illustrated in a general form in Figure 2-8. Note that the 

slope of the major axis ofthe ellipse-like contour is given by k, as follows: 
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(2-23) 

The ambiguity diagram for a constant-frequency pulse of 1 s duration is shown in 

Figure 2-9. Here it can be seen that because the bandwidth is equal to the inverse of the 

pulse width, the axes of the ellipse are coincident with the time and frequency axes. 

One further means to investigate the ambiguity function of a waveform is to view a 

planar slice through the surface plot. Two commonly used slices are the planes 

frequency=O and time=O, as shown in Figure 2-10 and Figure 2-11 respectively, for the 

LFM waveform from Figure 2-5. Here, the temporal and frequency resolutions of the 

waveforms are respectively observed as shown. 
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Figure 2-8: Generalized LFM Contour Ambiguity Diagram (adapted from [16]) 
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Figure 2-11: Uncertainty Function at time=O for LFM Waveform, rp=l s, a=5 HzJs 
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2.8 Pulse Compression 

Two final subjects need introduction prior to discussing the specific radar signals 

developed in this thesis-these are time-bandwidth product and pulse-compression. 

These subjects tie together many of the elements introduced previously. 

It was shown that for a constant-frequency pulse, the temporal resolution is equal to 

the pulse width, which is also the inverse of the signal bandwidth. The product of the 

pulse width and the bandwidth of a radar signal is known as the time-bandwidth product 

(TBW) [3], and is equal to unity for a constant-frequency pulse, as shown in 

equation (2-24). 

TBW = r B p 

1 = r ·- = 1 (for a constant- frequency pulse) 
P r 

p 

(2-24) 

For a given pulse width, if the bandwidth is increased beyond that of a constant­

frequency pulse through phase or frequency modulation, then the TBW increases. For 

the example shown in Figure 2-5, Figure 2-6 and Figure 2-7, the TBW is five. The TBW 

is also a ratio of the original pulse width to the compressed pulse width-or indirectly, 

the original range resolution compared with the range resolution achievable through pulse 

compression. For this reason, the TBW is also known as the pulse compression ratio 

since the resolution obtained from a given pulse width is improved, or compressed, by a 

factor equal to the TBW. And, the method of increasing the TBW to enhance resolution 

is known as pulse compression. Figure 2-12 shows the matched filter output (ambiguity 

function at f=O Hz) for a LFM a=20 Hz/s. Drawing a comparison to Figure 2-10, it is 

clear that the increase in TBW resulting from an increase in a by some factor, improves 

the temporal resolution (and thus range resolution) by the same factor. A summary of the 

comparison is provided in Table 2-1 , along with a comparison to the special case of a=O, 

or a constant-frequency pulse. 

There is also an associated signal level increase, or gam, associated with pulse 

compression that is equal to the TBW. Since this gain is derived from a correlation 
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operation, it is known as processing gain, and IS usually expressed m decibels, as 

follows [4]: 

' 
0.9 ------ !------i-------:--- ----~ - - ---- : ----- - ~ ------~- -- ----~ - - ----~--- --

1 I I I I I I I I 
I I I I I I I I I 
I I I I I I I I I 

0.8 ------ +----- -~- ------:-------:----- - +------,------ -:-------:------- r-----

>. 0.7 
c 
"iii 
t:: 0.6 
Q) 
u 
c: 
:;; 0.5 
Q) 
N 

ro 0.4 
E 
0 

z 0.3 

I I I I I I I I I 
I I I I I I I I 
I I I I I I I I 
I I I I I I I I 

_ -- ___ -' __ -- __ ~ ---- __ -•- -- _ -- .rw. ___ • • ____ .... __ -- __ ._~ _ ____ •• rw---. _ .L. --- _ 
I I I I I I I I 

I I I I I 
I I I I 
I I I I 
I I I I ------y------,-------,-------r----- T -----,------,-------r - -----~-----
1 I I I I I I I I 
I I I I I I I I I 
I I I I I I I I I 
I I I I I I I I I 
I I I I I I I I I 

------, ------,------~-- -- - --r- -- -- T -----,------,------ -r------ r---- -
' I I I I I I I 
I I I I I I I I 
I I I I I I I I I 
I I I I I I I I I 

- - - - - - t - - - - - - ~ - - - - - - -:- - - - - - -~ ---- - + - -- - - ~ - - -- - - ~ - - - - - - -~ -- - - - - ~ - -- - -
I I I I 

' ' I I I I ----- -.------ ~ ------ •I•----- -~------. ----- ~ - ----- ~-- ---- -~------ ~-----
I I I I I I I I I 
I I I I I I I I 
I I I I I I I I 
I I I • I I I I 

0.2 ------ t------ ~------ -:------ -~--- -t-- --- ~------ ~------ -r------ ~-----
I I I I I I I I 
I I I I I I I I 
I I I I 

0.1 -- - - - - .l -- - - - - ~ ---- - - - :-- - - ---~ 
' . ' 
' ' 
' ' 

0 
time (s) 

0.2 0.4 0.6 0.8 

Figure 2-12: Uncertainty Function at frequency=O for LFM Waveform, rp= l s, 
a=20 HzJs 

Table 2-1: Comparison between LFM waveforms- a=5 and a=20 

a Tp TBW Lit 

5HzJs ls 5 0.2s 

20HzJs 1s 20 0.05s 

OHzJs 1s 1 1s 

(2-25) 

A comparison of Figure 2-10 and Figure 2-12 reveals a tradeoff associated with 

exploiting pulse compression to achieve improved temporal resolution. The sidelobe 

levels relative to the main lobe of the matched filter output are higher for higher pulse 
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compression ratios. To remedy this, other modulation methods and/or processmg 

methods can be overlaid on the LFM waveform to reduce these levels. However, these 

methods also have associated tradeoffs. Generally, all of these methods have the effect of 

reducing the sidelobe levels at the expense of compromising the main lobe with respect to 

its width and/or peak amplitude. In other words, the tradeoff is some increase in 

temporal resolution and/or some decrease in SNR. 

One common method of sidelobe reduction is amplitude weighting, or windowing, in 

the time domain or the frequency domain [17]. This weighting can be implemented on 

the received waveform-in fact this is preferred, since the SNR is improved by 

maximizing the transmitted signal levels across all frequencies. For time domain 

weighting, a replica of the transmitted waveform can be multiplied by a window function 

prior to the matched filter computation, which in the time domain is a convolution 

operation. For frequency domain weighting, the spectrum of the window function is 

convolved with the spectrum of the replica prior to matched filter computation, which in 

the frequency domain is a multiplication operation. 

Figure 2-13 shows a Hamming window with a duration equal to the pulse width in 

the previous example (1 s). The window is applied by multiplying the radar signal by the 

window function in a point-by-point manner. Figure 2-14 and Figure 2-15 show the 

uncertainty function for the previous example ( a=20), but with the Hamming window 

applied to the radar waveform. The resolution and sidelobe level trade-off is very evident 

in these plots. 
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Another method of pulse compression is phase coding. In this case, the radar pulse 

is segmented into N smaller pulses, where each pulse is assigned a phase offset according 

to some predetermined favorable pattern or coding scheme. Examples of such coding 

schemes include Barker Codes, Frank Codes and Maximal Length Sequences [ 15]. An 

example of phase coding is shown in Figure 2-16. Here, a continuous-wave (CW) 

pulsed-radar signal is multiplied by a 13-bit Barker Code ([ 1 1 1 1 1 -1 -1 1 1 -1 1 -1 1 ]). 

The resultant uncertainty function for v=O is shown in Figure 2-17. Note the dramatic 

improvement over the triangular correlation that is yielded from a simple pulsed sinusoid. 

Particularly favorable is the flat sidelobe structure. However, the output from Barker 

Coding is known to be subject to rapid degradation in the presence of a Doppler 

shift [17]. This is evident in Figure 2-18 where the uncertainty surface is shown over a 

range of velocities. The application that supported the development of the coherent radar 

described by this thesis is moving targets in the ocean. Phase coding is not well-suited to 

this application; therefore, the next section will focus exclusively on a special form of 

linear FM- stepped frequency modulation (SFM). However, the above example serves 
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to illustrate the type of analysis that should be executed in selected the best waveform for 

a given application. 

{\ ' ' .~ I\ li ; , ,, 
' ' ' '' ' ' 

' ' : : 0.8 ', : ~ 
' ' 

' ' ' I ' 
', ' ' 

' ' 0.6 : ' ' ' ' ' ' ' : : ' ' ' ' 
' ' ' ' ' ' ' 

0.4 ' ' ' ' 
' ' 

' ' ' ' 
' ' ' ' 

0.2 ' ' ' 
' ' cv 

' : "'0 ' 
~ 0 c. 
E 
<t ' ' 

-0.2' : : ' ', ' 
' : ' : I 

' ' -0.4 ' : ' ' ~ ' : ' 
' 
' ' -0.6 ' ' : ' ' ' ' ' ' ' ' ' ' ' ' ' 

-0.8 ------- no coding ' ' ' ' ' ' ' 

I ' I o 

--Barker Coding '1 ,' '' '' •,' 
-1 
-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5 

t ime (s) 

Figure 2-16: 13-bit Barker Coded Sinusoid,.f-=10 Hz 

27 



0.9 

0.8 

>. 0.7 
c ·;:o 

0.6 t::: 
Q) 
u 
c: 
~ 0.5 
~ 
Q) 

~ 0.4 "' E 
0 z 0.3 

0.2 

0.1 

0 
-1 

; ' ------- no coding 
-·----T·-----,-------~-------~--i~-- --Barker Coding 1 I I I ~ 

0 0 
0 ; 

I I I 1 1 I ' I I I I 

------!------ .!. ----- -'------ .L -----I I I ,..t !------~------~-------~------ L-----1 1\ I I I 

0 ; 0 I ' ' I 
0 ' 0 
0 0 ' : 

' 
0 0 ' 0 

• •••• -~--- -- -~ - --•••••••••• ••L•••• • ~ -----~---~--~----•••L------L---•-
1 ', I 

0 0 

0 ' 0 ; 
o , 

I I \- I I \ 1 I I 
••••-• T•• •-- -,--- •••7••••••-~----- T -----,------~-------~------~-----

1 I ) : I 

' 0 
I 1 I I 

0 
0 0 

I : ', I I 
I I .tl I I I I \ I I 

- • - - - - T- - - - - - 1 - - ·r - - -,- - - - - - - (" - - - - - -----,------,---~---r------r---- -

0 ' 
0 

0 ' 0 0 
I 1 1' I I I I I \ 1 I 

---- --t - -- ---(- ----- -:- - - ----~ ---- .lw-----J- - ----~-------~------L-----1 I I I ~ I 
< o 0 ' 0 : o 0 ' 

0 

I "' I I I ' ••••••+•••L·-~··•••••1••••••·~·-•• ----~------~-------~-- ~---~-----
: 

1
' I I I 1 I I 1 I 

' 0 
0 ' ' 0 
0 ; 

0 " t l' I I I I I I <J ------,------,-------,-------r---- ----,------~-------r------r.-----

" • I I 0 o , 
' 0 0 0 0 ' 

0 0 0 

' I I I I I I I I \ 
---~--J ______ J _______ , _______ ~---

----J·-----~-- - - -- -~------L-- ~- -... I I I I 0 0 0 
0 0 0 

0 

-0.8 -0.6 -0.4 -0.2 0 
time (s) 

0.2 0.4 0.6 0.8 
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3. Stepped Frequency Modulation 
The LFM waveform presented earlier is useful for low duty-cycle monostatic 

applications (single or collocated transmit and receive antennas) where the desired 

bandwidth can be transmitted in a short enough period of time not to compromise the 

desired range extent of targets. The receiver is usually gated off during transmission 

since cross-coupling will saturate the receiver, rendering near targets undetectable. 

Short-range targets within a range equivalent to one-half of the signal duration, or the 

blanking range, are masked. However, in some applications it is not practical to transmit 

the entire bandwidth over a single short pulse. In these cases, the radar designer, if 

certain tradeoffs can be made, may transmit the desired bandwidth over a larger period of 

time and/or utilize a larger duty-cycle. Three specific variations of the LFM waveform 

that employ this method are the frequency modulated continuous waveform (FMCW), the 

frequency modulated interrupted continuous waveform (FMICW), and stepped frequency 

modulation (SFM). All three waveforms, in addition to LFM, are illustrated in Figure 

3-2. 

The FMCW waveform, shown m Figure 3-2(b), is typically employed only for 

bistatic applications (separate isolated transmit and receive antennas) where the receiver 

can listen while the signal is transmitted; although, low-power monostatic applications 

are also feasible [18] where the transmitter does not saturate the receiver. Processing 

within the receiver may consider just a single cycle or multiple cycles. 

Sometimes it is not practical to collocate a transmitter and receiver with sufficient 

isolation to facilitate FMCW. FMICW is a modification of FMCW, designed to permit 

monostatic operation while retaining some of the advantages ofFMCW [9]. In essence, a 

bandwidth equivalent to FMCW is transmitted, but in a gated manner so that not all 

frequency components are included, as shown in Figure 3-2(c). Since the bandwidth is 

not altered, the range resolution is not compromised; however, this method does limit the 

range extent and poses a greater potential for range ambiguities, or target reflections from 

one pulse being received following the next transmitted pulse. 

SFM is a simple adaptation of FMICW that provides certain conveniences in both 

the generation of the waveform and the implementation of the pulse compression 
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algorithm in the receiver. Instead of simply gating an FMCW waveform, each 

transmitted pulse compnses a single frequency rather than a slice of an FMCW 

waveform, but the frequency of successive pulses follows the profile of the FMCW 

waveform, as shown in Figure 3-2(a). From a mathematical perspective, SFM is 

equivalent to FMICW, in that the same performance is obtained. Furthermore, the 

processing load for SFM can be fully distributed so that the data from each transmit pulse 

can be processed separately and combined after the waveform cycle (portion of the 

waveform occurring over Ts) is complete. This has obvious implications for real-time 

display of processed radar data. 

The SFM waveform is shown in the time domain in Figure 3-1 . 

+------------------------ Ts 

+--------T~ --------~ 

Figure 3-1: Time domain representation of a SFM waveform 
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Figure 3-2: Linear FMCW, FMICW and SFM radar waveforms 

While the abovementioned FM methods employ a linear modulation, there are many 

methods that employ non-linear modulation to achieve specific advantages. For example, 

in [18] the authors have proposed a pseudorandom FMICW interrupt sequence whereby 

the gate widths and separations are varied across the signal bandwidth according to some 

deterministic pattern with the effect of reducing ambiguity pop-ups in specified regions 
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of the ambiguity surface. Figure 3-3 shows a comparison between the matched filter 

response, or uncertainty response at v=O, for a pulse stream comprising a set of random 

frequencies and a set of linear frequencies over a 1 MHz bandwidth. In comparing these 

two plots, it is evident that while both waveforms yield similar range resolution as seen in 

the main lobe, the sidelobe structure for in the case of random frequency assignments is 

inferior to that of linear SFM. 

The subject of non-linear, random or pseudorandom frequency sets would require 

substantial discussion and is outside the scope of this thesis. The focal point here will be 

linear modulation and SFM. 
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Figure 3-3: Matched Filter Response for SFM with Random and Linear Frequency 
Assignments, rp=lO, B=l MHz, Np=ll 

3.1 SFM Analytical Representations 
A waveform comprising a series of pulses, each at a different frequency, can be 

generally represented as a complex envelope, as follows: 
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where 

Np-1 (t-nT J 
u(t) = ~ exp(- j ¢,) · exp(J27if, (t - nT1 )) · Rect r P 

1 

¢
11 

is the phase offset of the n'17 pulse, 

{!, 10 ~ n < N P, n E Z }is the set of frequencies for each pulse, 

T1 is the pulse repetition period, 

Np is the nwnber of pulses, and 

Tp is the pulse width. 

(3-1) 

For SFM, the set of frequencies {fn} comprise equi-spaced components increasing or 

decreasing monotonically in a linear manner with frequency step !:lf, as represented in 

equation (3-2). Notice the bandwidth symmetrically spans negative and positive 

frequencies, which is typically representative of a complex baseband representation. This 

particular representation also requires Np to be an odd integer, to maintain symmetry 

lNi J (t-nT J 
u(t) = ~ exp(- }¢,) · exp[J2nn!:lfV - nT1 )]. Rect r 1 

- lNiJ p 

where 

¢
11 

is the phase offset of the n'17 pulse, 

!:lf is the frequency step, 

TJ is the pulse repetition period, 

Np is the nwnber of pulses, and 

rp is the pulse width. 

(3-2) 

So for linear SFM, Np and !:lf collectively determine the bandwidth (B), which in turn 

dictate the range resolution, as discussed in Section 2.2. Alternatively, the waveform 

may be indirectly specified by the desired B, and either !:l/ or Np. The associated tradeoffs 

will be discussed in the next section. 
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3.2 SFM Parameter Sets 
As evident above, the parameter set for an SFM waveform has infinite possibilities; 

however, each application will limit the practical choices. For monostatic radar 

incorporating this particular waveform, the receiver is disabled for a duration equal to the 

length of the transmitted pulse, and targets in the associated blanking range are 

undetectable. So rp is readily chosen to be equal to the permissible blanking range, and 

usually no shorter so as to maximize the radiated energy and optimize target detectability. 

The pulse repetition period is sometimes chosen to be as short as possible so that the 

entire bandwidth can be covered in a short period of time. However, range ambiguities 

result when reflections from one pulse occur at a large enough range extent that they do 

not reach the radar until after the next pulse is transmitted. The reflection, being 

associated with the following pulse, appears to be at shorter range· therefore, the actual 

range is ambiguous. So usually, T1 is chosen to be equivalent to the maximum range 

(Rmax) of interest, or 2Rmdc. Echoes beyond this range are usually diminished in effect 

through signal processing. The bandwidth of the waveform is simply chosen from the 

desired range resolution, given by equation (2-4). Finally, the composition of the 

frequency set is dictated by the step size and number of pulses. As will be shown shortly, 

once the bandwidth and pulse width are chosen, there is a unique frequency step that 

yields preferred performance; therefore, the number of pulses remain as the last 

parameter to be chosen. Np determines the overall duration of the waveform, which 

according to equation (2-7) sets the Doppler resolution; therefore, this last parameter can 

be chosen based on the velocity of targets that are of interest. 

The preceding discussion merely suggest examples of how SFM parameters may be 

chosen for any application; however, these points are not intended to be rules, as the 

rationale applied in choosing the parameters may change from one application to the 

next. Table 3-1 summarizes some general considerations in choosing these parameters. 

Each parameter can be modified independently, so each associated observation (row in 

the table) assumes all other parameters remain fixed. 
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Table 3-1: SFM Signal Design Considerations 

Advantages of Increasing Disadvantages of Increasing Application Issues 

Tp Increases total energy, which Increases the blanking range, Minimize this 
benefits the resultant SNR for thereby extending the range parameter to detect 
any given target. over which near targets cannot near targets. 

be detected. 
Maximize this 

Increases the range extent of parameter to detect 
sidelobes that could potentially distant or weak 
mask weak targets in the targets. 
vicinity of strong targets (see 
Figure 2-8) 

TJ Increases the unambiguous Yields more data adding Range ambiguities 
range. burden to the radar processor. can be controlled by 

Improves Doppler resolution reducing the output 

by increasing overall signal power of the 

duration. transmitter. 

B Improves range resolution. Increases the Doppler extent of Maximize this 

Lmproves TBW and therefore sidelobes that could potentially parameter detect 

enhances SNR. 
mask weak targets in the small targets. 
vicinity, with respect to 
velocity, of strong targets (see 
Figure 2-8). 

Adds more processing burden 
to the radar processor. 

Improves Doppler resolution Not well-suited to fast-moving With sufficient 

Np by increasing overall signal targets (i.e. fast targets could processing power, 
duration. prematurely exit the radar large cycle numbers 

Improves SNR because of beam). are particu larly 
useful for free-increased averaging effect on Adds more processing burden 
floating targets such 

noise. to the radar processor. 
as life-vessels and 
ice. 

The forthcoming discussions will reveal more in regards to the effects of modifying 

the waveform parameters. 
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3.3 SFM Ambiguity Response 

It is beneficial to compare the ambiguity responses of LFM, FMCW, FMICW and 

SFM to understand the implications of choosing between these waveforms. Example 1 

provides ambiguity responses for these waveforms as shown respectively in Figure 3-4 

through Figure 3-7. Non-realistic parameter values have been chosen for simplicity and 

illustration. 

Example 1: LFM, FMCW, FMICW and SFM Comparison 

Ts 

'rp 

TJ 

B 

Np 

5 

4 

3 

2 

-2 

-3 

-4 

-6 

8 s (not applicable to FMCW) 

0.8s 

2 s (not applicable to FMCW) 

5Hz 

5 

-4 -2 0 
time (s) 

2 4 6 

Figure 3-4: LFM Ambiguity Response 
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Figure 3-5: FMCW Ambiguity Response 

-6 -4 -2 0 
time(s) 
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Figure 3-6: FMICW Ambiguity Response 

37 

.9 

.8 

.7 

.6 

.5 

.4 

.3 

.2 

.1 

8 

8 



5 

4 

3 

2 

-2 

-3 

-4 

0.8 

0.6 

0.4 

....... 0.2 N 

~ 
>. 
u 0 c: 
Q) 
:::l 
C'" 
~ -0.2 .... 

-0.4 

-0.6 

-0.8 

-1 
-1 

-6 -4 -2 0 
time(s) 

2 4 6 

Figure 3-7: SFM Ambiguity Response 
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Figure 3-8: SFM Ambiguity Contour (zoomed) 
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------- -------------------- - --------

A number of observations can be made in regards to the Example 1: 

1. Since the bandwidth, B, is constant, the temporal resolution is identical across all 

cases. The observed temporal resolution is consistent with that predicted by 

equation (2-3), as shown in the contour diagram for the SFM ambiguity response 

in Figure 3-8 (liB = 1/5 Hz = 0.2 s; the factor of 2 in the denominator is not 

applicable since the ambiguity response does not consider two-way travel). 

2. Since the waveform length, Ts, is constant for FMCW, FWICW and SFM 

waveforms, the frequency resolution is identical across these three cases. The 

observed frequency resolution is consistent with that predicted by equation (2-7), 

as shown in the contour diagram for the SFM ambiguity response in Figure 3-8 

(l!Ts= 1/8 s = 0.125 Hz). 

3. The ambiguity response for FMCW is similar to that of LFM. The difference 

between the two waveforms simply lies in the portion of the waveform cycle that 

sweeps the bandwidth. So for a constant waveform cycle, the shape of the 

ambiguity response is identical, but is scaled differently. Comparing Figure 3-4 

and Figure 3-5 it is evident that the temporal resolution is the same for both 

waveforms; however, the Doppler resolution is significantly poorer for LFM. The 

reason for this is that the overall waveform length is shorter in this particular 

example for LFM; therefore, according to equation (2-7), the Doppler resolution 

is larger. This exemplifies the advantage of applications, such as hi-static radar, 

where blanking the receiver is not required. 

4. The ambiguity responses for FMICW and SFM waveforms are, for all intents and 

purposes, identical. This illustrates that waveform performance issues does not 

dictate the choice between FMICW and SFM waveforms. Instead, this choice is 

dictated by practical implementation considerations. 

5. The observed slopes of the ambiguity contours are identical across FMCW, 

FMICW and SFM waveforms. The slope of the LFM ambiguity contour is 

steeper due to the fact that this waveform is shorter in duration, but equal in 

bandwidth, to the other waveforms. 
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A generalized ambiguity contour diagram for SFM is shown in Figure 3-9. First, 

observe that the FMCW contour of equal bandwidth and waveform length is shown by 

the dotted line. This contour encompasses main-axis contours of the SFM response. The 

slope of the major axis of the ellipse-like FMCW contour is given by (compare with 

equation (2-23) where Ts is replaced byrp): 

k =!!... 
T,. 

(3-3) 

Observe that SFM has the effect of segregating the FMCW response into sections 

that are rp in width and separated by the pulse repetition period, T1- The number of 

segregated portions is equal to 2Np-1 (in this illustration, Np=2 for simplicity). The 

response lobes observed off the main-axis are essentially a sampling phenomenon. 

Because SFM temporally samples an FMCW waveform, the frequency response yields 

frequency images, as evident in the examples above. The images are spaced at the 

sampling, or pulse repetition, frequency, 1/TJ- This result is analogous to signal sampling 

theory where the sampled signal ' s spectrum is repeated at multiples of the sampling rate. 

These images are regarded as Doppler ambiguities. 

Figure 3-9 also sheds light on the on the unambiguous range and velocity associated 

with any arbitrary SFM waveform. From the figure, it is clear that the unambiguous 

range is related to T1, and is given by: 

cT1 R =­
u 2 

The unambiguous velocity, or blind speed, is given by (applying equation (2-5)): 

c A 

The product of the unambiguous range and blind speed is a constant, as follows: 

cT1 A CA 
R v = ----=-

u b 2 2T 4 
I 

40 

(3-4) 

(3-5) 

(3-6) 



Equation (3-6) sets an important practical limitation for radar design in that for an 

arbitrary unambiguous range and blind speed, a minimum wavelength must be 

chosen [19] . 

~--------------Ts----------------~ 

Time 

Figure 3-9: Generalized SFM Contour Ambiguity Diagram 

3.4 Signal Orthogonality in SFM 
As illustrated in the previous section, the waveform parameters affect the ambiguity 

response associated with the waveform. The pulse repetition period does not alter the 

shape of the ambiguity surface-instead it scales the ambiguity surface such that the 

velocity resolution and unambiguous range increase for longer Tf However, different 

combinations of rp and !:lf will alter the shape of the sidelobe structure. It is observed that 

when !:lf=llrp, or equivalently, when the frequency spacing equals the bandwidth of each 

pulse, the ambiguity surface provides monotonically decreasing sidelobe peaks moving 

away from the main lobe in both time and Doppler frequency directions. The effects on 
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the ambiguity response resulting from varwus combinations of the three waveform 

parameters are examined below. 

The relationship between each frequency component of an SFM waveform dictates 

the shape of the ambiguity surface. In particular, the preferred ambiguity surface results 

when the set of pulses making up a linear SFM waveform are a set of orthogonal 

functions. Orthogonality is a condition that exists between two functions when the cross­

correlation, R12 (r) , of the two functions is zero at zero lag (orr = 0 ), as follows: 

00 

R12 (r=O) = Jg 1(t)g2 (t-r)dt =0 (3-7) 
-00 r=O 

The i1
h pulse in an SFM waveform is represented as follows: 

s, (I) ~ exp(j2n[,t) · Rec{ : , J (3-8) 

For any two pulses in an SFM waveform, where i={m, n)ell., the cross-correlation is 

derived as follows: 

R • ., ( r ~ 0) ~ _1 exp(j2nf,,t) · Rec{ : , } exp[.;2nt:, (1) ]· Rec{ : , } 1 (3-9) 

T p/2 
= Jexp[i2n(t;, + /, )t ]dt 

- r P/ 2 

If 1'1f=l lrp, thenfm=mlrp, andf,,=mlrp. Therefore, 
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rJ exp(J2:r~ + n';Jdt 
-rp / 2 P 

(3-1 0) 

r P (j2:r(m+n\•J rp /
2 

= ex p ..:.______,__----'Jl'-

j2:r(m + n) r P 
-r P/2 

r 
. (P )(exp[J:r(m+n)]-exp[-J:r(m+n)D 

;2:r m+ n 
= 

r 

( 
P )sin[:r(m+n)] 

:r m+n 
= 

= 0 

Therefore, if !lf= 1/rp, then the set of pulses making up the linear SFM waveform are 

mutually orthogonal. 

The effects of orthogonality and non-orthogonality will be demonstrated by way of 

Example 2 below. For this example, all parameters are fixed, with the exception of the 

number of pulses (which in turn modifies the pulse repetition interval). The number of 

pulses is modified so that in one case it presents an orthogonal set of pulses within the 

waveform, and in other cases, it presents sets of non-orthogonal pulses within the 

waveform. 

Example 2: Orthogonality in SFM Waveforms 

10 s 

0.25 s 

40Hz 

{(5, 2 s), (8, 1.25 s), (10, 1 s), (12, 0.867 s)} 

The following figures show the matched filter response (i.e., ambiguity response for 

.f=O) for each case, along with a close up of the central responses and adjacent ambiguity 

responses. 

Case 1: Figure 3-12 and Figure 3-16 illustrate the case where the pulses of the SFM 

waveform are orthogonal. Here, the central response comprises a single peak and the 

ambiguities are completely confined to low levels. 
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Case 2: Figure 3-11 and Figure 3-15 illustrate a case where the pulses of the SFM 

waveform are non-orthogonal and the frequency step is larger than is required for 

orthogonality. Here, the central response and the ambiguities contain significant artifacts 

(or peaks) that may confound target detection. 

Case 3: Figure 3-13 and Figure 3-17 also illustrate a case where the pusles of the 

SFM waveform are non-orthogonal, but where the frequency step is smaller than is 

required for orthogonality. Here, the central response has no artifacts; however, artifacts 

are present in the ambiguity responses that may confound target detection. 

Case 4: Figure 3-10 and Figure 3-14 illustrate an interesting case where by definition 

the pulses are indeed orthogonal. This waveform is derived from Case 2, where every 

second pulse is transmitted so that the frequency step is twice that of Case 2. Here, the 

ambiguity responses have no artifacts; however, two distinct sidelobes are present on 

either side of the main peak within the central response. 

It is important to realize in this analysis that these responses are just a single slice, at 

f=O, of the complete ambiguity surface; nonetheless, the example illustrates the type of 

compromise that must be considered if utilizing non-orthogonal waveforms. 

Furthermore, this example is indeed particularly important for the case of stationary or 

slow-moving targets. 
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3.5 Practical considerations for SFM 
For a typical application, the range and velocity ambiguities shown in the previous 

section are to be avoided. For instance, T1 should be chosen large enough so that the 

furthest expected target from the radar is within the unambiguous range. But as 

equation (3-6) dictates, the lengthening of the unambiguous range is done at the expense 

of shortening blind speed, so not all targets can be easily accommodated. In radar 

applications, the challenge is to design the waveform so that target ambiguities are 

outside the scope of expected targets, but that is not always possible-in these cases, 

other methods must be employed to identify the actual location and velocity of the target. 

These methods are beyond the scope of this thesis, but include, for instance, moving 

!arget indication (MTI) filtering. 

Assuming a priori knowledge of the maximum detectable target range and velocity, 

then for real target detection, the signal return need only be assessed over the ranges and 

velocities of interest. To ensure that targets beyond these expected limits are not 

mistakenly aliased into view, various measures can be used; for instance, radiated power 

can be kept within a certain limit to ensure any reflections from targets beyond the 

maximum range are negligibly weak. Likewise, filters can be employed to reject any 

targets with radial velocities beyond the maximum velocity assessed by the radar 

processor. Once the operating limits are established, the primary interest is the central 

ambiguity response. 

Some of the examples presented earlier are demonstrated using somewhat arbitrary 

signal parameters that are not necessarily useful in practical applications. In Section 3.3 

for instance, a bandwidth, B, of 5 Hz would be very unusual, especially for microwave 

radar. While such examples serve well in understanding the theory, it is worthwhile to 

examine more realistic and practical signal parameters, as demonstrated by Example 3. 
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Example 3: Realistic Signal Parameters for SFM 

Ts 5 ms 

1:p 2.5 J.lS 

TJ 100 J.lS 

B 20MHz 

Np 50 

600 

400 

(i) - 200 .§. 
» -u 

..!::! 0 O.l 

> 
~ 

O.l 

~ -200 
0 

0 

-400 

-600 

-600 -400 -200 0 200 400 600 
Range (m) 

Figure 3-18: Ambiguity for Practical SFM 
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This example also plots the ambiguity surface with time and Doppler frequency 

translated into range and Doppler velocity respectively, by applying relations from 

Section 2.2. 

Figure 3-19 is a zoomed rendering of the above example at the origin (zero range and 

zero Doppler). The arrows indicate the theoretical range and Dopplers resolutions; 

which, as the figure illustrates, is achieved in the simulation (by observing relative 

amplitudes of 0.5). 

This example illustrates that for relatively short duration signals, achieving any 

useful information in the Doppler domain is impractical, because the extent of the 

ambiguity in this domain is large. However, once the bandwidth, pulse width and pulse 

repetition frequency are determined (and usually limited for a given application), the 

overall signal duration, which determines the Doppler velocity resolution, is fixed. 

Therefore, one must utilize a multi-cycle waveform to lengthen the waveform. This 

method comes with its own set of peculiarities and trade-offs-the discussion of the 

following sub-section. 
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3.6 Multi-Cycle SFM 
The signal bandwidth may be limited for a number of reasons, including the physical 

makeup of the antenna, spectral allocations, and the microwave transceiver bandwidth. 

For fixed bandwidth, pulse repetition interval and pulse width, the overall length of a 

waveform, Ts, is also fixed, if orthogonality is to be maintained. In such a case, the 

Doppler resolution is thus limited. However, if the waveform is permitted to repeat itself, 

and many iterations of the waveform are processed for a given target return, then Ts is 

effectively extended, and the Doppler resolution is thereby reduced. Each iteration is 

referred to as a cycle; therefore, the composite waveform discussed below is referred to 

as a multi-cycle waveform, where the cycle time is denoted Tc. The behavior and quirks 

of multi-cycle SFM is demonstrated by way of Example 4. 

Example 4: Orthogonality in SFM Waveforms 

Tc 50 J.!S 

t"p 0.5 J.!S 

TJ 5 J.!S 

B 20MHz 

NP 10 

Nc {1, 2, 5} 

Figure 3-20 presents the point of reference for the example-the ambiguity response 

for a single-cycle waveform. Figure 3-21 shows the ambiguity response of the same 

waveform comprising two cycles. For a multi-cycle waveform, it is evident that the 

response lobes are divided into smaller segregated lobes. Figure 3-22 shows that 

introducing more cycles has the effect of further reducing the size of the segregated 

lobes; however, note that the quantity and position of these segregated lobes remain 

fixed. Finally, Figure 3-23 shows a magnification of the central response for the last 

case, whereby the sidelobes are clearly evident. More importantly, this figure reveals that 

the five-cycle waveform has one-fifth the Doppler resolution as the single-cycle case. 

This is consistent with equation (2-7), which relates the Doppler resolution to the overall 

waveform length. 
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Figure 3-20: Ambiguity Response for Single-Cycle SFM Wavefmm 
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Figure 3-21: Ambiguity Response for a Two-Cycle SFM Waveform 
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Figure 3-22: Ambiguity a Five-Cycle SFM Waveform 
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Figure 3-23: Ambiguity for a Five-Cycle SFM Waveform- Zoomed 
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A final observation in regards to the above example is that while the multi-cycle 

waveform improved the Doppler resolution, it did not change the temporal, or range 

resolution. This is because increasing the number of cycles does not increase the 

bandwidth; therefore, the range resolution remains constant. 

As mentioned above, the segregated lobes are fixed in position. These positions are 

coincident with the area occupied by the response lobes for the single-cycle ambiguity 

and are spaced along the Doppler axis by the inverse of the cycle time, or liTe. From this 

observation, a generalized contour diagram for multi-cycle SFM can be created, as shown 

in Figure 3-24. In comparison to the single-cycle contour diagram (Figure 3-9), all of the 

parameters remain fixed with the exception of Ts and the newly introduced Tc (in 

boldface). Previously, for FMCW and single-cycle SFM, Ts equaled Tc; however, here, 

Ts is Nc times longer than Tc. Clearly, in waveform design, one would be interested in 

choosing Tc so that the first Doppler ambiguity is outside any expected target velocity . 

SFM 
Contour 

FMCW 
Contour 

• 
..----T,r---~ 

-.---

Time 

Figure 3-24: Generalized Multi-Cycle SFM Contour Ambiguity Diagram 
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3. 7 Sidelobe Reduction in SFM 
Earlier, in Section 2.8, a sidelobe reduction technique in the form of a Hamming 

window was introduced to demonstrate how such a technique will reduce sidelobes, but 

at the expense of widening the main response lobe. Such techniques are especially useful 

for the benefit of detecting small targets in the vicinity of large targets-these small 

targets would be otherwise obscured by the large target sidelobes. In this section, the 

concept is extended to an SFM waveform, for both single-cycle and multi-cycle cases. 

In general, the removal of time-domain sidelobe artifacts requires windowing in the 

frequency domain, and removal of frequency (or Doppler) domain sidelobe artifact 

requires windowing in the time domain. However, because SFM constitutes a linear 

frequency stepping, applying a weight window across the entire signal, on a pulse-by­

pulse basis, achieves both time-domain weighting and frequency-domain weighting 

(since each frequency component implicitly receives a different weighting) [20]. 

For SFM, a Hamming window is employed by sampling the window function such 

that the number of samples equals the number of pulses in the SFM waveform. Each 

window sample, or coefficient, is applied in a multiplicative manner across each SFM 

pulse. For a real radar, the window need only be applied to either the transmitted 

waveform or its reference used by the matched filter. In order to maximize the energy 

transmitted, the choice may be made to apply the window within the receiver. However, 

Levanon [20] indicates that mismatching amplitudes between the transmitted waveform 

and the receiver reference will have implications with respect to the resultant SNR. This 

subject is beyond the scope of this thesis; however, this factor should be carefully 

considered in the application of window functions. 

Referring back to Example 4, if a Hamming window were introduced it would 

assume 10 (or Np) coefficients, as illustrated in Figure 3-25. Figure 3-26 shows the 

resulting ambiguity response, where the expected sidelobe reduction is evident along with 

the associated widening of resolutions in both the temporal and frequency domains. 
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The exact degree of widening of the main-lobe is dependent on the specific window 

employed; without such knowledge, a general rule of thumb states that the width of the 

main-lobe will increase by factor of roughly 1.3 through the application of a window [ 4]. 

For multi-cycle SFM, there are two manners in which a window function can be 

applied: 

1. An Np * Nc-point window can be applied across the entire waveform (time domain 

dominant window). 

2. An Np-point window can be repeatedly applied across Nc cycles (frequency 

domain dominant window). 

These two approaches are illustrated in Figure 3-27. 
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Figure 3-27: Application of Hamming Window to Multi-Cycle Waveform 

Consider first Figure 3-27(a). In this case, the weighting is not consistent from cycle 

to cycle on a per frequency basis. However, the window is consistent over time. 

Therefore, this is a time-domain dominant window. As time domain windowing provides 

a reduction of sidelobe artifacts in the frequency domain, it is to be expected that this 
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choice of multi-cycle window would perform well in the removal of frequency domain 

artifacts, but not perform well in the time domain. This hypothesis is supported by the 

simulation result shown in Figure 3-28, which is a repeat of Example 4, but with a time­

domain dominant window applied. Besides the removal of the frequency artifacts, it is 

observed that the main-lobe response is widened in the frequency domain, in comparison 

with Figure 3-23. 

Next consider Figure 3-27(b). In this case, the weighting is consistent from cycle to 

cycle on a per frequency basis, but not consistent over time. Therefore, this is a 

frequency domain dominant window; so, the opposite effect of the previous case is 

expected. This hypothesis is supported by Figure 3-29 where the temporal artifacts are 

removed and the temporal resolution is widened in comparison with Figure 3-23. 

While multi-cycle waveforms can be used to provide finer Doppler resolution, time 

and frequency domain sidelobe artifacts are not easily removed simultaneously. The 

determination of a window that might be employed to accomplish this, even partially, is 

outside the scope of the thesis. 
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3.8 Isomorphic Matched Filter 
For a given radar hardware architecture, the instantaneous signal bandwidth may be 

limited by either the analog bandwidth of the RF hardware, or the processing bandwidth 

of the radar processor- both of which are strongly influenced by design and/or 

production costs. To provide relatively large bandwidths when a design is limited in this 

respect requires a novel design. This section discusses an original derivation of an 

equivalent means of matched filtering for an SFM radar signal that operates on a 

wideband signal, but on smaller portions of bandwidth at a time. 

A brief background is first required. For FMICW, the echo is usually processed by 

mixing the return with the conjugate of the transmitted signal, with the resultant signal 

containing both frequency and Doppler information that is recovered using an FFT. 

Similarly, the echo from an FMICW signal can be processed by mixing the return with 

the conjugate of the un-gated transmit signal (FMCW equivalent). This results in many 

range ambiguities which can be resolved through a decomposition procedure described 

in [9]. Ideally a matched filter could be employed whereby the entire transmit sequence 
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is correlated with itself; however, this approach would be computationally intensive 

considering the duration of the sequence. 

For SFM, the mixing approach described above will not work because the frequency 

is constant over short time intervals; therefore, a beat frequency will not be obtained from 

the mixing operation. Additionally, a matched filter approach will suffer the same 

computational burden discussed above. Therefore a method is desired that will generate 

an equivalent matched filter response without the computational requirements. 

The signal processing approach to SFM portrayed below first converts the signal to 

baseband using a mixing operation, and then performs an operation on the baseband 

signal that results in an equivalent matched filter output. This operation essentially 

processes one pulse at a time, collecting and appropriately summing the individual results 

at the end of the complete SFM cycle. The approach has a tremendous advantage over 

matched filtering the entire signal since the bandwidth requirements of the receiver, 

including the analog-to-digital converter (ADC), are significantly reduced. This permits 

the use of a low-cost narrow-band receiver, and provides a reduction in the noise figure 

of the system. This section provides a detailed derivation, first starting with a single­

pulse, single-frequency signal; then the concept is extended to the multi-pulse, multi­

frequency SFM case. 

3.8.1 Single Pulse Case (Pulsed Radar) 

Begin with the following pulsed sinusoid: 

s(t) ~ A cos{ 2nf, t + ¢(1)) · Rec{ :, J 
where 

¢(t) = 2rcf,,t 

fm frequency offset (from carrier fo) 

rp pulse width 

A amplitude 
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For A=1, the complex envelope representation of equation (3-11) is 

u(t) = S (t) = exp(j2iif.,t) · Rec{ :P J (3-12) 

The complex envelope of the signal received from a target at a range corresponding 

to a time delay of 'to is 

r(t) = expfJ2iif., (t - <,) ] · Reef ~:' J (3-13) 

3.8.1.1 Matched Filter 

The cross-correlation ofthe transmitted and received waveforms is 

m(r) = ["' u(t)r* (t- r)dt 

= [ exp(j2iif.,t) ·exp(- j2iif.(t -<, -< )) · Rec{ :J Rec{' -:: - < }1 
(3-14) 

= exp{i2iif .. ( r+ <,}) [ Rec{ :J Reef-:: -< }t 

The integral and integrand of equation (3-14) form the correlation between a 

rectangle function and a time-shifted version of the same rectangle function; which 

results in a triangular function. Therefore equation (3-14) may be re-written as 

(
r -r J m( r) = exp(J27ifm ( r + r o)) · A ----;:-- (3-15) 

where 

The signal, m(r), is illustrated in Figure 3-30. 
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Figure 3-30: Matched Filter Output for Single Pulse 

3.8.1.2 Isomorphic Matched Filter using a Mixer 

The objective here is to recover equation (3-15) after a mixing operation has shifted 

fm to baseband. To do this, the conjugate of the return is multiplied by an un-gated 

transmit signal- in this case a continuous wave (CW) signal, u'(t), as given below: 

m' (t) ~ u '(t) · r • (I) ~ exp(j2nf.t) · exp{- j2nf,, (t- < ,)) · Rec{' ~:' J 

[
t -r J = exp(J27if," r o) · Rect -----;:-

(3-16) 

By carefully considering equations (3-14) and (3-16), m(r) can be written in terms of 

m '(t). Given that 

[t-r -rJ m'(t- r) = exp(j27if,11rJ · Rect , : (3-17) 

then, 

(3-18) 
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Essentially, equation (3-18) represents a very simple concept. The return envelope, 

obtained through mixing (this is why the conjugate is needed-to recover the envelope), 

is correlated with the transmit envelope to recover range information, while preserving 

phase information. Although a correlation operation is required, one of the elements is a 

rectangle; so this should be a lesser computational burden than with the matched filter at 

RF. 

3.8.2 Multi-Pulse Case (SFM) 

There are many physical means by which to generate an SFM signal. Each method 

can result in a different set of starting phases, ¢,, for each pulse. It doesn' t matter what 

the starting phases are, as long as they are known and accounted for. A general complex 

envelope representation for an SFM signal, which will accommodate all methods of 

generation, is as follows: 

Np-l (t-nT J 
u(t) = L exp(-i¢n) · exp{J27if,,t ) · Rect 1 

n=O 'r P 

(3-19) 

The corresponding received signal from a target, with range delay 't0 , is 

Np-
1 

(t-nT -r J 
r(t) = ~ exp(- j ¢n) · exp(J27if,, (t- r o)) · Rect r~ o (3-20) 

3.8.2.1 Matched Filter 

The cross-correlation of the transmitted and received waveforms is 

m(r) = [ u(t)r* (t- r)dt 

= [., 

~'exp(-i¢, ) · exp(;2'!fA ·Reef -,:Tf } 
(3-21) 
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Equation (3-21) can be simplified by the knowledge that we do not need to consider 

the correlation of the transmitted and received waveforms over the entire range of r, since 

the pulse rate, T1, will be chosen so that all echo returns for each pulse will occur within 

T1. Therefore, only the terms of each summation for which n=n' need to be considered in 

the cross correlation. The subset ofthe matched-filter output of interest is 

ms ( r) = m( r)l re[o,r/ l 

exp(J27ifn t) · Rect( t - nTJ J · exp(- j2;if,, (t - r o - r)) 

[ 

Np-1 r P 

= I 
"" n=O (t-nT1 -ro -rJ · Rect __ _:__ __ _ 

r P 

(3-22) 
t 

Exchanging the order of integration and summation, and combining exponential 

terms, the matched filter output is 

NP-
1 (t-nT J (t-nT -r -rJ ms (r) = L exp(J2;if,, (r0 + r))· [ Rect 1 

· Rect 1 
o dt 

n=O T p T p 

(3-23) 

This result is identical to equation (3-14) except that the cross-correlations for all n 

pulses are summed. The integral of equation (3-23) forms the correlation between a 

rectangle function and a time-shifted version of the same rectangle function; which 

results in a triangular function (the nT1 is lost because the same delay is in both rectangle 

functions). Therefore, equation (3-23) may be re-written as 

N - 1 ( J p r-r 
ms(r) = Iexp(J2;if,,(r +r0 ))· A --0 

n~ r p 
(3-24) 

The resultant signal from equation (3-24) can take on many different forms, 

depending on the number of pulses and the frequencies chosen, as shown in Figure 3-31 , 

Figure 3-32 and Figure 3-33. 
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Figure 3-31: ms(-r) for Np=7, L1f=lhp 

Figure 3-32: ms( z-) for Np=7, L1f=arbitrary 
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Figure 3-33: ms( r) for Np=29, Ll.f-=1 /rp 

3.8.2.2 Isomorphic Matched Filter using a Mixer 

Again, the objective here is to use an alternative approach whereby the received 

signal is mixed with some form of the transmit signal, resulting in a reduced bandwidth. 

Intuitively, if each pulse were multiplied by a CW signal of the same frequency and 

phase, then all pulses would be reduced to a single frequency; therefore, the chosen 

mixing signal is as illustrated in Figure 3-34, and represented by equation (3-25). This is 

analogous to the un-gated transmit signal, described for the single-pulse case. 

u'(t) = L exp(- }¢,)· exp(J27if,/ )· Rect 1 Np - 1 (t-nT J 
n=O Tf 

(3-25) 

f 

} BW 

+---- Ts --- ---+ 

Figure 3-34: Mixing Signal 
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The mixer output is obtained by multiplying the signal in equation (3-25) with the 

complex conjugate of the echo return in equation (3-20): 

m'(t) = u'(t) · r · (t) (3-26) 

It is assumed that no echos will occur beyond a range delay of T1 ( i.e. r0 E [O,TJ] ). 

Therefore, only those product terms for which n=n' are non-zero. The mixer output 

becomes 

Np-
1 (t-nT J (t-nT - r J = I exp(J21if,, r o) · Rect 1 . Rect I o 

n=O Tl r p 

(3-27) 

By carefully considering equations (3-23) and (3-27), ms( r) can be written in terms 

of m 's(t), as follows. First the delayed version of the latter is 

NP-
1 (t-nT - rJ (t-nT -r - r J m:(t-r) = Iexp(J21if,,rJ·Rect 1 

. Rect 1 
o 

n=O Tl r p 
(3-28) 

NP-1 

= I exp(J21ifn r 0 ) • R1 • R2 
n=O 

Notice that R1 is always equal to 1, for all rE [0, TJ]; therefore, equation (3-28) can be 

simplified as follows: 

(3-29) 

Therefore, the matched filter output, derived from the output of the mixer, is 

Np-1 (t-nT J 
m(r) = ~exp(J21if,,r)· [m;(t - r)·Rect r P 

1 
dt (3-30) 

This result is identical to equation (3-18) except that the same operation is repeated 

across Np pulses and summed. Essentially, the mixing operation has converted each 
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segment to a common frequency range in order to reduce the required bandwidth of the 

receiver. Following correlation with the transmit envelope, each segment is then mixed 

with an exponential whose frequency is unique for each segment. All of the segments 

making up the entire transmit cycle are overlaid, frequency shifted, and summed in a 

manner that restores the original signal bandwidth. 
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4. SFM-Based Radar Design 
Section 3.8 provided the rationale for exploiting wideband SFM on a narrowband 

hardware platform. This chapter provides a description of a hardware architecture that 

can realize this approach. The hardware design that is presented originated within the 

scope of research contracts executed by C-CORE under the technical lead of the author. 

However, insight gained through this research has identified certain areas of 

improvement. Where appropriate, these points are addressed below. 

There are many aspects of detailed design associated with radar development. Some 

of these are generic across any radar design- for instance, cascade analysis of the 

receiver to determine parameters such as dynamic range and noise floor. These design 

issues are well-documented common practices. This chapter will focus solely on a 

couple of design issues that are particularly relevant to coherent SFM-based radar­

namely coherency and phase noise. Subsequently, an overview of the radar prototype 

that was developed for the study is presented. Accordingly, the chapter will discuss the 

following elements: 

1. the need and benefits of coherency; 

2. phase noise; 

3. a narrow-band coherent radar architecture well-suited to SFM; and, 

4. processing algorithms. 

4.1 Coherency in Radar Design 
As described earlier, coherency can bring about many benefits to radar design­

particularly in the area of resolution and SNR enhancement. Coherency in a radar design 

is a quality that enables phase comparisons to be made between the transmitted waveform 

and the received echo. These phase comparisons, accomplished through suitable 

processing, allow the radar to determine target attributes that are responsible for 

imparting phase artifacts, such as the radial velocity of a moving target. But what makes 

a radar coherent? 

In order to accurately measure changes in phase, precise knowledge of the phase of 

the transmitted signal, or the oscillator from which it is derived, is first required over the 
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entire period of signal analysis. Secondly, through the up-conversion, down-conversion 

and detection processes, the radar must retain the phase information of the received signal 

in relation to the transmitted signal. To meet the first condition, the transmitted 

waveform must be synthesized from a highly stable reference oscillator with low phase 

noise. Once the transmitted signal is created, it will typically undergo several frequency 

translations in both the transmitter and receiver (up-conversion and down-conversion 

respectively). These frequency translations are accomplished in mixer devices fed by 

local oscillators (LOs). If these LOs are not derived from the same reference oscillator 

used to generate the transmitted waveform, then an unknown phase component will be 

added to the phase of the received waveform, thereby obscuring the desired phase 

information. Furthermore, the detection process might be preceded by an analog-to­

digital converter (ADC). For a digitized signal, all processing is based on an assumed 

precise sample rate. If the sample clock for the ADC is not derived from the common 

reference discussed above, then the phase relationship between the captured signal and 

the transmitted signal is lost. So a coherent radar must have stable a reference oscillator, 

for the purposes of not only generating the transmitted waveform, but also from which all 

system clocks, including LOs and ADC sample clocks, must be derived 1• 

Even when a common reference oscillator is employed, as described above, perfect 

coherence is not achievable. Loss of coherency can be attributed to many factors, many 

of which are addressed in detail by Scheer [4]. These include the following: 

1. Phase Noise: The variation of phase of an oscillator relative to that of an ideal 

oscillator (pure sinusoid) is known as phase noise. Phase noise manifests itself in 

an LO's spectrum as energy in frequency bins adjacent to the LO frequency. For 

radar, this noise spectrum will be convolved in the frequency domain with an 

ideal target response such that the noise floor in the vicinity of the target is 

elevated- possibly obscuring weak targets in the vicinity of a strong target. 

1 For completeness, it should be noted that there exists a class of radar termed pseudo-coherent which 
essentially attempts to measure and track the phase of unstable waveform sources (such as the magnetron), 
for the purposes of making phase comparisons with the received waveform. 
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2. Phase Non-Linearity: Elements, such as filters, in a radar system will exhibit a 

non-linear phase response that will apply a variant time shift across different 

frequency components of a waveform. In such a case, the matched filter output of 

a receiver will degrade from the ideal case presented earlier. The result is a 

reduction in peak response and a perturbation, possibly elevation, of the sidelobe 

structure. 

3. Radar Motion: Uncertain motion of the radar platform, both intended (as with an 

aircraft) and unintended (such as vibration), will cause phase deviations that if 

uncompensated will cause a degradation in the matched filter output. Intended 

motion, to some degree, may be readily accounted for through the use of 

technologies such as inertial navigation systems (IMS) or global positioning 

systems (GPS). There are also autofocus techniques where the radar data itself is 

used to estimate the phase error and refocus the radar image. 

1/Q Errors: In order to measure phase, it is necessary to represent phase, 

which, in the digital domain, can only be accomplished with a complex 

representation. For a pure sinusoid, the complex form is represented as a rotating 

phasor of constant amplitude and constant angular speed (determining its 

frequency). The phasor, at any instant, may be decomposed into either magnitude 

and phase, or real and imaginary components. In the latter case, the components 

are referred to as in-phase and quadrature respectively, or I and Q. These 

components are orthogonal with respect to one another. I/Q may originate in 

either the analog domain, through an I/Q demodulator with two associated ADC 

channels, or in the digital domain from a single ADC channel and a 

transformation such as the Hilbert Transform. In the digital domain, errors may 

result from truncation effects; however, these are usually insignificant in modem 

computers that maintain a large number of significant digits. In the analog 

domain, the 1/Q demodulator will not produce perfect I and Q owing to 

imbalances within the 1/Q demodulator. 

In the analog domain, 1/Q signals are also used in conjunction with 

quadrature modulators, particularly in modem transceiver systems, for image 
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rejection m down-conversion and side-band rejection m up-conversiOn. 

Quadrature modulators can not produce perfect rejection of these mixing artifacts 

for the following reasons: 

a. An amplitude imbalance in VQ will degrade the artifact rejection level. 

Typically, 30-40dB rejection is achievable with current technology. 

b. A DC offset in both I and Q channels will elevate LO feed-through in the 

modulator. 

c. If the I and Q channels are not perfectly orthogonal, then artifact rejection 

will degrade. 

4. Sample Jitter: Most modem coherent radar will use digital processing to perform 

signal detection; therefore, a signal sampler, or digitizer, would be employed. 

Such sampling is subject to inaccuracies in the sample instant, known as san1ple 

jitter. Such inaccuracies may be brought about by jitter in the sample clock, or 

jitter that is inherent in the sample and hold circuitry within the analog-to-digital 

converter (ADC). 

5. Quantization: When digitizers are employed within a radar design, a signal is 

quantized in both time and amplitude. In time, quantization is the effect of 

transforming a continuous time signal representation to a discrete time 

representation. Such sampling will cause frequency components of the 

continuous time signal to fold over to the frequency interval between zero and the 

sampling rate-a phenomenon known as aliasing. Amplitude quantization is the 

transformation of a continuous amplitude signal representation into discrete 

amplitude levels, as governed by the number of binary bits used in the 

representation. Both of the above types of quantization will have the effect of 

reducing the signal to noise ratio of prospective targets. 

It is not the intention of this thesis to delve into great detail as to the quantitative 

performance degradation associated with a lack of, or reduction in, coherency. Instead, 

the purpose is to create awareness of the associated caveats in the design of coherent 

radar. However, the following section provides an example that is useful in providing the 
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reader insight into the type of investigations in respect to phase no1se that may be 

warranted in coherent radar design. 

4.2 Phase Noise Effects on SFM 
There are many elements requiring in-depth analysis in any radar design- receiver 

noise figure, dynamic range, and sensitivity- to name a few. Scheer [4][21] provides 

excellent descriptions of coherent radar performance estimation in relation to device 

imperfections such as quantization, 1/Q errors, and phase non-linearity, to name a few. 

One element of particular interest that can be analyzed in the context of specific radar 

signals is phase noise. Phase noise predominantly originates within the radar' s frequency 

synthesizers, and is the most important characteristic of these devices [22]. This section 

examines phase noise in the context an SFM-based radar through a combination of 

analytical means and simulation. First a little background is required on how phase noise 

manifests itself in a radar and how it is generally characterized. 

4.2.1 Phase Noise Background 

Phase noise in coherent radar, IS typically dominated by the phase n01se 

characteristic of the reference oscillator from which all system clocks are derived. Other 

clock-generation subsystems, such as phase-locked-loops (PLLs), derive various system 

clocks from the reference oscillator; however, although these subsystems inherently 

generate phase noise, the dominant source of phase noise observed in their outputs, 

originates from the reference oscillator'. 

All clock generation subsystems effectively multiply the reference oscillator by some 

factor to achieve a desired system clock frequency. The phase noise of an oscillator is 

usually given by the one-sided phase noise power spectral density (PSD), .1!(/m), where f,, 

is the frequency offset from the carrier, and phase noise side-bands are expressed as 

power levels relative to the carrier peak power; an example for an oven controlled crystal 

oscillator (OCXO) is shown in Figure 4-1 , where the characteristic response is sometimes 

referred to as a skirt. Typically, this PSD is represented at discrete points in the 

1 In the case of a PLL, the reference oscillator dominates with the bandwidth of the loop filter; outside the 
filter, the inherent phase noise of the PLL dominates, but is relatively weak. 
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spectrum, or offsets from the center frequency, and tabularized as shown in Table 4-1 . 

This is a reasonable approximation from which most relevant analyses can be performed 

on phase noise effects. The total phase noise is usually obtained by integrating the one­

sided PSD across all frequencies, as described below. If the reference oscillator is 

multiplied by some factor, then all inherent frequency components of the oscillator are 

also multiplied by the same factor. This spreads the offsets further from the center 

frequency by the same factor, creating more area under the curve. Therefore, clock 

generation subsystems will increase the total phase noise, as a consequence of the 

multiplicative action. Typically, a factor of20log1o(N) + 3 dB can be assumed. 
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Figure 4-1: OCXO Phase Noise(© 2008 Greenray Frequency Control Solutions) 

Table 4-1: Tabularized One-Sided Phase Noise PSD Corresponding to Figure 4-1 

fm (Hz) Lifm) 
(dBc/Hz) 

10 -100 
100 -130 

1000 -159 
10,000 -170 

100,000 -172 

In order to derive phase noise from the PSD, the relationship between the two must 

be first understood in order to make the conversion. Sinusoidal angle modulation with a 

rate offm can represented as follows: 
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s(t) = Ac cos[27ifJ + f3 sin(27if,11 t )] 

where 

Ac is the carrier amplitude, and 

f3 =LJPfm is the modulation index, where iJf is the maximum 

instantaneous frequency deviation from the carrier,.fc. 

(4-1) 

For small f3 (or narrow-band FM), equation ( 4-1) can be reduced to the 

following [10]: 

s(t) ~ Ac cos(27ifJ) + Ac/3 {cos[2n(fc + /,
11 
)t]- cos[2n(/, - /,

11 
)t]} 

2 
(4-2) 

This relationship shows that small-angle FM sinusoidal modulation gives rise to two 

delta function sidebands on each side of the carrier with amplitude Ac/312; therefore, f3 

represents a proportion of the carrier amplitude, A c. Since noise can be decomposed into 

an infinite number of these sidebands, a relationship between frequency deviation and 

PSD level for any arbitrary offset,f,, is established as follows: 

L(/, )=( /3)2 =( !:!.J )
2 

= !:!.fr!Js = (!:!.BrmsY 
"' 2 2f 2f2 2 Jm lm 

(4-3) 

where 

4f,,) = 1 OlogiO{L(fm)} 

From the tabularized density, the total phase noise is computed by first performing a 

linear interpolation followed by an integration (in this case, computing the area of 

trapezoids), as shown in Figure 4-2 for the example in Figure 4-1. The approximation 

takes an average between two adjacent density values (in dBc/Hz) and computes the 

relative noise power over the corresponding bandwidth, as follows: 

PN = ( L2 ;L1 )dBc / Hz+ 10log10 (/2 - J;)dBHz (4-4) 

The above method is actually an approximation because the interpolation has been 

performed on a log-log scale. However, since the tabularized density is already an 
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approximate representation of the entire density, the approximate integration on the log­

log scale will usually suffice. 

The relative noise power is then translated into phase noise using the result from 

equation (4-3), as follows: 
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Figure 4-2: Computation of Total Phase Noise from Single-Sided PSD 

(4-5) 

To evaluate the effects of LO phase noise at the output of a mixer, consider that 

multiplication in the time domain infers convolution in the frequency domain. Therefore, 

through a mixer, the spectral characteristic of the LO is simply translated to the carrier at 

the output of the mixer, with the addition of any phase noise inherent in the input signal. 

A receiver path comprising several mixers in series will have a net phase noise effect 

resulting from contributions from each mixer- these add in a root-mean-square manner. 

Furthermore, an ADC in the receiver will also add phase noise inherent in its sample 

clock, as well as phase noise associated with aperture jitter. Therefore, the total phase 

noise in a receiver path is calculated as follows: 
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where 

A.. ,1.. 2 ,1.. 2 ,1.. 2 ,1.. 2 ,1.. 2 
'f'T = 'f'LOI + 'f'L02 + 'f'L03 + 'f' ADC _ CLK + 'f' ADC _JIT 

t/>r = total cumulative phase noise 

t/>wn = phase noise of nth LO 

t/>Aoc_CLK = phase noise of ADC sample clock 

t/>ADC_JIT = phase noise representative of ADC aperture jitter 

4.2.2 Phase Noise Simulation 

(4-6) 

To simulate the effects of oscillator phase nmse on an SFM-based radar, it is 

meaningful to derive a phase noise characteristic from a realistic single-sided PSD as 

presented in the previous section, and apply it to an SFM signal in the model. The 

method of accomplishing this is outlined in the following steps (derived from [23]): 

1. The one-sided PSD, L(m ), is interpolated over M equally spaced points, where, for 

a signal of size N, M=N/2+ 1 (even N), or M=(N+ 1 )/2+ 1 (odd N). 

2. The spectral shape of the phase noise is computed as X(m)=sqrt(L(m)*dF), where 

dF is the frequency bin size determined from the sample rate and M. 

3. The spectral shape is scaled by N to account for IFFT scaling (1 /N) and 

multiplied, point-for-point, by a vector comprising additive white Gaussian noise 

(A WGN) of power 1. 

4. The negative complex conjugate symmetrical portion of the noise spectrum is 

formed, and an IFFT is performed to generate a time series representation of the 

phase noise <X..n) (rendering a real signal, due to complex conjugate symmetry). 

5. The signal, s(n), IS modified with the phase nmse as follows: 

s '(n)=s(n) *exp(j <X..n)). 

As expected, for 

s(n )=exp(j2 ;if*n!Fs), s' (n)=cos(2;if*n!Fs+ <X..n ))+jsin(27if*n!Fs+ <X..n )). 

Going back to the example in Section 3. 7 and Figure 3-26, phase noise was applied 

in the manner described above in order to illustrate the resulting effect. The figures that 

follow are plotted on a dB scale in order to assess resultant SNRs for each phase noise 
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scenariO. These plots are also scaled relative to the peak response in the original example 

(without phase noise), in order to make a relative comparison of compressed output 

levels. A table summarizing the parameters and results for each of the four scenarios is 

shown in Table 4-2. The degeneration of the main lobe and the enhancement of sidelobe 

artifacts are very evident in this simulation. 

Table 4-2: Parameters and Results for Phase Noise Scenarios 

Parameter Case 1 Case 2 Case 3 Case 4 

10Hz Offset n/a -30 -30 -30 
(dBc/Hz) 

100Hz Offet n!a -50 -40 -40 
(dBc/Hz) 

1kHz Offset n/a -70 -50 -50 
(dBc/Hz) 

1OkHz Offset n/a -75 -60 -60 
(dBc/Hz) 

1OOkHz Offset n/a -80 -70 -70 
(dBc/Hz) 

1MHz Offset n!a -85 -80 -75 
(dBc/Hz) 

1 OMHz Offset n/a -90 -90 -80 
(dBc/Hz) 

Phase Noise 0 0.25 0.5 0.75 
(radRMs) 

Relative Peak (dB) 0 -0.4 -0.7 -4.9 
SNR (dB) 37 29 23 15 
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Figure 4-3: Ambiguity Response for Case 1: t/JJFO radRMs 
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It is also interesting to look at the matched filter response, or a slice of the ambiguity 

response at v=O m/s. The respective plots are shown in Figure 4-7 through Figure 4-10. 

These figures show that the width of the main-lobe does not appear to change as the level 

of phase noise is increased- <mly the peak response and the sidelobe artifacts are 

affected. 

This simulation is only intended to be representative of the manner in which phase 

noise analysis may be carried out. Obviously, phase noise analysis could be carried out 

in much more depth by investigating various shapes and power levels of noise spectra as 

well as various waveform designs; however, such analysis is beyond the scope of this 

thesis. 
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4.3 Narrow-Band Coherent Radar Prototype Hardware 
A prototype coherent radar was designed at C-CORE in 2005- the hardware and 

signal processing components of which were designed by the author. This section 

presents a high level design of the prototype. In some cases, future design considerations 

are shown that have been derived from experience gained during development. The 

prototype was designed around an operating frequency of 2.4 GHz-conveniently chosen 

within the industrial, scientific and medical (ISM) band to take advantage of the license 

free nature of this band and also to avail of the wide range of device technologies readily 

available in the marketplace (e.g., cordless phones and wireless routers) that support RF 

development in this band 1• 

1 An early version of the prototype was in fact a dual-band radar operating at both 

S-band (2.4 GHz) and L-band (775 MHz); however, L-band was eventually abandoned in 

favor of S-band, as S-band has more commercial significance for marine radar. 
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The narrow-band coherent radar design takes advantage of the fact that the radar 

waveform is SFM, where a large bandwidth is distributed over time in a piecewise 

manner. So for any given pulse, the receiver need only listen to the particular frequency 

that is transmitted in the pulse. The bandwidth is determined by the pulse width, as with 

any traditional pulsed radar. The unique attribute of the SFM-based receiver however, is 

that from pulse to pulse, it re-tunes to the transmitted frequency. Therefore, its 

instantaneous bandwidth is only just enough to pass a single pulse, but over time, the 

bandwidth can be arbitrarily large (theoretically, but other practical limits are imposed, 

such as antenna bandwidth). This appears to be a novel architecture; however, 

Dawood (24] describes a coherent ultra-wideband random noise radar that has similar 

attributes. The pulse compression is carried out by appropriately assembling the returns 

from each individual pulse following the math presented in Section 3.8. 

A high level block diagram of the narrowband radar architecture is shown in Figure 

4-11 . Whereas a standard pulsed radar receiver uses a fixed, first-stage, local oscillator 

(LO), directly derived from the clock generator, the narrowband architecture presented 

here uses a fust-stage LO that changes from pulse to pulse, as it is derived from the 

synthesized transmit signal, or in this case, the SFM waveform. This feature enables the 

radar to tune in to the transmit frequency for each individual pulse. 

Other features of the design include a 100 W power amplifier (PA) in the transmitter, 

a low noise amplifier (LNA) in the receiver to provide low noise figure, and a variable 

gain amplifier (VGA) to enhance the receiver' s non-instantaneous dynamic range. 

The system was designed in a modular fashion (19-inch rack format) to isolate the 

six main components: transmitter, receiver, power amplifier, controller, data acquisition 

(DAQ) module and power supply. The front panel of the coherent UHF radar is pictured 

in Figure 4-12 and an operational configuration in the field is shown in Figure 4-13. 

Complete system control was provided through a PC graphical user interface (GUI). The 

PC also stored and post-processed the data acquired by the DAQ sub-system. The data 

acquisition card is a PCI-based, 12-bit, 4-channel data acquisition system from National 

Instruments (PCI-6110). To accommodate the use of a laptop (for portability), a 

PCMCIA-PCI expansion chassis was chosen to accommodate the PCI-6110. 
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Figure 4-13: Radar Operational Configuration 
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Some of the basic specifications of the prototype are given in Table 4-3. The sub­

sections that follow provide further insight into each of the functional elements 

comprising the radar design. 

Table 4-3: Radar Prototype Signal Specifications 

Specification Value Units 

Start Frequency 2405 MHz 

Stop Frequency 2440 MHz 

Bandwidth 35 MHz 

Target Resolution 4.3 meters 

Frequency Step 0.1 0.2 1.0 MHz 

Pulse Width ('tp) 10 5 11Sec 

Number Pulses (Np) 351 176 36 n/a 

Repetition Period (T F) 100 11Sec 

Peak Transmit Power 100 Watts 

4.3.1 Clock Reference/Synthesizer 

The clock reference and synthesizer is a very important feature of any coherent 

design. As discussed in Section 4.1 , the clock or local oscillator for nearly every 

functional element must be derived from a common reference-usually one with very 

good short term stability and low phase noise. The exception is the signal processor. The 

signal processor need not be synchronized with the reference oscillator; it only needs to 

process and/or store data fast enough to keep up with the data being continuously 

acquired. 

The clock reference is typically an oven controlled crystal oscillator (OCXO), which 

uses a resistive heater with closed-loop control to maintain the crystal at a fixed 

temperature above ambient in order to enhance the stability of the oscillator circuit. A 

frequency of 10 MHz is chosen, since most lab instruments accept a 1 0 MHz external 

reference; in this manner, the radar may readily provide an external reference for say a 

spectrum analyzer so that the analyzer is phase-locked to the radar- a very important 
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quality for hardware debugging. An example of a clock reference that might be used in 

this application is shown in Appendix B.1. 

The clock reference is split and distributed either to various synthesizer devices, or 

directly to other elements, as shown in Figure 4-11 and Figure 4-14. Each synthesizer 

can assume many difference forms, but for coherent radar, each synthesizer must achieve 

phase lock with the clock reference. This is usually accomplished through some form of 

phase-locked-loop (PLL), in a single or double loop manner. The oscillator driven by the 

PLL may also be of several forms, including a voltage-controlled oscillator (VCO), a 

voltage-controlled crystal oscillator (VCXO), a dielectric resonator oscillator (DRO), or a 

coaxial resonator oscillator (CRO). The choice of technology depends on cost, 

complexity, frequency step size, switching rate, phase noise, and spurious output. For the 

prototype developed at C-CORE, low-cost VCXOs were chosen, incorporated into a 

single-loop PLL. Ideally, the performance requirements should be analytically or 

empirically linked to a phase noise requirement, from which the optimal choice of clock 

reference and synthesizer technology can be chosen. 

The synthesizers are reprogrammable to accommodate different possibilities of 

signal center frequency. The examples shown in parenthesis in Figure 4-14 are for a 

signal centered at 22.5 MHz. fL0 1 maps the center frequency of the baseband signal from 

the DDS to the center of the ISM band (22.5+2427.5=2450). fL02 , when subsequently 

mixed with the baseband signal, creates an IF LO that maps any transmitted frequency to 

the IF frequency (2450-2337.5-22.5=90). fL03 is chosen to be 87.5 MHz so that the IF 

frequency is mapped to the middle of the Nyquist band of the ADC, or 2.5 MHz. Both 

the DDS and the microcontroller derive their own system clocks from 10 MHz, and the 

ADC is clocked directly at 10 MHz; therefore, all three of fADC, fcLK, and foos are equal 

to 1 OMHz, which is generated by simply buffering the reference clock. 
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Figure 4-14: Clock Generation Block Diagram 

4.3.2 Signal Synthesizer 

The signal synthesizer is the element responsible for the formation of the SFM 

waveform. In this case it is based upon a direct digital synthesizer (DDS). A DDS is a 

device whose output is constructed from a sine lookup table and a digital-to-analog 

converter. A simplified block diagram is shown in Figure 4-15. The sine-lookup is 

referenced from a phase accumulator that is incremented from a fixed, but re­

programmable, phase increment (called a frequency-tuning-word). By incrementing the 

phase accumulator at a fixed rate according to the frequency-tuning-word, a sinusoidal 

waveform is constructed through the look-up table. The frequency of the waveform is 

determined according to the following equation: 

where 

f = 11¢ x f cLK I 21C 

iJ¢ is the phase increment, and 

!eLK is the clock frequency. 

90 
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A phase offset feature is usually provided, as shown in the figure, to allow 

modification of the phase following accumulation, providing capabilities such as phase 

modulation (e.g., phase shift keying). 
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Phase 
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Figure 4-15: DDS Block Diagram 

DAC 
Output 

One feature of a DDS that should be given particular consideration for an SFM 

coherent radar is the generation of the frequency tuning word. In some devices the 

frequency tuning word, rather than being a fixed programmed constant, is generated on 

the fly such that the word changes with time, providing for a frequency sweep. In such a 

case, additional programmable constants are made available that dictates the sweep rate 

and frequency step. Therefore, for SFM, the designer can consider two methods to step 

through the waveform. The DDS can either be programmed to sweep frequency at a rate 

matching Ts, and a frequency step matching L1f; or, the frequency tuning word can be 

directly reprogrammed at each pulse interval for the next frequency. In the latter case 

the designer must be careful to allow the DDS to be programmed in a manner that is 

synchronous with the pulses in the SFM waveform. This adds complexity, but it provides 

the additional flexibility to program arbitrary frequencies for each pulse interval, rather 

than just a linear frequency step. 

91 



The first page of the data sheet for the DDS used in the prototype coherent radar is 

provided in Appendix B.2. This particular DDS was chosen, in part, because it provided 

I and Q outputs, which, being generated digitally, are perfectly orthogonal. This is 

ideally suited to feeding a quadrature modulator, whose sideband rejection would be 

otherwise compromised by imperfect orthogonality. 

4.3.3 Transmit/Receive Multiplexer 

The prototype was monostatic, using a single antenna, therefore some means of 

multiplexing was needed to switch the antenna between transmitter and receiver. Fast 

(5ns) solid state switches (e.g., gallium arsenide) are available to minimize the switch­

over between transmit and receive (which factors into the blanking range); however, as 

these devices have moderate isolation, they typically need to be cascaded in applications 

such as this, adding cost and physical size to the design. 

An alternative to a switch is a circulator, configured as shown in Figure 4-11. A 

circulator is a multiport device, typically three or four ports, whereby a signal fed into 

one port will only appear at the next adjacent port in one direction. In this design a four­

port circulator was used, with the fourth port terminated with an absorptive load. The 

operation of the circulator, in this case, is as follows. The transmit signal enters port 1 

and leaves port 2 radiating through the antenna. Energy resulting from target reflections 

is received by the antenna and routed back into port 2. This signal leaves the circulator at 

port 3 and is routed to the low-noise amplifier in the receiver. Any reflections at the 

receiver due to impedance mismatch will enter port 3 and leave the circulator at port 4 

where it is absorbed by a matched load. Any subsequent reflected energy is usually 

insignificantly small to render damage to the transmitter or re-enter the receiver. 

Since circulators are more commonly, and economically, available with three ports, a 

four-port circulator is easily constructed from two three-port devices as shown in Figure 

4-16, which was the configuration chosen for the prototype. 
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Figure 4-16: 4-Port Circulator Configuration 

Despite the appeal of this design, and despite the isolation, a portion of transmitter 

noise is coupled to the receiver through the circulator-sufficient to raise the noise floor 

and compromise the sensitivity of the receiver. One solution to this problem is to gate 

the output of the power amp (P A); however, this is a provision that is required in the P A 

itself-one that was not available with the P A acquired for this design. Therefore, the 

circulator was removed from the radar and two antennas were used instead (Tx and Rx), 

resulting in an improvement in sensitivity of about 20 dB. With an appropriate P A, the 

circulator is still an attractive choice for the future, but careful attention needs to be paid 

to isolation issues. 

4.3.4 Gate 

The gate is shown in Figure 4-11 just prior to the power amplifier. The DDS, which 

synthesizes the stepped waveform, generally produces a continuous signal to which a 

gate must be applied, with appropriate timing, to render a pulse for each frequency step. 

The gate is activated/deactivated by the controller, which is synchronous with the DDS 

frequency step, by virtue of the fact that the controller and DDS receive a common clock 

and the DDS is programmed by the controller. 
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For the configuration shown in Figure 4-11 , it was revealed that even for a good off­

state gate isolation of 60 dB, the continuous DDS waveform, when amplified through the 

P A and reflected from the antenna (due to impedance mismatch), is coupled into the 

receiver at a level surpassing the receiver' s sensitivity. Such a signal in the receive path 

(carrier feed-through) renders a periodic artifact in the matched filter output, as shown in 

Figure 4-17. The reason for this is understood intuitively as follows. A pulsed sinusoid 

will correlate perfectly with a continuous sinusoid of the same carrier frequency once 

every cycle. However, to generate a significant output, all N pulses of the SFM 

waveform must simultaneously correlate with their respective continuous carriers. Such 

an alignment occurs once every pulse-width in duration-essentially because the 

frequency step is determined by the pulse-width, as discussed in Section 3.4. For the 

example in Figure 4-17, the pulse width is 1 OJ..ls, resulting in a feed-through artifact every 

1500m in range. 
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Figure 4-17: Carrier Feed-Through Effects 
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One solution to the carrier feed-through problem is to cascade two switches so that 

the effective isolation is doubled. However, it was found that in this case the artifacts 

were reduced, but not sufficiently eliminated. An alternate, and preferred method to the 

switch is to use a DDC that has the capability to modulate its output in a manner that will 

implement the gate. This would provide perfect rejection of the carrier; however, there is 

a caveat. Because the first stage local oscillator in the receiver is derived from the DDS 

output, the DDS output must be continuous. The work-around to this problem is to use 

two DDS devices-one that is modulated and feeding the transmitter path, and one that is 

continuous and feeding the receiver. Because these devices are digital, they can been 

perfectly synchronized and phase locked if fed from the same clock reference; therefore, 

the only downside to this approach is cost and complexity. 

Another factor works in favour of a dual-DDS design. The output of the DDS is 

usually a current source that must see a specific resistive load. For a single DDS design 

followed by a quadrature modulator, splitting the I and Q output two ways complicates 

the matching in a way that sideband artifacts may be worsened. The easy fix to this 

problem is to use a two DDS devices and remove the splitter- possibly an even trade 

with respect to cost. 

4.3.5 IF Filter 

The intermediate frequency (IF) filter serves to reject out-of-band noise and 

interference that would otherwise compromise the dynamic range of the receiver by 

increasing the minimum detectable signal or sensitivity. For a typical radar, the IF 

bandwidth should be wide enough to pass the radar signal over the linear portion of the 

pass-band, thereby avoiding any signal distortion. This can generally be accomplished by 

specifying a 0.5 dB bandwidth over the pass-band of the filter. 

The IF is selected through well-known heterodyne receiver design practices. The IF 

determines the separation between the desired RF band and its image; the order of the 

image rejection filter at RF is dictated by this separation. So the larger the IF, the 

simpler, and cheaper the image reject filter. However, the IF filter is primarily intended 

to maximize the sensitivity of the receiver by limiting the pass-band to the signal 

bandwidth. The order, or complexity, of a filter is dictated by the ratio of its center 
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frequency to its bandwidth-called the quality factor, or Q. So for any desired 

bandwidth, as the chosen IF increases, the Q increases, thereby increasing the filter 

complexity and cost. Therefore, the choice of IF comes from a careful balancing between 

RF and IF filter complexity. For the prototype, an IF of 90MHz was chosen. 

The choice of filter technology is dictated by both the IF frequency and desired 

electrical characteristics of the filter. A cavity filter uses a hollow resonant cavity to 

achieve a band-pass, or band-reject, characteristic. An exciter is used to generate an 

electromagnetic field in the cavity which in turn is subject to the resonant characteristic 

of the cavity. This filter type was chosen for the radar prototype since it has very low 

insertion loss (less than 1 dB), and a very sharp roll-off is achievable with a multi-section 

design. The disadvantages of a cavity filter are that it is physically large, especially at 

low center frequencies, and is costly relative to other options; however, these were not 

deterrents for this one-of prototype. For lower frequency pass-bands, or cases where 

physical size and/or cost is a premium, a discrete filter, comprising a network of 

capacitors and inductors, can be a more appropriate choice. 

For the SFM-based coherent radar, the filter characteristic need only be sufficient to 

capture the signal bandwidth associated with a single pulse in the waveform, since every 

pulse is translated to the common IF of 90 MHz. Therefore, the IF bandwidth is 

determined from the pulse-width. In order to enhance the flexibility of the radar, it would 

be useful that it accommodate various pulse widths. Recall, that the larger the pulse 

width the larger the blanking range of the radar, and the smaller the frequency step. 

Optimal sensitivity for each pulse width requires a different IF bandwidth for each pulse 

width. This may be incorporated into the radar design, as shown in Figure 4-18 but with 

added expense and complexity. 
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Figure 4-18: Multi-IF-Filter Design 

4.3.6 Demodulator 

The architectural structure of the receiver is a purpose-built single-conversion super­

heterodyne design. The single-conversion attribute implies there is a single IF, and 

therefore, two mixing operations--one before, and one after, the IF filter. A demodulator 

is the last element in the chain of analog elements of this receiver. The demodulator, in 

its simplest form, is the second mixing operation that frequency shifts the signal at IF to 

baseband (or near-baseband1
) for digitization. Typically, demodulators incorporate 

additional features such as received signal strength indication (RSSI), AM or FM 

detection, gain control, and quadrature (I and Q) output channels. Furthermore, 

demodulators can contain an integrated PLL for generating the LO from an external 

reference. A block diagram of the demodulator employed within the prototype is 

illustrated in Figure 4-19. This demodulator was chosen primarily because it had a 

suitable IF range covering the 90 MHz IF of the prototype, and a demodulation 

bandwidth in excess of a single pulse bandwidth. This model also provided a gain 

control, which was driven by the controller to optimize the total receiver based on the 

noise floor. Finally, this demodulator provided both I and Q channels. This permitted a 

means to evaluate two approaches- forming the analytic signal in the analog domain by 

digitizing both I and Q channels, or in the digital domain from a signal channel. 

1 Some choose to refer to baseband as only the condition whereby the signal band is centered at DC. 
However, this is only possible when quadrature channels (I and Q) exist. For single channel down­
conversion, baseband can be considered the region just above DC, with an image just below DC. It's 
purely a matter of semantics. 
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Figure 4-19: Demodulator Block Diagram (©2006 Analog Devices) 

Other forms of receiver architectures can be employed in a radar design. For 

example, direct down-conversion, or zero-IF (ZIF), is gaining in popularity due to a 

reduction in complexity in the analog front-end, which in turn provides cost savings. 

However, for low volume, the magnitude of these cost savings is not worthwhile since 

the direct down-conversion design does make certain compromises. For instance, 

because the local oscillator (LO) is at the carrier frequency, LO leakage and self-mixing 

will cause DC offsets that may saturate the input to the ADC. Also, flicker noise is 

known to be more pronounced in ZIF designs. However, because such methods employ 

IQ demodulators, the ADC sample rate can be halved for a fixed bandwidth-or 

conversely, the bandwidth doubled for a fixed sample rate. 

Another increasingly popular receiver architecture uses band-pass sampling, 

whereby the IF band can be sampled directly by exploiting aliasing to fold the IF to 

baseband using an appropriate selection of an IF band and sample rate. Like ZIF, this 

method can reduce component count by simplifying the receiver front-end, but at a cost. 

Sample jitter has a more prominent effect at higher input frequencies due to the higher 
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slew rate associated with these frequencies. This can have the effect of degrading SNR 

and reducing the SFDR of the receiver. 

Finally, a double-conversion super-heterodyne, uses two IFs and three mixers. This 

design philosophy combines the benefits of selecting a low IF for superior selectivity and 

a high IF to reduce image responses resulting from mixing. However, for a single 

channel non-tunable design, channel selectivity is not a constraint; the double conversion 

design adds more components and complexity to the design; and, the inclusion of more 

LOs in the design increases the number of inter-modulation products that may result in 

unwanted spurious responses. 

4.3. 7 Digitizer 

The radar prototype used an off-line processing method, rather than real-time. This 

means that a single coherent SFM multi-cycle waveform was transmitted with a fixed 

antenna orientation, and the return was digitized and placed in non-volatile storage (hard 

disk). The ambiguity response was then calculated on a personal computer (PC) 

platform. A PCI-based adaptor card was a convenient choice for the ADC function. This 

allowed the digitized data to be readily stored to hard disk and subsequently processed 

with PC-based S/W. A 16-bit 10 MHz digitizer was chosen, which provided more than 

sufficient bandwidth to capture the smallest anticipated pulse, l!J.S in duration. 

For future consideration of a real-time scanning radar, the use of a PC-based 

acquisition card will require careful consideration to ensure the throughput can be 

sustained. The PCI bus is particularly limited, not only in the sustainable throughput, but 

more importantly, with respect to the predictability of data throughput. The PCI bus is a 

shared system bus; therefore, other system resources can unexpectedly burden the bus 

and cause an overflow of data from the acquisition card. A dedicated bus for data 

acquisition can ensure no loss of data (or in this case coherency), but is usually an 

expensive option, possibly requiring custom hardware development. Fortunately, since 

constructing the prototype, newer general purpose PC-based buses have evolved that run 

at much higher speeds; for example, PCI-E (or PCI-Express) boasts multi-lane serial 

communications with aggregate transfer rates up to 8GB/s. 
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For future prototypes, the choice of digitizer and supporting communications will be 

dictated by the signal bandwidth (and thus sample rate), antenna scanning rate, the 

azimuth resolution, and operating range. 

4.3.8 Signal Processor 

As discussed in the previous section, the prototype engaged a PC to perform off-line 

signal analysis on the captured data. Scientific computing software (Matlab™) was used 

for this purpose, and readily available signal processing libraries (Matlab™ Signal 

Processing Toolbox). Section 4.4 will present the processing algorithms developed for 

the prototype. 

Akin to the discussion in the previous section, future consideration of a real-time 

scanning radar will also require careful analysis of the processing platform. For off-line 

processing, the platform was not under any severe constraints for processing bandwidth 

(other than user patience). However, the continuous flow of data from an operational, 

scanning radar requires substantial processing bandwidth so that the return from each 

signal transmission is processed and stored, or rendered to the user, before the next signal 

transmission. This will be put in more concrete terms by way of example in Section 6. 

4.3.9 Controller 

Although the DDS can autonomously produce an SFM waveform using its ramp 

capability, it is not well-suited to producing a multi-cycle waveform. For this reason, an 

embedded controller was employed to reinitiate the DDS in a synchronous manner to 

produce multiple cycles of the same waveform. Although it is not the original 

motivation, the controller also provides a means to arbitrarily program the frequency and 

phase of each pulse within the SFM waveform. This can provide, for example, a means 

to explore the effects of non-linear frequency steps; although, this was not explored in the 

study. 

4.3.1 0 Antenna 

For the study, the antenna was intended to be in a fixed orientation (i.e., not 

scanning) in order to evaluate the proposed coherent techniques. A slotted waveguide 

100 



antenna was the simplest and most cost effective solution for these purposes, as 

compared, for instance, to a phased array. However, slotted waveguides are resonant 

antennas with a relatively narrow operating bandwidth; so the antenna, not the electronics 

hardware, was the limiting factor in determining the range resolution of the prototype. 

The antenna construction is depicted in Figure 4-20 (a picture taken during field 

deployment is shown in Figure 4-22). A radiating element, internal to the waveguide, is 

externally attached to a coaxial feed. The radiator launches the electromagnetic wave 

within the waveguide, which in turn is radiated externally through the slots. The slot 

dimensions, slot spacing and waveguide dimensions combine to determine the resonance 

and beam-pattern of the antenna. Tuning screws are used to fine-tune the center 

frequency and reduce the voltage standing-wave-ratio (VSWR) within the radiation 

bandwidth. Reduction of the standing wave ratio minimizes the reflected power from the 

antenna back towards the power amplifier, thereby maximizing the radiated power. The 

tuning is accomplished by connecting the antenna directly to a network analyzer that 

sweeps a signal of known power across the bandwidth of interest into the antenna and 

measures the reflected power across the same bandwidth 1• The tuned VSWR response of 

the prototype antenna is shown in Figure 4-23. A VSWR of 2 represents an efficiency of 

just under 90 percent. Taking these points as the band extremities, the tuning of the 

antenna yielded a bandwidth of approximately 35 MHz. This corresponds to a range 

resolution of 4.3m. 

Figure 4-20: Slotted Waveguide Antenna 

1 Reflected power is the S 11 tenn of a four-port network. 
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Figure 4-22: Field Deployment of Antenna 
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Figure 4-23: Antenna VSWR 

A waveguide antenna, comprising many radiating slots, relies upon the interference 

pattern of the combined radiation from each slot, or radiator, to create a resultant 

radiation pattern. At close range to the antenna, or the region known as the near field, 

this interference pattern is very complex. At some range, the pattern converges to a 

deterministic form, representative of the designed beam pattern. This range, known as 

the far field, begins at range RJJ, denoted as 

where 

2L2 

Rg= T 

Lis the length of the antenna and 2 is the wavelength. 

(4-8) 

A range of R.t/2 is usually sufficient to accommodate beam pattern measurements 

and calibration. The antenna employed by this study was ~3m in length; therefore, the 
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signal wavelength and antenna aperture length required that measurements of radiated 

power be conducted at a minimum distance of 75 m to ensure a far field assessment and 

thus produce a beam pattern truly representative of the antenna. This dimension 

precludes the use of an anechoic chamber; therefore, the supporting instrumentation was 

brought to an open field to conduct a verification of the antenna design. The method 

devised for this calibration is depicted in Figure 4-24. A stepper motor rotates the 

waveguide antenna while a signal generator (Rohde & Schwatrz SML03) transmits a 

continuous wave (CW) signal at 2.425 GHz (center of band) through the antenna. A 

calibrated antenna (Aaronia AG HyperLOG 4060) receives the signal and a spectrum 

analyzer (Rohde & Schwartz FSP7) measures the received power. By setting a known 

angular velocity of the motor and a known sweep rate of the analyzer (used in "zero­

span" with center frequency equal to 2.425 GHz), a precise radiation beam pattern of the 

antenna was acquired. The open-field setup is pictured in Figure 4-25 and Figure 4-26. 

The results of the calibration are shown in Figure 4-27. 
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Figure 4-24: Antenna Calibration Field Set-up 
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Figure 4-25: Open Field Site (Calibration Antenna in Foreground) 

Figure 4-26: Field Site (Antenna and Stepper Motor Configuration) 
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Figure 4-27: Antenna Calibration Results 

The theoretical azimuthal beamwidth of the antenna, determined by its length and the 

nominal signal wavelength, is 3x 108 m/s-;- 2.45 x109 Hz-;- 3.08 m x 360° -;- 2n = 2.3°. 

The measured beamwidth of 2.7° is reasonably close to this ideal. The first sidelobe for a 

uniformly tapered antenna is theoretically -13 dB. For this prototype, one sidelobe met 

this ideal; however, the other sidelobe was measured to be 11 dB. This is a reasonable 

result, with the slight shortcoming most likely due to variances between design and 

fabrication. The operational specifications of the antenna are summarized in Table 4-4. 

Table 4-4: Antenna Specifications 

Specification Value Units 

Length 3.08 Meters 

Bandwidth (VSWR 2:1) 35 MHz 

Bandwidth (VSWR 3: 1) 43 MHz 

Beamwidth 2.7 0 

Gain 13.6 dB 

Maximum Sidelobe Level -10 dB 
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4.4 Processing Algorithms 
As previously discussed, the processing component of the prototype was 

implemented off-line. Accordingly, processing bandwidth was not a limiting criterion. 

Methods to implement efficient processing algorithms on real-time platforms were 

outside the scope of this study. The method of data analysis was to compute, in a brute 

force manner, the ambiguity response associated with the radar return from any given 

complete transmitted signal. 

Because of the narrowband nature of the receiver, equations (2-14), (2-15), and 

(2-16) cannot used directly to compute the response. These equations assume the 

received signal sweeps the entire band of frequencies comprising the SFM waveform. 

However, as noted in Section 4.3, the receiver maps each received frequency step to a 

common IF prior to digitization. Therefore, these equations cannot be directly used to 

compute the ambiguity response. Instead, the isomorphic matched filter method 

presented in Section 3.8 is used. Note that Section 3.8 provides the mathematical 

foundation for computation, under the narrow-band constraint, of the matched filter 

(where the domain comprises only the range), rather than the ambiguity response (where 

the domain comprises both range and velocity). The implementation discussed below 

extends the technique from Section 3.8 to include the velocity component, thereby 

rendering the complete ambiguity response. 

Figure 4-28 illustrates the signal transformations from transmission through to the 

matched filter output. Figure 4-28(a) is the transmitted SFM waveform. Figure 4-28(b) 

is representative of the received waveform reflected from a point target, where the 

original signal is delayed (this is an idealized case-in reality, the waveform is subject to 

propagation phenomena such as multipath and dispersion which will corrupt the 

waveform envelope). Figure 4-28(c) shows the IF resulting from mixing the received 

signal with a stepped LO-this waveform is digitized and becomes the input to the 

algorithm described below. 
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Figure 4-28: Waveform Transformations 
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4.4.1 Main Functional Elements 

The core of the processing algorithm comprises four essential steps derived from 

Section 3.8; these are as follows: 

1. Doppler Frequency Modification 

2. Complex Envelope Formation 

3. Correlation 

4. Bandwidth Recovery 

5. Accumulation 

These steps are executed iteratively in a triple-nested-loop fashion-the inner loop 

executed for Np pulses, the middle loop executed for N c cycles, and the outer loop 

executed for investigated Doppler frequency. A flowchart is provided in Figure 4-29 for 

clarification. Further discussion of each step follows. 

4. 4.1.1 Doppler Frequency Modification 

Each outer loop of the process generates a Doppler reference signal in the form of a 

complex exponential-a portion of which is multiplied by the digitized IF (Figure 

4-28(c)) within each pulse response of the inner loop. A unique Doppler reference 

frequency is chosen for each iteration of the outer loop so that the inner loops calculate 

the matched filter response for each Doppler frequency, over a range of frequencies wide 

enough to capture all anticipated target velocities. The modification, if matched to the 

target velocity, reverts the Doppler effect on the echo from a moving target and produce 

an optimal matched filter response. Thus, the outer loop provides the velocity domain of 

the ambiguity response. 

It is important that the Doppler reference signal for each iteration of the inner loop be 

derived from a time-continuous complex exponential function over the entire duration of 

the multi-cycle waveform; otherwise, the phases from pulse-to-pulse and cycle-to-cycle 

will not be representative of a moving target, thereby rendering an incorrect ambiguity 

response. 
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4.4.1.2 Complex Envelope Formation 

The complex envelope formation creates the m: (t) term in equation (3-30). For an 

ideal echo, the complex envelope would appear as shown in Figure 4-28(d). 

4.4.1.3 Correlation 

The correlation block computes the correlation between the complex envelope from 

the previous step and the envelope of the transmitted signal, which is simply a 

rectangular pulse train. This computation is represented by those elements to the right of, 

and including, the integral in equation (3-30). For an ideal echo, the output of the 

correlation would appear as shown in Figure 4-28(e). 

4.4.1.4 Bandwidth Recovery 

This step is represented by the exponential term to the left of the integral in equation 

(3-30). Following the correlation, what remains is essentially the complex envelope of 

the matched filter output for each pulse. The collective bandwidth, which was reduced 

during down-conversion to a common IF, must be re-introduced prior to integrating all of 

the pulse responses together. This is accomplished by up-converting each response by 

successive frequency offsets that match the frequency steps in the SFM waveform. For 

an ideal echo, the output of this step would appear as shown in Figure 4-28(f). 

4. 4.1. 5 Accumulation 

The fmal step simply sums all of the responses derived from the last step, rendering 

the pulse-compressed cumulative response shown in Figure 4-28(g). 

4.4.2 Implementation 

The algorithm described above was implemented in Matlab™ script. The script 

provided the facility to carry out processing on either real data obtained from the 

prototype, or simulated data, generated within the script. This provided a means to draw 

comparisons between real and simulated data. Example 5 shows a comparison between 

simulated data and real data; the matched filter outputs are shown in Figure 4-30 and 

Figure 4-31, respectively. For this case, the real data was obtained in the lab, where the 
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propagation delay was realized using a spool of fiber optic cable and an optical 

transmitter/receiver pair. This sort of set-up is vital to validating radar performance prior 

to field deployment. 

Example 5: Simulated and Real Data Comparison 

Ts 100 J.lS 

5 J.lS 

35MHz 

0.2MHz 

176 

There are a couple of important consistencies between the simulated and real 

outputs. First, the main lobe of the response is similar in width and shape, and in both 

cases, the predicted range resolution is achieved. Second, the first sidelobe levels are 

similar (approximately -13 dB). The real data is subject to noise, which is evident in the 

output for this case. (The main lobe range positions are slightly different between the 

figures because the target position configured for simulation was not identical to that of 

the real experiment.) 
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Figure 4-30: Matched Filter Output- Simulated Data (Example 5) 
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5. Experimental Data 
A field program was conducted at C-CORE to evaluate the radar prototype. This 

section discusses the applied methodologies, study locations, experimental objectives and 

the outcomes, which are also documented in [25]. 

5. 1 Methodology 

The intent of the field program was to quantitatively assess the performance of the 

radar in a real ocean environment while exercising as much experimental control as 

possible. Standard targets are widely used in radar calibrations to provide a fixed and 

known reflector reference. A standard target provides a known, fixed and often isotropic 

radar signal reflectivity, or radar cross-section (RCS); therefore, for a given radar 

configuration and a given physical geometry of the antennae and target, the performance 

of the radar can be predicted and compared to actual measured results. 

This study used a Lunberg Lens as a standard target. The Lunberg Lens is a novel 

design that provides an omni-azimuthal response over a vertical beamwidth of ±10°. It is 

pictured in Figure 5-1 . The Lunberg Lens acquired for this study was designed for 

X-band radar (9.4 GHz) with an RCS of 10m2
. However, at 3 GHz (S-hand), the 

manufacturer (Luntech, in France) claimed a reduced RCS of approximately 1m2
• 

Theoretically, the RCS Is inversely proportional to the wavelength; therefore, the 

theoretical RCS of this lens at S-hand is indeed 1m2
, as suggested by the manufacturer. 

For an operating frequency of2.425 GHz, the predicted RCS of the lens is 0.66 m2
• 

5.2 Study Areas 

Three main field sites were chosen for the field program-a large target site, a frozen 

lake site and an exposed bay site. These sites are all in close proximity to St. John's, NL, 

as shown in Figure 5-2. Successively, each site was chosen as the study progressed from 

a system verification phase to a performance evaluation phase. 
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Figure 5-1: Lunberg Lens 
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Exposed Bay Site - Motion Bay 

Figure 5-2: Annotated Map ofRelative Locations ofField Sites 

5.2.1 Large Target Site 

The large target site was chosen to verify and assess the basic functionality of the 

radar, while taking advantage of very large targets to produce high signal-to-clutter ratios. 

Portugal Cove breakwater was chosen for this purpose as it was in close proximity to 
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C-CORE and provided two large targets-Bell Island and the ferry. The antenna set-up 

at this site is pictured in Figure 5-3 . A map of the study area is shown in Figure 5-4. 

Figure 5-3: Antenna Configuration-Portugal Cove Field Site 

Figure 5-4: Annotated Map of Portugal Cove Field Site 
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5.2.2 Frozen Lake Site 

A frozen lake was chosen as a convenient means to establish a virtually clutter-free 

environment for small targets. This provided a controlled situation to debug and 

fine-tune the system using a standard target as a reference. Paddy's Pond, just west of 

St. John's and adjacent to the Trans Canada Highway, was chosen due to its proximity to 

C-CORE and because it provided a large area over which the target could be placed. A 

minimum range of 750 m is required using a 10 J..I.S pulse, and 75 musing a 1 J..I.S pulse, to 

ensure targets are not obscured by the direct coupling between the transmitter and 

receiver as the pulse is emitted; this site provided 1.8 km of useful range- which was 

quite adequate. A map of the study area is shown in Figure 5-5 . 

The standard target was mounted atop a surveyor' s tripod and elevated to a height of 

about 2m for the experiment as shown in Figure 5-6. A 0.86 m comer reflector 

(RCS=l46 m2
) was deployed as an auxiliary target, as seen in the background of this 

picture. The radar itself was located in a cube van fitted with a propane heat source to 

protect the equipment and personnel from the environment (see Figure 5-7). 

Figure 5-5: Annotated Map of Paddy's Pond Field Site 
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Figure 5-6: Standard Target (Lunberg Lens) with Tripod Configuration 

Figure 5-7: Radar Shelter and Working Quarters 
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5.2.3 Exposed Bay Site 

An exposed bay was chosen to provide significant ocean clutter conditions. Motion 

Bay, just south of St. John's and outside Petty Harbour was chosen as a site that was 

easily accessible by land and one that provided a wide view of the ocean from a 

reasonably high vantage point (> 10 m elevation). A map of the study area is shown in 

Figure 5-8. 

The standard target was mounted atop an Ottawa River Type (ORT) buoy for this 

experiment. This buoy was chosen for its portability and stability. As the Lunberg Lens 

can only tolerate ±10° of tilt before its reflective property is severely compromised, it was 

important to maintain a vertical position while being subject to the ocean's wave energy. 

The buoy configuration is pictured in Figure 5-9. Weights were applied to bottom of the 

assembly for ballast and to achieve the desired draft. Ideally, the Lens should have been 

placed as close to the water line as possible to simulate a target sitting directly on the 

water; however, concerns over having little reserve buoyancy to prevent loss of the 

package resulted in a choice of ballast that left the target sitting approximately 1.5 m 

above the water line. 

Useful 
Sectoral 
Zone 

* Standard Target Location 

Figure 5-8: Annotated Map of Motion Bay Field Site 
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Figure 5-9: ORT Buoy I Lunberg Lens Configuration 

The radar was located near the roadside beneath Skinner's Hill, between Petty 

Harbour and Maddox Cove (Figure 5-8). The site is pictured in Figure 5-l 0. 
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Figure 5-10: Motion Bay Radar Site 

5.3 Objectives 

The main objectives of this field study are outlined as follows: 

1. Assess the operational condition of the radar as part of finalizing the design and 

establishing a robust platform for further extensive field work. 

2. Assess the resolution capability (range and Doppler) of SFM resulting from pulse 

compression compared with theoretical benchmarks. 

3. Assess the processing gain of SFM resulting from pulse compression compared 

with theoretical benchmarks. 

4. Assess the capability of the radar to suppress ocean clutter through consideration 

of the Doppler domain. 

5. Identify benefits and constraints m applying this technology to commercial 

applications. 
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5.4 Experimental Results 

5.4.1 Operational Test-Portugal Cove 

The Portugal Cove field site was used to carry out an assessment of the operational 

condition of the radar, and to accommodate the identification and remedy of hardware 

and software bugs. A sample of data is given in Figure 5-11 that confirms the system 

was operational and in good condition to proceed with further experimentation. There 

are several important features in tills figure, discussed below. 
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Figure 5-11: Radar Output for Bell Island and Bell Island Ferry 

Bell Island is a very obvious target in tills data set- as it should be, since the 

perimeter of Bell Island is a steep cliff. However, because the shoreline is irregular and 

the radar beam illuminates about 200m of this shoreline (at 4500 m range, assuming a 

2. 7° beam width), the reflection is very diffuse, or comprises many overlapping signal 

returns. Therefore, Bell Island does not appear as a very distinct target. 

The ferry on the other hand, is a much more distinct target than Bell Island, 

appearing as a spike. However, close inspection of Figure 5-12 reveals that even the 
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ferry does not have a distinct response. This is because the length of the ferry, about 

50 m, is much longer than the radar resolution of 4.3 m-so the signal return from the 

ferry essentially comprises reflections from many range bins. The figure also shows that 

most of the energy is contained over a range of about 50 m, coinciding with the 

dimensions of the target vessel. This example demonstrates that high-resolution radar is 

not only useful in resolving separate targets in close proximity, but is also useful m 

identifying the physical size of a target. 
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Figure 5-12: Radar Response for Bell Island Ferry (Zoomed) 

Two system artifacts are also evident in Figure 5-11. The first is the spike that 

appears at range Om. This is due to the energy that is reflected from the antenna back 

into the receiver due to transmitter-antenna mismatch (an inherent quality of all 

transmitter-antenna combinations). This is a very useful quality actually as it provides a 

Om reference that would otherwise be difficult to isolate in the presence of system 

propagation delays. 
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The other artifact is manifested by the energy surrounding the ferry target, 

highlighted by the grey rectangle. The transmitted pulse is actually 1500 m in length. 

Due to the nature of the pulse compression algorithm, sidelobes result in the output on 

either side of the peak response over a range equal to the pulse width, or 750 m on either 

side of the peak. This artifact highlights an important constraint of systems that use pulse 

compression to achieve high resolution. Small targets in the vicinity of large targets can 

be obscured by the large target sidelobe energy. Also, sidelobe energy can sometimes be 

misinterpreted as a real target. In this particular case, the sidelobe energy is more severe 

than that of a specular target because of the diffuse nature of the signal return. 

Furthermore, because this is a moving target, the sidelobe energy is distributed differently 

from that of a static target. These issues will become more evident in further sections­

this example simply serves to highlight the issues. It' s important to realize that issues 

related to sidelobe energy can be dealt with to avoid misinterpretation, through 

appropriate post-processing of the output (for example through consideration of the 

composite of many signal returns). 

5.4.2 Standard Target Assessment- Paddy's Pond 

The Paddy' s Pond field site served to assess the methodology proposed for the ocean 

phase involving the use of a Lunberg Lens as a standard target. Before configuring the 

Lens for an ocean environment, it was important to learn whether the radar could see this 

target under a very controlled environment provided by the frozen lake. 

The early work at Paddy' s Pond failed in providing detection of the Lens (but for 

good reason, as clarified later). The Lens (or target) was placed at a range of 1.86 km 

from the radar, about 200m from the opposite side of the pond. Data averaged over 10 

cycles is shown in Figure 5-13, where clearly there is no distinguishable target at 

1.86 km. However, other distinguishing features of this data warrant discussion. There 

was a small island about half way across the pond that is clearly seen at 900 m. The pond 

edge is just over 2 km from the radar and is clearly seen in the data. Beyond the pond are 

mostly heavy trees, with the exception of a transmission line right-of-way void of trees, 

as indicated in the figure; this region is arguably visible in the data. In the distance, a 
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hillside rises above the foreground, detected by the radar as shown. The last target is a 

water tower installation in Conception Bay South (CBS); this being a large steel 

structure, it presents itself as a very strong target. One other target is evident at about 

500 m. Even though there was no physical target in boresight at this range, there were 

several large buildings about 90 degrees from boresight, and it was verified these targets 

in the data are a consequence of scatter received from an antenna sidelobe. 

Matched Riter OtAptA, N=1 0 
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Figure 5-13: Paddy's Pond Data with Various Targets 

5000 

One other notable observation is illustrated by Figure 5-14 and Figure 5-15, which 

shows data sets (zoomed in range) for the radar pointed towards a steel support structure 

on the transmission line right-of-way and pointed just away from this structure, 

respectively. The support structure is clearly detectable by comparing these two data 

sets. 
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Figure 5-14: Paddy's Pond Data with Power Line Structure at Boresight 
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Figure 5-15: Paddy's Pond Data with Power Line Structure outside Boresight 
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After careful analysis it became clear that the target (the Lunberg Lens) was not 

visible due to a near-far phenomenon. Because the target was placed in close proximity 

to the pond edge and associated vegetation- well within a pulse length- reflected energy 

from the pond edge overlapped that of the target. The pond edge forms a large target 

because the radar illuminates approximately 150 m of the shoreline at 2 km range. The 

sidelobe energy resulting from the matched filter is therefore significant enough to mask 

out the relatively small target response of the Lens. To test this hypothesis, the target was 

moved to a location in the pond that was clear of any potential sidelobe effects of nearby 

targets. This could only be accomplished with a short pulse width (1 !-lS) and the target 

was positioned much closer to the radar to make up for the lower energy associated with 

the narrow pulse width. 

A data set corresponding to a target range of 575 m and a pulse width of 1!-ls is 

shown in Figure 5-16. The standard target is very clear in this particular result. The 

sidelobes are also very well defined- almost ideal. This response exemplifies a specular 

reflector-one that produces a single reflection (analogous to the surface of a mirror). 

The theoretical range resolution of any radar (described earlier) is related to its 

bandwidth, and in this case can be predicted as follows: 

D.R = c - 3x 108 rn/s I 2x35 MHz = 4.3 m 
2·BW 

As Figure 5-17 shows, the radar yields a range resolution that nearly identically 

matches the theoretical resolution of 4.3 m. This measurement is taken at the - 3 dB level 

as shown. The first sidelobes for the signal design employed by the radar should appear 

at -13 dB; this result shows the sidelobes to be within 1.5 dB of this level. 

One particular interesting result from this phase of experimentation is shown in 

Figure 5-18. Here, the standard target remains at 575 m, as in the previous example. 

However, a field technician positioned himself about 50 m in front of the target. His 

reflection is very clear in the figure. 
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Figure 5-16: Lunberg Lens at 575 m, Pulse Width 1 !lS 
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Figure 5-17: Range Resolution Illustration (Figure 5-16 Zoomed) 
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Figure 5-18: Radar Data Showing a Person Standing near Standard Target 

The last activity at the Paddy' s Pond site was an investigation into the detection of 

target velocity. To facilitate this experiment, a field technician held the reflector in his 

hands and proceeded to walk towards the radar. The pseudo-color plots shown in Figure 

5-19 through Figure 5-22 show the Range-Doppler response of the target as it progresses 

from a stationary position to progressively increasing velocities while approaching the 

radar. These velocities are consistent with those observed by the technician on a hand­

held GPS receiver. 

The radar parameters were as follows: pulse width, rp=l j.!S; pulse period, Tp=100 j..LS; 

number of pulses, Np=36; number of cycles, Nc=10; and bandwidth, B=35MHz. These 

figures also exemplify the velocity resolving capability of the radar. From the discussion 

of Section 2.2, the theoretical velocity resolution for the signal parameters applied during 

this experiment is 1. 7 m/s. The dark red region of the target approximately represents the 

3 dB boundaries that are used to characterize both range and velocity resolution. Clearly, 

the velocity resolution is very close to the theoretical value. 
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Figure 5-19: Range-Doppler Response for Stationary Target 
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Figure 5-20: Range-Doppler Response for Moving Target (frame 1) 
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Figure 5-21: Range-Doppler Response for Moving Target (frame 2) 
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Figure 5-22: Range-Doppler Response for Moving Target (frame 3) 
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5.4.3 Ocean Evaluation 

The ocean component of the field work, which took place in Motion Bay, used the 

Lunberg Lens configured atop an ORT buoy and placed in the ocean at a range of 

approximately 1800 m from the radar site. The first attempt at target detection was 

carried out unsuccessfully from the Petty Harbour breakwater, where an antenna height 

above sea level of just 3 m affected target visibility, preventing sufficient target 

backscatter for detect-ability. The antenna site was relocated to a position just outside the 

Petty Harbour entrance at approximately 20 m above sea level. From this position, the 

propagation problems were overcome and the target was detectable. A typical Range­

Doppler profile for the target in this environment is shown in Figure 5-23, for the 

following radar parameters: pulse width, -rp=5 j.!S; pulse period, Tp=lOO j.!S; number of 

pulses, Np=176; number of cycles, Nc=lO; and bandwidth, B=35MHz. There are a 

couple of noteworthy features in this figure. First, the target has a small radial 

component of velocity of about 0.5 rn/s. This is quite real and is due to target movement 

induced by surface action. The figure basically represents a snapshot of the target' s 

location and radial velocity with respect to the radar for a period of 17.6 ms. Figure 5-24 

shows that another snapshot reveals a slightly different position and velocity, due to 

continued and varied target movement induced by surface action. The second 

noteworthy feature is that the velocity ambiguities are quite clear. What they suggest, for 

this particular radar configuration, is that a target moving at approximately 3.5 rn/s, or 

any multiple thereof, can not be distinguished from a stationary target. This exemplifies 

the need for selecting radar parameters specific to the application. For instance, if it is 

known that all freely floating targets have velocities less than 3 rnls, then these 

ambiguities are irrelevant. Otherwise, other information such as target tracking from 

successive detections can help resolve velocity ambiguities. 

Comparing both figures, a final observation is that the background noise and/or 

clutter appear to be weaker in the second image. This is actually an artifact of the manner 

in which the data is presented. The data is plotted as a relative power level with respect 

to the maximum signal level in the image. Therefore, the second figure doesn' t have 

lower background noise/clutter, but instead has a stronger peak response from the target. 
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Variability in target response can be expected in such a dynamic environment where the 

target is being subjected to wave motion. In this situation, the target experiences rapidly 

changing accelerations; whereas, the best target response is elicited from situations where 

the target velocity is constant (including, but not limited to being stationary). So in 

essence, the coherence of the target breaks down, or in other words, the target looks very 

different from pulse to pulse, causing the integration of many pulses to be sub-optimal. 
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Figure 5-23: Typical Range-Doppler Response for Moored Target 
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Figure 5-24: A Second Range-Doppler Response for Moored Target 

Figure 5-25 shows a result obtained when two fishing vessels happened to cross over 

the path of the radar beam. This example demonstrates the utility of Range-Doppler 

processing for distinguishing between static and moving targets. This particular plot is 

thresholded at -20 dB to mask much of the clutter. It's easily seen that the radial 

component of velocity of the vessels is about 1 m/s and 2 m/s, for vessel #1 and 

vessel #2, respectively. The absolute response levels of each of the vessels appear to be 

weak relative to the Lens; this is simply because the vessels were not in the radar beam 

center at the time of acquisition. Also evident in the figure are the Doppler ambiguities at 

approximately -2.5 m/s and -1.5 m/s. In fact it's not clear whether these are indeed the 

actual radial velocities of the vessels. Its important then to understand the expected 

velocity extent of targets under consideration and the ambiguities associated with the 

chosen radar signal parameters so that ambiguities can be reconciled. 
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Figure 5-25: Range-Doppler Response with Two Fishing Vessels in Background 

The ocean environment presents a drastically different situation for target detection 

than the environment of the previous section. Two factors weigh heavily into detection 

performance-sea clutter and target movement. Sea clutter, although not noise-like, 

degrades the sensitivity of the radar receiver to real targets in much the same way that 

noise can mask a real signal. Target movement presents a problem that is rather unique 

to coherent radar. Coherent integration, be it pulse averaging or pulse compression, relies 

upon consistent signal phase throughout each pulse and from pulse to pulse. When the 

target is subjected to surface action, it experiences various radial accelerations with 

respect to the radar. These accelerations result in phase inconsistencies that degrade the 

integrated output of the detection process. This factor is exemplified in Figure 5-26. 

Here, the nominal velocity of the target was determined from a Range-Doppler plot to be 

0.15 m/s, and the matched filter response for this particular velocity is shown for each of 

ten cycles. The coherent (complex) sum of the ten cycles is represented by the red line. 

The variability in both amplitude and phase is evident-a perfectly stationary target 

would exhibit matching phase across all ten cycles. 
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Figure 5-26: Multi-Cycle Response from Moored Target 

Figure 5-27 shows the effect of processing the matched filter assuming an erroneous 

target velocity of -2.0 rn/s. It is seen here that the phases are not matched from cycle to 

cycle, which results in a substantial decrease in the coherent sum. The individual cycle 

responses, however, are very similar to the previous case. The reason for this is that over 

the duration of a single cycle, the Doppler resolution is very poor (approximately 

17 rn/s); therefore, there is no appreciable change in response from -0.15 rn/s to -2.0 m/s. 
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Ten Cycle Matched Finer Output Amplitude and Coherent Sum, v= -2.0 m/s 
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Figure 5-27: Multi-Cycle Response from Moored Target w/ Velocity Error 

There are two further points to be made with respect to the above figures. First, 

these figures exemplify the degree of control over phase that is required in operational 

coherent radar. The total duration of this 1 0-cycle data set is 36 ms. Phase must be 

controlled and known over this time period in order to correctly integrate the data to 

produce the pulse compression evident in the figures. Second, Figure 5-26 shows the 

improvement in SNR resulting from the integration of multiple cycles. Because the noise 

is uncorrelated from cycle to cycle, the coherent sum of 1 0 cycles should result in an 

improvement in SNR of 1 Olog(l 0), or 10 dB, which is approximately the case in this 

example. Note that the range resolution is a function of bandwidth, which does not 

change by introducing multiple cycles. 
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6. Considerations for an Operational Coherent Radar 
Commercial opportunities exist for moderate cost, high performance radar. Breaking 

into the low-cost commercial navigational radar market is very challenging, where 

economies of scale make it a very competitive arena. In the short term, the more 

promising opportunities possibly exist in non-traditional markets- for example, detection 

of small-scale navigational hazards (such as ice), search and rescue, and security 

surveillance. As discussed earlier, and demonstrated by this research program, high 

performance is attainable by utilizing emerging technologies- most notably, medium­

power linear power amplifiers (100-watt class), ultra-stable frequency synthesizers, high­

bandwidth processing platforms, and improved microwave devices. 

The existing prototype was designed to validate specific qualities of coherent radar, 

such as range and Doppler resolution, in a focused manner that did not place any 

consideration on specific applications. In order to move the research presented in this 

thesis towards a commercial presence, a prototype is required that can be placed in real 

operational scenarios and evaluated by real users and applications. This effort will 

require the following major elements, not present in the existing prototype: 

1. support for a scanning antenna; 

2. an integrated transceiver; and, 

3. a real-time processing platform. 

This chapter briefly discusses recommended approaches and anticipated challenges 

for each of these elements. This is followed by an analysis of radar parameters in the 

context of an operational system. 

6. 1 Element of an Operational Radar 

6.1 .1 Antenna Scanning 

Whereas the current prototype supports only a single, manually configurable, look 

direction, most operational radars require broad spatial coverage that is generally 

provided by a rotating, or scanning, antenna. This presents a number of design issues and 

trade-offs that must be considered. The antenna beamwidth governs the azimuth 

resolution, which increases with increasing range. The wider the beamwidth, the coarser 
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the azimuth resolution, the larger the temporal spacing between transmissions, and the 

faster the antenna can scan. Conversely, the narrower the beamwidth, the finer the 

azimuth resolution, the smaller the temporal spacing between transmissions, and the 

slower the antenna can scan. Some of the associated trade-offs will become evident in 

Section 6.2. 

The antenna type is a second consideration. The slotted waveguide design in the 

current prototype is one possibility- adapted to a rotating platform. Alternatively, the 

antenna may comprise an array of electrically-fed radiating elements. In both cases, each 

slot or radiating element may be weighted in such a way as to provide some desired 

beam-shape and sidelobe structure. The narrowest beamwidth is governed by the overall 

length of the antenna aperture according to the approximation in equation (6-1). The 

electrically fed elements provide a convenient means of modifying the beam-pattern 

dynamically to accommodate different operational scenarios. 

BW3dB ~ A-/L (6-1) 

where 

Lis the length of the antenna or antenna array. 

A third possibility for an antenna is a fixed array of electrically fed radiating 

elements, whereby scanning is accomplished through electronically steering the array 

(commonly called a phased array). This approach eliminates much of the mechanical 

complexity and maintenance of a rotating platform, but generally, the spatial coverage is 

limited to much less than 360°. Furthermore, phased arrays have sidelobe structures that 

are not fixed, but vary according the beam direction. As the beam is steered away from 

broadside, a large artifact in the sidelobe structure will begin to appear, known as a 

grating lobe. 

There are significant performance and cost trade-offs associated with the antenna 

types discussed above-well beyond the scope of this thesis. Suffice to say, a trade-off 

analysis will become a critical component of the design specification for an operational 

prototype. 
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Antenna scanning not only places requirements on the antenna, but also places 

severe demands on the back-end data paths and processor(s) to sustain data flow and 

calculate the ambiguity responses for each and every signal transmission. This will be a 

major component of the investigative phase for an operational radar. 

6.1.2 Integrated Transceiver 

The current radar prototype was constructed purely from connectorized modular 

components in order to speed up development and provide flexibility in debugging and 

modifying the design. This is not cost-effective for a commercial design; therefore, the 

operational radar should, to a large extent, be integrated. A proposed structure is shown 

in Figure 6-1 . This structure is similar in function to that presented in Figure 4-11 , but 

demonstrates the portion of the design that is proposed to be implemented in a highly 

integrated manner on a printed circuit board (PCB) (or boards). The PCB would 

comprise all clock-generation elements, the DDS and the microcontroller--essentially all 

baseband elements and those just bridging the gap into the microwave domain. To 

mitigate development risk for a first commercial release, microwave amplifiers, filters, 

mixers and other specialized microwave devices, would remain in original equipment 

manufactured (OEM) connectorized format. In the long term, a manufacturer may also 

consider integrating these components as well to improve profitability, but the proposed 

structure is deemed suitable to initially enter certain identified markets. 
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Figure 6-1 : Commercial Coherent Radar Concept 

6.1.3 Real-Time Processing Platform 

Most operational radars require real-time, or near-real-time rendering of detected 

output to the user. The current prototype only provides storage of digitized baseband 

data and uses off-line processing to compute the ambiguity response. For an operational 

radar, a real-time processing platform will need to be specified. The details in specifying 

such a platform is beyond the scope of this thesis, but one point is worth noting. 

Traditionally, real-time platforms for similar applications have been the exclusive domain 

of digital signal processing (DSP) platforms whose architectures are specifically 

optimized for signal processing operations such at fast Fourier transforms (FFTs). The 

downside of these platforms is that they are typically esoteric and algorithms 

implemented on one platform are rarely (at least directly) portable to another. General 

purpose processors such as PC platforms have been inefficient at carrying out DSP 

operations- until recently. Today, many arguments support the use ofx86-based general 
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purpose processors for applications traditionally reserved for DSP [26] . One reason for 

this is the DSP-like enhancements that have been made to the x86 such as superscalar 

execution (parallel execution units) and pipelining. To make an appropriate architecture 

choice for DSP, four design principles, besides raw speed, must be addressed: scalability, 

versatility, density and programmability- all of which can result in favoring the use of a 

PC. Furthermore, PCs have traditionally been inadequate for moving large amounts of 

data, from the perspective of both speed and predictable latencies. However, the current 

trend is towards high-speed serial, multi-lane, point-to-point communications fabrics, 

such as PCI Express. Such enhancements to the PC provide a much more viable general­

purpose platform than previously possible. 

6.2 Analysis of Radar Parameters 

This section provides a fust order analysis of how radar parameters for a scanning 

SFM-based coherent radar may be chosen and optimized for certain applications. Thjs 

analysis is not intended to be comprehensive, but instead an example of the analytical 

process needed to realize an SFM-based radar for any given application. 

The adage "you can' t get something for nothing" certainly applies to radar. 

Undoubtedly, pulse compression methods can take a signal buried in noise and render a 

large SNR- seemingly something for nothing. However, prior to compression, the signal 

is spread over a long duration in time, whereas following compression, the signal is 

confined to a very short time interval. The adage holds true because of conservation of 

energy. And energy, which is the integral of signal power over the duration of the signal, 

is the constant that forms the root of the analysis presented below. 

This analysis is required in the interest of defining the parameters of an SFM-based 

radar that would provide equivalent performance to that of a pulsed magnetron radar, or 

some measure of improvement. The baseline of comparison is energy. The following 

constants are first defined and set equal across both types of radar: 

Scan Rate ( '1/arpm): The rotation rate of the antenna, given in revolutions per 

minute (RPM). 
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Azimuth Beamwidth (Ba): The angle between the two half-power (-3dB) points of 

the main lobe of the antenna in azimuth (0
). 

Carrier Frequency (fc): The frequency of the radiated waveform carrier (MHz). 

Bandwidth (B): The width of the frequency range (MHz) over which the antenna 

radiates most of the power presented at its feedpoint (e.g. VSWR of the 

antenna is smaller than say 2). 

The following two parameters are relevant only for the pulsed radar (from which 

energy can be computed): 

Baseline Peak Power (Pb): Pulsed radar peak transmit power (kW). 

Baseline Pulse Width ( -rb): Pulsed radar pulse width (J.ls). 

The next two parameters are relevant only for the SFM-based radar: 

SFM Output Power (P0 ): SFM-based radar peak transmit power (W). 

Improvement Factor (F): Ratio of signal energy in SFM-based radar compared to 

pulsed radar. 

The following computed parameters complete the fixed parameter set used in the 

analysis: 

Baseline Energy (E): Total energy in the pulsed radar waveform: 

(6-2) 

Scan Rate (If/a): The rotational rate of the antenna expressed in degrees/s: 

360 co; ) 
If/ a = If/ arpm X 60 S (6-3) 

Illumination Time (Til): The duration over which the antenna will illuminate a 

point target while scanning: 

B 
Tu= - (s) 

lfla 
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Doppler Resolution (L1v): 

c 
~v=-- (m/s) 

2JJ:, 

Range Resolution (L1r): (previously defined) 

c 
~r =- (m) 

2B 

(6-5) 

(2-4) 

A spreadsheet was devised to input the above parameters into a model to determine 

the operational parameters of an SFM-based radar for different pulse-widths ( rp). The 

spreadsheet is shown in Table 6-1 . The following operational parameters are computed 

in the spreadsheet: 

Blanking Range (Rbtank): 

(6-6) 

SFM Frequency Step (L1j) : 

~~ = ljr P (Hz) (6-7) 

Total Number of Pulses (Nr): 

(6-8) 

Pulse Repetition Frequency (prj): 

N 
prj = _r (pps) 

t il 
(6-9) 
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Number of Waveform Cycles (Nc): 

N = Nr = N r f).f 
c N B 

p 

Maximum Range (Rmax): 

R = c ( ) 
max 2 1 m ·pr 

Table 6-1: SFM Parameter Spreadsheet 

Fixed Parameters Sl:mbol Value Units 
Scan Rate l.jfarpm 24 RPM 

Antenna Beamwidth e a 1.9 deg 

Carrier Frequency f c 3 GHz 
Antenna Bandwidth B 40 MHz 
Baseline Peak Power p h 30 kW 

Baseline Pulse Width Tb 0.5 j.lS 

SFM Output Power P o 50 w 
Improvement factor F 

Calculated Parameters 
Baseline Energy E 0.015 J 
Scan Rate l.jfa 144 deg/s 

Illumination Time t" 10 ms 
Doppler Resolution Llv 5 m/s 
Range Resolution Llr 3.75 m 

O~erational Parameters 

"e (us) Rb/ank (m) Llf(MHz) Nr prf(Hz) 

0.05 7.5 20 6,000 600,000 
0.5 75 2 600 60,000 

2 300 0.5 150 15,000 
10 1500 0.1 30 3,000 
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(6-11) 

N c R max (m) 
3,000.00 250 

30.00 2,500 
1.88 10,000 
0.08 50,000 



For total signal energy E, and input noise power N0 , the mrunmum SNR at the 

receiver output is attainable when a matched filter is used, and is given by [19]: 

where 

E 
SNRmf = -­

N 0L111 

Lm is the matching loss of the receiver. 

(6-12) 

The above relationship implies that regardless of the nature of the radar and its 

associated waveform, the maximum achievable SNR is fixed by the energy impinging the 

receiver, and the noise floor. Lm represents the reduction in SNR from the ideal when a 

perfect matched filter is not implemented. For an improvement factor of unity, one 

would expect the pulsed radar to yield the same SNR as the SFM-based radar, if the 

impinging energy at the receiver and the receiver noise floor is the same in both cases. 

However, in practice, the SFM-based radar would have a matching loss much closer to 

unity than the non-coherent pulsed radar, and will therefore outperform the pulsed radar 

for an improvement factor of unity. In the model, the improvement factor can be used to 

specify an SFM-based receiver that will yield an improvement in SNR equal to the 

improvement factor. 

The example in Table 6-1 can be interpreted as follows. The fixed parameters (with 

the exception of SFM output power and improvement factor) are taken from a state-of­

the-art pulsed-magnetron S-Band radar. The object of the analysis is to determine the 

parameters of an SFM-based radar that will yield equal performance- so the 

improvement factor is set to unity. The current state of the art in linear solid state 

microwave amplifiers, for reasonable cost (i.e. < $5 K USD), is somewhere on the order 

of 50 W output power. 

For each pulse width scenario: the frequency step (Lt./) is calculated directly from the 

pulse-width, maintaining orthogonality; the number of pulses in the complete waveform 

(Nr) is determined by considering how many low power pulses are needed to generate 

total energy equivalent to the pulsed radar; the pulse repetition frequency (prj) is 

determined by fitting Nr pulses into the illumination period (tu); and, the number of 
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waveform cycles (Nc) is simply the number of waveform cycles required to generate a 

total of Nr pulses. 

A very important factor that is exemplified in this analysis is the trade-off between 

blanking range and maximum range. If a short pulse length is chosen to shorten the 

blanking range (or to see close-in targets), more pulses are required within the 

illumination period to generate the required energy; therefore, the prj increases and the 

maximum range (Rmax) decreases. Conversely, if long-range is required, then the prj 

must be reduced, thereby necessitating a longer pulse width to maintain the same energy. 

So the parameter set must be chosen to meet the specific target detection requirements. 

Notice in this example that to obtain a range of 50 km, only a fraction (0.08) of a 

complete waveform cycle can be transmitted. This effects an additional cost in terms of 

resolution, since the entire bandwidth is not transmitted. 

On last note about regarding this specific example is that although the two radars 

under comparison are equal in terms of energy (and thus signal detectability), they are not 

equal in terms of bandwidth (or equivalently, range resolution). 
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7. Conclusions and Recommendations 
As stated in the introduction, this thesis is intended to be a single reference in which 

future development of an SFM-based coherent radar, and possibly commercialization, 

can be rooted. To this end, five major areas have been treated as follows: basic radar 

fundamentals that are relevant to SFM-based coherent radar development; an introduction 

and detailed assessment of multi-cycle SFM waveforms, with much emphasis on the 

ambiguity responses associated with various parameter sets; a presentation of design 

details and signal processing algorithms for a functional coherent radar prototype; 

experimental data obtained in the field with the prototype; and, a discussion of 

considerations relevant to bringing all of the above efforts into a new radar prototype that 

is in operational form, suitable for commercial exploitation. 

The detailed treatment of multi-cycle SFM waveforms in Chapter 3 provides much­

needed insight into applying these waveforms in practice. A pulse-magnetron radar only 

has the flexibility to modify pulse width, but the SFM approach offers the flexibility to 

modify pulse width, pulse repetition interval, cycle iterations and bandwidth, resulting in 

diverse signal set. This may add an extra level of complexity when put in commercial 

form, but such diversity carries the benefit of improving detection probabilities and 

providing a system that can adapt to many different environments and applications. The 

ambiguity diagrams provided in this thesis, particularly the generalized forms, provide a 

tool for sorting through this complexity and understanding the implications of modifying 

each parameter. Undoubtedly, the manifestation of a commercial SFM-based radar may 

be significantly different than conventional radar; so, understanding the trade-offs within 

waveform design is paramount to rendering a useable form of the radar to users. 

Chapter 4 clearly shows that in coherent radar hardware design, careful attention 

must be paid to sources of phase noise. It was demonstrated that while phase noise can 

degrade the ambiguity response from its ideal and diminish SNR, device specifications 

and design principals can be readily applied to yield deterministic performance 

predictions. The hardware, also presented in Chapter 4, was a successful implementation 

that needs little modification at the high architectural level. At a lower level of detailed 

design however, future design iterations should pay attention to the following points: 
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1. DDS technology provides a very powerful and highly integrated form of signal 

synthesis that is an extremely good fit for multi-cycle SFM generation. Over 

recent years (and since this particular radar prototype was developed) a plethora 

of new DDS devices have become available, all of which should be explored in 

the next design iteration. Programmability on-the-fly will remain an important 

feature to provide a means of exploring new waveform designs. A DDS that 

provides a gated output would also be of significant benefit to eliminating carrier 

feed-through while the radar is not transmitting. 

2. It was found that for a single antenna circulator-based radar, a gated power amp 

would be very beneficial so that noise originating from the power amp is not 

coupled into the receiver path through the circulator, thereby compromising 

sensitivity. 

3. To accommodate a diverse signal set where, among other parameters, the pulse 

width is varied, a bank of IF filters may be considered to optimize the sensitivity 

for each pulse width. 

4. The demodulator block in the receiver path provides an option to employ I and Q 

generation in the analog domain. While not as perfect as that which can be 

generated in the digital domain, it does reduce the processing burden in the digital 

domain, and although a second ADC is needed, each ADC operates at one-half 

the rate required for a single channel acquisition. 

5. Recent advances in PC-bus technology-specifically PCiexpress-are enabling 

the possibility of using PC platforms for real-time scanning radar platforms. 

Because of the versatility and broad support associated with the PC, this platform 

should be given serious consideration in future design iterations. 

6. An operational radar will require near-real-time processing in order to render 

meaningful output to the user. Such processing was not a subject of this study, 

but will require serious consideration for the implementation of an operation form 

of coherent radar. 

7. A custom antenna was designed for the prototype; however, this was largely done 

to accommodate working in the ISM band (2.4 GHz). Future development is 
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anticipated in marine S-Band (3.1 GHz), and it is very likely that readily available 

commercial scanning antennas would be utilized. 

The field program, presented in Chapter 5, was successful in that the resolution 

capability of the radar, both with respect to range and Doppler, matched the predictions 

from both theory and simulation. The study highlighted the importance of maintaining a 

high degree of coherence across the system to achieve these performance objectives. 

Specifically it was shown in real field data how phase information must be consistent 

from pulse to pulse, and cycle to cycle, to maximize the integrated response of the target. 

Furthermore, it was illustrated that target coherence is also a contributing factor to the 

integrated target response. Understanding the nature of the target dynamics is important 

for selecting signal parameters. For instance, selecting parameters associated with very 

high velocity resolution (i.e. a long duration signal) may be detrimental in cases where 

the target is unable to maintain coherence over a long time interval. For the purposes of a 

life-craft search for instance, target velocity is of little importance compared with target 

detection, and signal parameters should be chosen only to optimize detection. 

Finally, Chapter 6 emphasizes that an operational form of the coherent radar 

prototype will require substantial design effort, particularly with respect to azimuth 

scanning, integration, and real-time processing. The model presented in Chapter 6 is a 

useful tool for understanding the tradeoffs and limitations associated with SFM-based 

radar. One particularly interesting outcome of the modeling example is that the SFM 

waveform does not lend itself, simultaneously, to target detection at both short range and 

long range, and that the signal parameters can only be optimized for one or the other. 

Operationally, this implies that if both near range and far range data is needed, strategies 

must be decided upon to render such data to the user (e.g., alternate the parameter set in 

successive scans). 

The prototype developed during this study was specifically geared towards 

answering certain research questions; consequently, many features typical of an 

operational radar were omitted. To move the coherent radar concept presented in this 

thesis into the commercial realm, a number of objectives should be addressed, as follows: 
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1. A field trial is needed compnsmg real targets and extreme environments to 

provide tangible feedback as to the utility of the coherent radar in specific 

applications under a wide variety of sea conditions. Ryan [27] is an excellent 

source of guidance on the assessment of radar performance against varying sea 

states and grazing angles (albeit based on non-coherent data). 

2. Currently, the pulse-compression algorithm is a post-processed event. In order to 

realize a commercial product, an investigation is needed into the real-time 

processing requirements of this algorithm to match the scan and update rates of an 

operational system. 

3. A new iteration of the prototype is needed in near-commercial form- ideally in a 

form that can be placed in real applications as a demonstration. Elements of this 

design will likely include: highly integrated transmitter and receiver boards (as 

opposed to the current modular prototyping approach); operation at marine radar 

S-band (3.05 GHz); compliance with emerging (International Electrotechnical 

Commission) IEC standards for shipbome radar; azimuth scanning; and a new 

direct digital synthesis (DDS) device with a gated output capability to eliminate 

carrier coupling between the transmitter and receiver. 

4. To complete a new design iteration, a detailed requirements specification must be 

generated that considers both the needs of the market and the unique advantages 

and constraints of a coherent radar utilizing pulse-compression. The requirements 

specification should define the radar' s operating characteristics, the fom1 factor, 

the user interface, and performance objectives. 

5. Should commercially available scanning antennas prove to be either inadequate or 

uneconomical, further investigation into the antenna design may be required. One 

focal point for this investigation should be the minimization of sidelobes. 

Suitable simulation software should be acquired for this purpose as the current 

design was based purely on theory without the benefit of heuristic methods. 

6. An investigation into other signal design techniques might prove beneficial to 

specific applications by controlling undesired artifacts such as correlation 

sidelobes, and range and Doppler ambiguities. Such techniques might include 
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phase coding methods, pseudo-random frequency assignments and non-linear 

modulation. 

Traditionally, coherent radars have been the exclusive domain of high-end, 

expensive, and purpose-built systems--{)ften military. However, this study demonstrates 

that technologies supporting economical, but high performance radar have come of age. 

These technologies will undoubtedly bring the benefits of coherent radar to mainstream 

applications such as navigation and surveillance. The research provided by this thesis is 

an important stepping stone towards this realization. 
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Appendix A: Derivations 
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Appendix A. 1: Correlation function derivation for a simple pulse. 
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Comparing the limits on the right-hand side to the sign ofT, the above relationship 

can be expressed in term of lrl : 
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Appendix A.2: Correlation function derivation for pulsed 
linear FM. 
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Appendix 8: Device Specifications 
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