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Abstract

Edge searching is a combinatorial game played on graphs. The aim is to construct a search strategy to catch an intruder hidden in the graph independent of his actions. If the intruder has a diffused form then searching corresponds to cleaning the graph. A related problem consists of minimizing the number of searchers used in this search. Various versions of edge searching have been introduced in the past depending on how searchers and the intruder can move. In this dissertation we define Weighted Search and Fast Search as two new variants and answer some complexity and extremality problems.

Weighted Search corresponds to cleaning a contaminated graph where edges may have different capacities. The main result we have is that Weighted Search is an NP-complete problem. We also give comparison results such as bounds on the weighted search number in terms of related graph parameters including pathwidth. We characterize those graphs which two searchers can clean.

Fast Search is an internal monotone search where no edge is traversed more than once in a non-weighted graph. We present a linear time algorithm to compute a fast search strategy for a given tree. We investigate the fast search strategies for bipartite graphs.

The construction of $k$-searchable graphs, those graphs which $k$ searchers can clean, has been of major interest. Graphs that are 1, 2 or 3-searchable have been completely characterized previously, whereas characterizing 4-searchable graphs was left as an
open problem. We solve this problem partially and give insights for future work.
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Chapter 1

Introduction

Edge searching is a pursuit evasion game played on graphs. In the past two decades there has been fundamental work devoted to this topic by scientists in many diverse fields, but mainly in discrete mathematics, operations research and computer science. We consider the problem of constructing a search plan in order to find a person lost in a system of caves which can be represented as a graph. Equivalently, we aim to clean a network of tunnels filled with noxious gas using as few cleaners as possible. In this chapter we define the problem mathematically and mention some of the related results and applications. We introduce Weighted Search and Fast Search as two new models in which we address different aspects of the problem. These two models are motivated by theory and application. In the first section we give the basic definitions and notations that we shall use throughout the text.

1.1 Terminology

A graph is a pair $G = (V, E)$ where $V$ is the set of vertices and $E$ is the set of edges of $G$. The edges are unordered pairs of elements of $V$. We will normally denote an edge $e = \{u, v\}$ as $e = uv$. Two vertices are adjacent if there is an edge connecting
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them. If $e = uv$, then we say that $u$ and $v$ are the end vertices of the edge $e$ and $e$ is said to be incident to each of them. Thus an edge $e = uv$ contains both its end vertices $u$ and $v$.

For a graph $G = (V, E)$ the order of $G$ is $|V|$ and the size of $G$ is $|E|$. Here the vertical lines around the set denote the cardinality of the set.

A multigraph is a graph which may have parallel edges, i.e. $\exists e_1, e_2 \in E$ where $e_1 \neq e_2$ but both have the same end vertices. A reflexive graph is a graph which may have loops, i.e. $\exists e \in E$ where $e = uv$ and $u = v$.

The number of edges that contain a vertex $v$ is called the degree of $v$, denoted by $\deg(v)$. Note that a loop at a vertex $u$ will contribute two to the degree of $u$.

A path of length $n$, denoted as $P_n$, is a graph with vertex set $V = \{v_0, v_1, \ldots, v_n\}$ and edges $e_i = v_iv_{i+1}$ for every $i = 0, \ldots, n - 1$, hence $P_n = e_0e_1 \ldots e_{n-1}$. Here the internal vertices are $v_1, \ldots, v_{n-1}$ and the internal edges are $e_1, e_2, \ldots, e_{n-2}$. The number of edges of a path is its length.

A suspended path in a graph $G$ is a path of length at least 2 such that all internal vertices of the path have degree 2.

A graph is connected if there is a path between any two of its vertices.

For given graphs $G = (V, E), G' = (V', E')$, if $V' \subseteq V, E' \subseteq E$ and for every $e = uv \in E', u, v \in V'$, then $G'$ is called a subgraph of $G$. Furthermore $G'$ is called the subgraph induced by $V'$ if $G'$ contains all edges of $G$ that join two vertices in $V'$.

If $v \in V'$, then $\deg_{G'}(v)$ denotes the degree of $v$ in $G'$.

For $n \geq 2$, the graph $C_n := P_{n-1} \cup v_0v_n$ is called a cycle of length $n$. The girth of a graph $G$ is the minimum length of a cycle that is a subgraph of $G$.

An edge which joins two vertices of a cycle but is not itself an edge of the cycle is a chord of that cycle.

A graph is acyclic if it does not contain any cycles. A connected acyclic graph is called a tree. If a vertex of a tree has degree one, then it is called a leaf. An edge
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e = uv is called a pendant edge if \( \text{deg}(v) = 1 \).

The set of vertices adjacent to a vertex \( v \) is called the neighborhood of \( v \) and is denoted by \( N(v) \).

A graph \( G' \) is said to be a subdivision of a graph \( G \) if \( G' \) is obtained from \( G \) by subdividing its edges, that is by replacing the edges by paths of length two (which is equivalent to inserting a vertex of degree two on every edge).

For a connected graph \( G \), we define the distance \( d(u,v) \) between two vertices \( u \) and \( v \) as the length of any shortest \( u - v \) path.

A circuit is an alternating list of vertices and edges \( v_0, e_1, v_1, \ldots, e_k, v_k \) such that
(1) for \( 1 \leq i \leq k \), the edge \( e_i \) has endpoints \( v_{i-1} \) and \( v_i \),
(2) for \( 1 \leq i < j \leq k \), \( e_i \neq e_j \), and
(3) \( v_0 = v_k \).

An Eulerian circuit in a graph is a circuit containing all the edges.

The complete graph on \( n \) vertices, denoted \( K_n \), is the graph where \( d(u,v) = 1 \) for every \( u, v \in V \). A clique in a graph \( G \) is a set of pairwise adjacent vertices.

The complete bipartite graph on \( m+n \) vertices, denoted as \( K_{m,n} \), is the graph with vertex set \( V = V_1 \cup V_2 \) where \( V_1 = \{v_1, v_2, \ldots, v_m \} \) and \( V_2 = \{u_1, u_2, \ldots, u_n \} \) are called the bipartition sets, and the edge set \( E = \{e_{ij} = v_iu_j|i = 1, \ldots, m, j = 1, \ldots, n\} \).

The (Cartesian) product of two graphs \( G \) and \( H \), denoted \( G \square H \) (or \( G \times H \)) has vertex set \( V(G) \times V(H) \), and \( (v_i, w_j) \) is adjacent to \( (v_h, w_k) \) if either
(1) \( v_i \) is adjacent to \( v_h \) in \( G \) and \( w_j = w_k \), or,
(2) \( w_j \) is adjacent to \( w_k \) in \( H \) and \( v_i = v_h \).

Hence, \( G \square H \) is obtained by taking \( n \) copies of \( H \) and joining corresponding vertices in different copies whenever there is an edge in \( G \). In particular \( G = P_m \square P_n \) is called an \( m \times n \) grid.

A graph \( G = (V, E, w) \) is called a weighted graph if each edge \( e \) of \( G \) is assigned a nonnegative number \( w(e) \) called the weight of \( e \). In this thesis, we assume that the
weights assigned are positive integers.

Given two weighted graphs \( G = (V, E, w) \) and \( G' = (V', E', w') \), if \( G \) and \( G' \) have the same underlying graphs, i.e. \( V = V' \) and \( E = E' \), then \( G' \) is said to be lighter than \( G \) when \( w'(e) \leq w(e) \ \forall e \in E \).

We say that \( G' = (V', E', w') \) is a subgraph of \( G = (V, E, w) \) when \( V' \subseteq V, E' \subseteq E \) and for every \( e = uv \in E', u, v \in V' \) and \( w'(e) = w(e) \ \forall e \in E' \). For given weighted graphs \( G = (V, E, w) \) and \( G' = (V', E', w') \), if \( V' \subseteq V, E' \subseteq E \) and \( w'(e) \leq w(e) \ \forall e \in E' \) then \( G' \) is a lighter subgraph of \( G \).

In order to define a minor of a given graph we need two operations: edge deletion, which corresponds to deleting an edge \( e \), and edge contraction, which corresponds to deleting an edge \( e = uv \) and identifying the vertices \( u \) and \( v \). The second operation corresponds to replacing an edge \( e = uv \) with a new vertex \( v' \) which is adjacent to all of the former neighbors of \( u \) and \( v \).

For given graphs \( G = (V, E) \) and \( G' = (V', E') \), \( G' \) is called a minor of \( G \) if \( G' \) can be obtained from \( G \) by a series of edge deletions or contractions. Similarly, given weighted graphs \( G = (V, E, w) \) and \( G' = (V', E', w') \), we say that \( G' \) is a lighter minor of \( G \), if \( G' \) is a minor of \( G \), considering the corresponding underlying graphs, and \( w'(e) \leq w(e) \ \forall e \in E' \).

A vertex is called a cut vertex if its removal makes the graph disconnected. A graph is biconnected (or two-connected) if it has no cut vertices. A biconnected component of a graph is a maximal biconnected subgraph.

An edge and a cycle are examples of biconnected components. Observe that every edge belongs to exactly one biconnected component. A vertex may belong to more than one biconnected component, in which case, it is a cut-vertex.

A path addition [52] to \( G \) is the addition of a path of length at least \( n \geq 1 \), between two vertices of \( G \) introducing \( n - 1 \) new vertices; the added path is called an ear. An ear decomposition is a partition of \( E \) into sets \( H_0, H_1, H_2, \ldots, H_k \) such that \( H_0 \) is a
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cycle, and $H_i$ is a path addition to the graph formed by $H_0, H_1, \ldots, H_{i-1}$.

**Theorem 1** [53] A graph is biconnected if and only if it has an ear decomposition.

The set of biconnected components of a graph $G$ forms a graph, called the block graph which has as its vertices the biconnected components and cut vertices of $G$, and there is an edge between two vertices if one of them is a cut vertex and the other is a biconnected component containing that vertex.

**Theorem 2** [28] The block graph of a connected graph is a tree.

A valid coloring of a graph $G = (V, E)$ is a labeling $f : E \to F$ where $F = \{1, 2, \ldots, k\}$. The labels are called the colors and $|F|$ is the number of colors used by the coloring $f$.

A graph is said to be planar if it can be drawn in the plane so that its edges intersect only at their end vertices. A drawing of a planar graph $G$ is called a planar embedding of $G$.

Two graphs $G = (V, E)$ and $G' = (V', E')$ are said to be isomorphic if there is a bijective mapping $f$ from the vertex set $V$ to the vertex set $V'$ such that $e = uv \in E$ if and only if $e' = f(u)f(v) \in E'$, $\forall e \in E$. The mapping $f$ is called an isomorphism. We denote the fact that $G$ and $G'$ are isomorphic by $G \simeq G'$.

The ceiling of a number $n$ is the smallest integer greater than or equal to $n$, denoted $[n]$.

Let $(\mathcal{G}, +)$ be a finite group with identity element 0. Let $S \subseteq (\mathcal{G}\setminus\{0\})$ such that $S = -S$, that is $a \in S$ if and only if $-a \in S$. Recall that $-a$ denotes the inverse of $a$ in $(\mathcal{G}, +)$.

The Cayley graph [3] on a group $\mathcal{G}$ with connection set (or generating set) $S$, denoted as Cay$(\mathcal{G}, S)$, is the graph that is constructed as follows:

1. Each element of $\mathcal{G}$ corresponds to a vertex $v_i$, and,
2. There exists an edge joining $v_i$ and $v_j$ if and only if $v_i = v_j + a$ where $a \in S$. 5
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A special class of Cayley graphs is those on cyclic groups. A *circulant graph*, denoted as $\text{circ}(n, S)$, is the Cayley graph $\text{Cay}(\mathbb{Z}_n, S)$ where $\mathbb{Z}_n$ is the abelian group of integers modulo $n$.

1.2 Edge Search

Assume that we want to secure a system of tunnels from a hidden intruder who is trying to avoid us and has unbounded speed. We model this system as a finite connected graph $G = (V, E)$ where junctions correspond to vertices and tunnels correspond to edges. We will launch a group of searchers into the system in order to catch the intruder.

We assume that every edge of $G$ is contaminated initially and our aim is to clean the whole graph by a sequence of steps. At each step we are allowed to do one of the moves defined below.

**Definition 1** The following actions that build up an edge search are called the moves:

1. Place a searcher at a vertex,
2. Remove a searcher from one vertex and place it on another vertex (a "jump"),
3. Slide a searcher from a vertex along an edge to an adjacent vertex.

Note that placing multiple searchers on any vertex is allowed. We do not pose any restriction on the number of searchers used.

For a given graph, it is a natural question to ask what is the smallest value of $k$ with which we can clean the graph. Next we define this term formally.

**Definition 2** If a searcher slides along an edge $e = uv$ from $u$ to $v$, then the edge $e$ is *cleaned* if either (i) another searcher is stationed at $u$, or (ii) all other edges incident to $u$ are already clean. An *edge search strategy* is a combination of the moves so that the state of all edges being simultaneously clean is achieved, in which case we say
that the graph is cleaned. The least number of searchers needed to clean the graph is the edge search number of the graph and is denoted \( s(G) \).

All models of searching in this work are variations of edge searching, so we will normally omit the term “edge”.

The problem becomes cleaning the graph using the fewest searchers. In this respect, we are interested in the optimal search strategies, those that use only \( s(G) \) searchers. If an optimal search strategy is not known, we approximate the search number by relating it to other graph parameters, such as minimum degree, or other search numbers, such as weighted search number.

Notice that even once an edge is cleaned, it may not necessarily be true that it will remain clean until the end of the search strategy. In other words, an edge can be cleaned at some step and at a later step it can get contaminated again.

**Definition 3** If a searcher is stationed at a vertex \( v \), then we say that \( v \) is guarded. If a path does not contain any guarded vertex, then it is called an unguarded path. If there is an unguarded path that contains one endpoint of a contaminated edge and one endpoint of a cleaned edge \( e \), then \( e \) gets recontaminated.

Hence, a clean edge remains clean as long as every path from it to a contaminated edge is blocked by at least one searcher.

The edge search problem has many variants based on, for instance, how searchers move or how the edges are cleaned. We will next introduce the three main variants that are of interest to us.

If we are not allowed to remove a searcher from the graph, then we have an internal search strategy, in which case each move is either to place a searcher at a vertex, or, to slide a searcher from a vertex along an edge, to an adjacent vertex. This is equivalent to the case where the 2nd move in Definition 1 is not allowed.

If we insist that once an edge becomes clean it must be kept clean until the end
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of the searching strategy, then such a strategy will be called monotonic. Hence for every step of a monotone strategy the set of cleaned edges is a subset of the set of cleaned edges at the next step. In other words, each edge should be cleaned once.

If, on the other hand, the set of clean edges induces a connected subgraph of $G$ after each step of the strategy, then the strategy will be a connected one.

The minimum number of searchers needed for an internal, monotone or a connected strategy are denoted as $is(G), ms(G)$ and $cs(G)$ respectively. A strategy may combine any of these. Hence, for example, $mis(G)$ will correspond to monotone internal search number which is defined analogously.

The following equation that summarizes the relationship between the search numbers is given in [8]. For an extended version of this paper see [9]. We should mention that through personal communication with the authors of [8] we are informed that it is possible that the inequality $mis(G) \leq cs(G)$ fails to be true for some graphs although known to hold for many classes of graphs.

**Theorem 3** [8] For a connected graph $G = (V, E)$, we have

$$s(G) = is(G) = ms(G) \leq mis(G) \leq cs(G) = ics(G) \leq mcs(G) = mics(G). \quad (1.1)$$

There are graphs for which the inequalities are strict [4, 8]. The smallest graph found so far for which $is(G) < mis(G)$ is given in [4, 56].

There are many variants of edge searching that consider one or more of the constraints defined above. In this work we introduce two new models: Weighted Search and Fast Search. We will also partially answer some open problems regarding edge searching.
1.3 Previous Work and Applications

The edge searching problem is an extensively studied graph theoretical problem. Its origins date back to the late 1960s in the works of Breisch [14]. It was first faced by a group of spelunkers who were trying to find a person lost in a system of caves. They were interested in the minimum number of people they needed in the searching team. Parsons [42, 43] was the first one to formalize it as a mathematical problem in 1976. He defined it as a nondiscrete problem where the searchers and the intruder are allowed to move according to continuous functions. In 1982, Petrov [45] defined searching independently. Golovach [24] proved the equivalence of this continuous problem to the discrete one we are considering.

One of the major problems of edge search is to characterize the graphs $G$ such that $s(G) \leq k$ for a fixed positive integer $k$. A graph $G$ is said to be $k$-searchable if $s(G) \leq k$. It has been shown in [37] that finding whether a graph $G$ is $k$-searchable, i.e. solving the EDGE SEARCHING problem for $G$, is NP-complete.

Let $k$ be a fixed positive integer. We say that a graph $H$ is a forbidden minor for $k$-searchable graphs if $k < s(H)$ and if any minor of $H$ has search number at most $k$. For fixed $k$, the set of forbidden minors for $k$-searchable graphs is called the obstruction set.

The theory on graph minors built by Robertson and Seymour [47, 48] implies that the obstruction set is finite for minor closed families. Furthermore, it is known that edge searching is closed under the taking of minors [42]; that is, if $G$ contains $H$ as a minor, then $s(H) \leq s(G)$. Therefore the obstruction set for $k$-searchable graphs is finite whenever $k$ is fixed.

On the other hand no general method is known for constructing an obstruction set. Further, the size of such a set is not known either except for some initial cases. The obstruction sets for $k = 2$ and $k = 3$ are given in [37]. However, a construction of the obstruction set is not known for any fixed $k \geq 4$. We partially answer this open
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problem in Chapter 4. For results on obstruction sets of graphs with small search numbers refer to [50].

Node search and digraph search are two major variants of edge search. In node search, which is introduced by Kirousis and Papadimitriou [32, 33], we are only allowed to place searchers on vertices and remove searchers from vertices. In this model an edge is cleaned when there are searchers on both of its end points. By reduction from edge search it is shown that node search is NP-complete [11]. It can be seen that the edge search number and node search number cannot differ by more than one [32], namely, if \( ns(G) \) denotes the node search number of a graph, then

\[
ns(G) - 1 \leq s(G) \leq ns(G) + 1. \tag{1.2}
\]

Digraph search is defined as the search problem defined on directed graphs. It is mainly motivated by a graph parameter called directed treewidth [29]. Furthermore, there are variety of search models on directed graphs which may have different rules depending on how the intruder or the searchers traverse the directed edges [6, 41]. The NP-completeness of a directed search model is given by Yang and Cao [54].

Mixed search is defined as a combination of edge search and node search [11]. In this model an edge becomes clean either when both its end points are guarded by searchers or when a searcher slides along it properly. Using mixed search it has been shown [11] that forcing a search to be monotonic does not change the search number, hence we can always assume that edge search strategies are monotonic. A different proof of monotonicity is given by LaPaugh [34]. Similarly, monotonicity does not require more searchers in node search and in mixed search [11].

The relationships between the various search strategies mentioned in Section 1.2 is examined in [8]. For a recent survey on graph searching and its variants, see [23]. For a book on search games, see [1].

We consider guaranteed search strategies; that is, those that capture the intruder regardless of its moves. For a probabilistic approach where randomized algorithms
are utilized, see [30].

The cops and robber model, defined in [40] and [51], is a search model with complete information, i.e., the intruder and the searcher know each others' location. Initially the searchers are located on vertices and then the intruder chooses a vertex. First a subset of searchers move followed by the move of the intruder. After this they alternate moves. A move is to slide along an edge or along a loop. For a graph $G$ the minimum number of cops that guarantee a winning strategy for the cops is the cop number of $G$. Deciding whether a given graph has cop number at most $k$, for a given integer $k$, can be done in polynomial time [10]. In [26] it is shown that infinite chordal graphs do not necessarily possess a strategy that guarantees a win for the cop(s). An algorithmic characterisation of finite cop-win graphs is given in [27].

The complexity of edge searching and its variations invoked interest in solving these problems on special classes of graphs. Node search and edge search algorithms are given for some subclasses of chordal graphs in [44].

Due to its closeness with the layout problems, the problem is related to widely utilized graph parameters such as pathwidth [19, 31], cutwidth [36], bandwidth [22, 46], linearwidth [12], treewidth [15, 49] and topological bandwidth [35]. It has strong connections with the cutwidth of a graph which arises in VLSI circuit design [16] and with the gate matrix layout problem [39]. For instance, the search number of a graph $G$ equals its cutwidth when $G$ has maximum degree 3 [36]. The pathwidth is node search number minus one [32].

The problem and its variants are related to many applications such as network security [7]. In this application, we consider the capture of a possibly hostile intruder in a given network by software agents. The intruder is arbitrarily fast and has access to information about the position of the agents. They all move along the network links. The problem is to construct the agents' strategy to capture the intruder in an efficient way, which corresponds to minimizing the number of agents used. A similar
application is addressed in robotics for its applications in search and rescue [25]. A typical example for this case is collision avoidance and air traffic control.

Edge search is not only interesting theoretically but also has applications in combinatorial problems [39] such as pebble games that are played on directed acyclic graphs. In a pebble game, initially there are no pebbles on the graph. At every move either a pebble is placed on a vertex with no pebble, or a pebble is deleted from a pebbled vertex. The game ends when all vertices of the graph are pebbled and no pebble is left on the graph. A translation between search problems and pebble games is given in [32]. They show that the minimum number of pebbles used in a monotonic pebble game is equal to the node search number of a graph.

1.4 Weighted Search

Assume that we use a graph to represent a system of gates (which correspond to vertices) and pipes (which correspond to edges) where pipes may have different priorities (depending on size or location). Let us consider these pipes to be full of poison gas. Then we can think of edge searching as cleaning the system of poison gas. If one gate is left open and if gas leakage can occur through that gate then gas will contaminate every pipe that it can reach; that is, all connected pipes with open gates. When a pipe becomes recontaminated, it will do so to its capacity; that is, even if a recontaminated pipe had been partially (or entirely) cleaned, it must now be fully cleaned again.

Motivated by the gas leakage scenario we define weighted search on weighted graphs. Consider a team of searchers (or sweepers) and a finite connected graph $G$ with positive integer weights which represent the maximum amount of contamination of edges. Again we assume that the graph is contaminated initially and our aim is to decontaminate or clean the whole graph by a sequence of steps. At each step we are
allowed to do one of the following moves: placing a searcher at a vertex, removing a
searcher from a vertex or sliding a searcher along an edge. The moves are the same
as those for edge search, whereas the rules for cleaning are slightly different.

Note that, when all edge weights are equal to one, then the weighted edge searching
problem becomes the edge searching problem.

Definition 4 If a searcher slides along an edge $e = uv$ from $u$ to $v$, then the current
positive weight of the edge $e$ is decreased by one if (i) another searcher is stationed at
$u$, or (ii) all other edges incident to $u$ have weight 0 and the current weight of $e$ is 1,
or (iii) $u$ is a leaf.

When a searcher moves from a leaf $u$ to an adjacent vertex, it is not possible to
contaminate the graph through $u$ due to the nature of the system and hence we do
not need to place a searcher at $u$. When an edge has weight $w(e)$, it means that a
searcher has to slide along $e$ at least $w(e)$ times and decrease the weight at each move.

Assume that the weight of an edge $e$ is decreased after some steps. Then we say
that $e$ is clean if its weight is reduced to zero and partially clean otherwise. We
note that this does not guarantee that the weight will remain reduced, because of
a possible recontamination. If there is an unguarded path that contains one end
point of a partially clean or a contaminated edge and one end point of $e$, then $e$ gets
recontaminated. If $e$ gets recontaminated, its weight goes back to $w(e)$, its original
value. If in the system there occurs a gap in which an intruder (which may have
a diffused form as in the gas leakage scenario) can enter a pipe (i.e. contaminate
an edge), then we can no longer consider that pipe as clean (and not even partially
clean). Recontamination occurs instantly and there is no order of recontamination.

A weighted edge search strategy is a combination of the moves defined above that
reduces all edge weights to zero. We say that the graph is cleaned when the state of
all edge weights being zero simultaneously is achieved. The least number of searchers
required in the weighted edge search strategy is the \textit{weighted search number} which is denoted by $ws(G)$.

Weighted searching is a reasonable extension of the searching problem, as in many "real-world" situations, an edge in a graph may represent a pipe or a corridor. Traditional edge searching is not robust enough to deal with situations where particular edges may be more important or may require more effort (be it cost or time) to be cleaned. To return to Breisch's original problem [14], a tunnel in a cave may be quite constricted, allowing only a single searcher through, or broad, requiring several passes to search effectively.

In another search model the edges and vertices have dissimilar weights [7] for internal connected search. The rules of this model is different from the weighted search defined in this thesis.

A weighted graph is said to be \textit{k-searchable} if $ws(G) \leq k$. The decision problem for the weighted case can be stated as below.

\textbf{WEIGHTED SEARCHING:}

\textbf{Instance} A weighted graph $G = (V, E, w)$ and a positive integer $k$.

\textbf{Question} Is $G$ k-searchable?

By transformation from the MINIMUM CUT INTO EQUAL SIZED SUBSETS problem which is known to be NP-complete we see that WEIGHTED SEARCHING is NP-hard. We will show in Section 2.4 that this decision problem is in fact NP-complete.

\subsection*{1.5 Fast Search}

In the majority of networks the tasks relating to cleaning the tunnels are very costly or time consuming. Therefore a good strategy to search a network would require it
to be monotone; that is one would not have to return to edges already examined.

On the other hand, the cost of a searcher used in a search strategy may be low in some search scenarios. Hence we may use more searchers to reduce the time spent for searching. However, at some point we will have loaded the graph with enough searchers that no more searchers would decrease the time needed to clean the graph. Here we are interested in such a case.

Therefore, one definition of an efficient way to clean a graph would be to do so in the minimum number of steps using the least number of searchers. In particular, each edge would be traversed exactly once. First we place a given set of \( k \) searchers on a subset of \( V \). Here, we again allow multiple searchers to be placed on a vertex. Then the moves we are allowed to do are of type (3) of Definition 1, i.e., sliding.

We define this new version of edge searching to be fast searching. A fast search strategy for a graph \( G = (V, E) \) is a sequence of \( |E| \) moves that clean \( G \). The fast search number of \( G \) is the least number of searchers for which a fast search strategy exists, and is denoted \( s_f(G) \). Consequently, this must be an internal monotone search where no edge is traversed more than once.

We accordingly introduce the following decision problem:

**FAST SEARCHING:**

**Instance** A graph \( G = (V, E) \) and a positive integer \( k \).

**Question** Is \( s_f(G) \leq k \)?

We give a linear time algorithm for the FAST SEARCHING problem when it is restricted to trees.

The minimum length of time needed to search a graph using a given number of searchers is a complicated problem and there has not been much work devoted to this topic. In [5], the authors define one-tick search number of a graph as the minimum number of searchers needed to capture the intruder in their first move according to
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Figure 1.1: A first example

the cops and robber model. They show that one-tick node search number is equal to the domination number for any graph.

Consider a function that gives the cost of searching a graph. Among other parameters, it would depend on the number of searchers and the total time spent for searching the graph. We give a formal definition and some analysis of this function in Chapter 3.

1.6 A first example

Consider the graph \( G = (V, E) \) in Figure 1.1. To demonstrate the search models we have introduced so far, we next give an edge search and a fast search for \( G \). We also give a weighted search strategy for a particular weight distribution assigned to the edges in \( G \).

Observe that given a finite reflexive multigraph \( G \), for all of the search models we have introduced, there exists a corresponding search strategy for \( G \) that uses a finite number of searchers. This also holds for weighted graphs.

Hereafter \( \sigma_i \) denotes the \( i \)th searcher used in the search strategy.
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An Edge Search Strategy

Place three searchers, $\sigma_1, \sigma_2$ and $\sigma_3$, on $v_1$. Slide $\sigma_1$ along $e_1$ and then along $e_2$. This cleans $e_1$ and $e_2$. Slide $\sigma_2$ along $e_3$ and clean $e_3$. Slide $\sigma_2$ along $e_5$ and clean $e_5$. Next slide $\sigma_3$ along $e_4$. Now $\sigma_2$ and $\sigma_3$ are both on $v_4$. Slide $\sigma_3$ along $e_6$ and clean $e_6$. Remove $\sigma_2$ from $v_4$ and place it on $v_5$. First slide $\sigma_3$ along $e_7$ and then slide $\sigma_2$ along $e_8$. Remove $\sigma_1$ from $v_3$ and place it on $v_8$. There are two searchers on $v_8$ at this step.

Let $\sigma_1$ slide along $e_{11}, e_{10}$ and then along $e_9$ in this order. This cleans all edges by 3 searchers. In fact, since $G$ has a forbidden minor for $k = 2$, we know that $3 \leq s(G)$ [37]. Thus $s(G) = 3$.

A Weighted Search Strategy

Let $G'$ be the weighted graph with the underlying graph $G$ in Figure 1.1 and $w(e) = 3, \forall e \in E$. Note that the following weighted search strategy using 4 searchers can also be applied to a weighted graph with arbitrary edge weights all of which are not less than 3.

Place two searchers, $\sigma_1$ and $\sigma_2$, on $v_1$. Place $\sigma_3$ on $v_2$ and $\sigma_4$ on $v_3$. Let $\sigma_1$ slide along $e_1$ three times and clean it. Repeat the same for $e_2$ and $e_3$. Since all edges incident to $v_3$ are clean at this step, we can remove $\sigma_3$ from $v_3$ and place it on $v_4$. Next let $\sigma_1$ clean $e_4$ and then $e_5$ by keeping other searchers on their places. Notice that after this is done $\sigma_1$ is on $v_3$. Remove $\sigma_1$ from $v_3$ and place it on $v_4$. Remove $\sigma_2$ from $v_1$ and place it on $v_5$. Also remove $\sigma_4$ from $v_3$ and place it on $v_8$. Clean $e_6$ by $\sigma_1$. Remove $\sigma_3$ from $v_4$ and place it on $v_6$. Next clean $e_7, e_8$ and $e_9$ by sliding $\sigma_1$ along them as many times as needed. Remove $\sigma_2$ from $v_5$ and place it on $v_7$. Remove $\sigma_1$ from $v_5$ and place it on $v_6$. Finally clean $e_{10}$ and $e_{11}$ by $\sigma_1$.

This gives us a weighted search that uses 4 searchers. In fact, it is a simple exercise to show that we need at least four searchers to clean a first vertex. Therefore $ws(G) = 4$.

A Fast Search Strategy
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Place three searchers, $\sigma_1, \sigma_2$ and $\sigma_3$, on $v_1$. Place $\sigma_4$ on $v_5$ and $\sigma_5$ on $v_6$. Clean $v_1$ by sliding $\sigma_1$ along $e_1$, then $\sigma_2$ along $e_3$ and $\sigma_3$ along $e_4$. Next clean $e_2, e_5$ and $e_6$ by $\sigma_3$. Then clean $e_7$ and $e_9$ by $\sigma_4$. Finally clean $e_8, e_{11}$ and $e_{10}$ by $\sigma_3$. Thus we have a fast search strategy that cleans the graph using 5 searchers.

Observe that since an edge can be traversed only once in a fast search strategy, only one of the three searchers can cross through $e_6$ and thus only one searcher can be transformed from the left part to the right. Also, we need at least three searchers to clean the left side or the right side. This implies that $5 \leq s_f(G)$. Hence $s_f(G) = 5$.

Remark 1 In this text unless it is explicitly stated otherwise we consider simple connected graphs. Our results can naturally be extended to disconnected graphs. For a disconnected graph $G$, we let $s(G) = \max s(G')$ where $G'$ is a connected component of $G$. We define $ws(G)$ for disconnected graphs similarly. On the other hand $s_f(G) = \sum s_f(G')$ where $G'$ is a connected component of $G$. This is because of fast search being internal.

Remark 2 Let $S$ denote any search strategy for $G$. Assume that $\sigma$ denotes one of the searchers used in $S$. We say that $v$ is the start vertex for $\sigma$, if $\sigma$ is initially placed on $v$ according to the strategy $S$. We say that $u$ is the end vertex for $\sigma$, if $\sigma$ stops at $u$ (and never moves again).
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Weighted Search

In traditional edge searching the aim is to clean all of the edges in a graph employing the least number of searchers. It is assumed that each edge of the graph is cleaned in the same way and initially each edge has equal contamination that can be considered a weight of one. In this chapter we modify the problem and consider it on graphs with arbitrary positive integer weights assigned to their edges. We give bounds on the weighted search number in terms of related graph parameters including pathwidth. We characterize the graphs for which two searchers are sufficient to clean all edges. We show that for every weighted graph the minimum number of searchers needed for a not-necessarily-monotonic weighted search strategy is enough for a monotonic weighted search strategy, where each edge is cleaned only once. This result proves the NP-completeness of the problem.

2.1 Preliminaries

Let $G = (V, E, w)$ be a weighted graph. Let $w_0(e) := w(e)$ denote the initial weight or contamination of the edge $e \in E$. We denote the contamination of $e$ at step $i$ of a weighted search as $w_i(e)$. Initially all edges are assumed to be contaminated,
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therefore \( w(e) \geq 1, \forall e \in E. \)

If \( w_i(e) = 0, \) then the weight of edge \( e \) is zero at step \( i \) and we say that \( e \) is clean at step \( i \). Note that even if the weight of an edge is zero at some step the edge may be recontaminated at a later point. A vertex \( u \) will be said to be clean if all edges incident to \( u \) are clean.

An exposed vertex is a vertex that has at least two edges incident with it, one of which is either clean or partially clean and the other is not clean. For a weighted search \( S \) on \( G \), the number of exposed vertices after the \( i \)th step is denoted as \( wex_S(G, i) \). Let \( t \) be the number of steps used in \( S \). The maximum number of exposed vertices is denoted as \( mwex_S(G) = \max_{1 \leq i \leq t} \{ wex_S(G, i) \} \). Observe that

\[
mwex_S(G) \leq ws(G). \tag{2.1}
\]

Note that for an unweighted graph \( G \) the weighted search number, \( ws(G) \), is computed by taking all edge weights equal to one. Similarly, given a weighted graph, \( s(G) \) corresponds to the search number of the underlying unweighted graph. Observe that for any weighted graph \( G \) we have:

\[
s(G) \leq ws(G). \tag{2.2}
\]

We can consider internal, monotone or connected weighted search strategies for a weighted graph. The corresponding search numbers are denoted as \( iws(G), mws(G) \) and \( cws(G) \) respectively. Let us give the following result that states that an internal search does not require more searchers than a not-necessarily internal search for a weighted graph.

**Theorem 4** If \( G = (V, E, w) \) is a weighted graph, then

\[
ws(G) = iws(G).
\]
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PROOF. Assume that a searcher jumps from \( u \) to \( v \) according to a weighted search strategy for \( G \). Let \( P \) be a path that connects \( u \) and \( v \). Such a path exists since \( G \) is connected. Hence in the internal search, the searcher can go from \( u \) to \( v \) along \( P \) by a series of moves (slides). Hence any weighted search strategy can be converted to a weighted internal search. 

An analog of Equation 1.2 that relates node search number and weighted search number is given in the next theorem.

Theorem 5 If \( G \) is a weighted graph, then

\[
ns(G) - 1 \leq ws(G) \leq ns(G) + 1.
\]

PROOF. The Equations 1.2 and 2.2 imply that \( ns(G) - 1 \leq s(G) \leq ws(G) \). On the other hand, assume that we are given a monotone node search for the underlying unweighted graph \( G \). Recall that monotonicity does not increase the node search number [32]. Let \( e \) be cleaned at step \( i \). Thus there must be a searcher on both end points of \( e \) at step \( i \). We construct the weighted search by using an extra searcher, \( \sigma \), to slide along the edge \( w(e) \) times at steps \( i_1, i_2, \ldots, i_{wo(e)} \). This will reduce the weight of \( e \) to zero. Thus in weighted search in addition to the steps that make up the node search for the underlying unweighted graph, for every \( e \in E \) we will have the steps \( i_1, i_2, \ldots, i_{wo(e)} \) for some \( i \). At the next step of the weighted search, we remove \( \sigma \) and place it to one of the end points of the next edge to be cleaned according to the node search. We apply this to all edges of the weighted graph. Hence \( ws(G) \leq ns(G) + 1 \).

Next we give examples of weighted graphs and their weighted search numbers. Notice that a graph may have three different weighted search numbers depending on the weight distribution.

Example 1 Path of length \( n \): The search number is \( s(P_n) = 1 \) whereas
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\[ ws(P_n) = \begin{cases} 
 1, & \text{if } w(e) = 1 \forall e \in E \text{ or when } n = 1 \text{ and } w(e) \text{ is arbitrary;} \\
 2, & \text{if } n \geq 2, \exists e \in E \text{ such that } w(e) \geq 2 \text{ and } w(e_i) \leq 2 \text{ where } \\
 & i = 1, \ldots, (n - 2), \text{ and when } w(e_0) \text{ or } w(e_{n-1}) \text{ are arbitrary;} \\
 3, & \text{otherwise.}
\end{cases} \]

Example 2 Loop \( l \): We know that \( s(l) = 2 \). For any edge weight we see that \( ws(l) = 2 \).

Example 3 Cycle of length \( n \): For every \( C_n \), observe that \( s(C_n) = 2 \). Also note that

\[ ws(C_n) = \begin{cases} 
 2, & \text{if } w(e) = 1 \forall e \in E; \\
 4, & \text{if } \exists e_1, e_2, e_3 \in E, \text{ each of weight at least 3;} \\
 3, & \text{otherwise.}
\end{cases} \]

Example 4 Edge searching a weighted graph is not the same as edge searching an unweighted multigraph where each edge \( e \) of weight \( w(e) \) is replaced with \( w(e) \) parallel edges. One example is the path of length two where both edges have weight 3. Then the corresponding unweighted multigraph, with 3 vertices and 6 edges has search number 3 whereas the weighted graph has search number 2.

2.2 Bounds on Weighted Search Number

In this section we give results that relate the weighted search number with other parameters. First we will consider the complete graphs. For \( n \geq 4 \) we know that \( s(K_n) = n \), [42].

Lemma 6 For \( n \geq 4 \), we have

\[ ws(K_n) = \begin{cases} 
 n + 1, & \text{when all edges have weight at least 3,} \\
 n, & \text{otherwise.}
\end{cases} \]
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PROOF. Observe that since $s(K_n) = n$, we have $n \leq ws(K_n)$.

First let $uv = e \in K_n$ such that $w(e) \leq 2$. Place a searcher on every vertex except for $u$. This accounts for $n - 1$ searchers. Place the $n$th searcher, $\sigma_n$, on $v$. Clean all edges incident to $v$ other than $e$ by $\sigma_n$. Remove $\sigma_n$ and place it on $v$. Now the only contaminated edge incident to $v$ is $e$ and there are two searchers located on $v$: $\sigma_1$ and $\sigma_n$. At this step, say $i$, let $\sigma_n$ slide along $e$ from $v$ to $u$. Since $w(e) \leq 2$, $w_i(e) \leq 1$. Hence we can clean $e$ by sliding $\sigma_1$ along $e$. This cleans $v$. Now there is a searcher located on every vertex except for $v$ and $u$ contains two searchers. Hence we can clean all the remaining contaminated edges by keeping a searcher on each vertex, except for $v$, and by sliding $\sigma_n$ along these edges. Thus, in this case, $ws(K_n) = n$.

Assume that all edges have weight at least 3. Placing a searcher on each vertex and cleaning the edges by the $(n + 1)$th searcher gives us a weighted search strategy that uses $n + 1$ searchers. Hence $n \leq ws(K_n) \leq n + 1$. We show that $n$ searchers are not enough to clean weighted $K_n$. Notice that to clean a first vertex we need a searcher to guard it, a searcher for each neighbor and another searcher to slide along the edges. This uses $n + 1$ searchers. Hence, a first vertex can never be cleaned by $n$ searchers.

It is known [42] that if $H$ is a minor of $G$, then

$$s(H) \leq s(G).$$

However, this result does not hold for monotone search [17]. The following theorem implies that weighted search is also minor closed.

Theorem 7 If $\tilde{H} = (V', E', w')$ is a lighter minor of $G = (V, E, w)$, where $G$ and $H$ are weighted reflexive multigraphs, then

$$ws(H) \leq ws(G).$$

PROOF. Assume that $G$ is cleaned according to a strategy $S$. Let $f : V \rightarrow V'$ be the function that is associated with the edge contractions and deletions which
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transform $G$ to $H$. Assume that $S$ uses $m$ searchers. Using $S$ and $f$, we construct a weighted search $S'$ for $H$ so that $S'$ uses $m$ searchers.

We order the vertices of $G$ on which the searchers are placed during $S$ as $v_1, v_2, \ldots, v_m$, where $v_i$'s are not necessarily distinct. When searching $H$, we place the searchers on vertices $f(v_i), \forall i = 1, \ldots, m$, at the same step as they appeared in the strategy $S$. If $f(v_i) = f(v_j), \text{for } i \neq j$, we place both searchers on the same vertex. It is clear that whenever we clean an edge $e \in G$ and $e$ is not deleted from $H$, we can also clean $e \in H$ by moving the searchers according to $S$. In detail, when a searcher $\sigma_1$ moves from $u$ to $v$, we will move the searcher on $f(u)$ to $f(v)$. When $f(u) = f(v)$, we do not do anything. If $f(u)$ and $f(v)$ are not adjacent, the searcher on $f(u)$ moves along a path to $f(v)$. If $\sigma_1$ can move from $u$ to $v$ in $G$ without occurrence of any recontamination on $e = uv$, there will also be no recontamination when $\sigma_1$ leaves $f(u)$. The validity of this operation is due to the placement of the searchers on $H$. Note that there may be edges that are cleaned in $H$ before they were cleaned in $G$ according to $S$, nevertheless this does not falsify the weighted search since we do not necessarily construct $S'$ as an internal or a monotone search. Therefore, these modifications will give us a weighted search strategy for $H$ without requiring more searchers. ■

2.2.1 Weighted Search Number and Search Number

We start with two bounds comparing the search number of the graph with the weighted search number. They are shown by modifying the search strategy for the underlying unweighted graph.

**Theorem 8** For a weighted reflexive multigraph $G$,

$$ws(G) \leq s(G) + 2.$$
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Proof. Assume that $S$ is a search strategy that uses $s(G)$ searchers to clean $G$. We will give a search strategy $S'$ that cleans the weighted $G$ using $s(G) + 2$ searchers. To construct $S'$ we start with $S$ and modify it. Since the underlying graph is cleaned by $s(G)$ searchers we can assume that there is a certain time when an edge $e = uv$ is cleaned for the last time. Hence according to $S$ a searcher, $\sigma_0$, must traverse the edge $e$ either from $u$ to $v$ or from $v$ to $u$. Without loss of generality, we can assume that it is cleaned from $u$ to $v$. When cleaning the weighted graph we place another searcher, $\sigma_1$, on $u$ and hold it on $u$. Then $\sigma_0$ slides along $e$, as it would according to $S$. The weight of the edge $e$ will be reduced to zero by the second extra searcher, $\sigma_2$, which slides along $e$ back and forth. Since $e$ was arbitrary we clean the weighted graph in this way. Note that no recontamination will occur, since $s(G)$ searchers were assumed to be sufficient to clean $G$. ■

In Examples 1 and 3, we saw that for certain distributions of weights equality holds in Theorem 8. In fact, these graphs constitute an infinite family of such graphs.

Together with Equation 2.2, Theorem 8 implies that $s(G) \leq ws(G) \leq s(G) + 2$ for any reflexive multigraph $G$ and any weight distribution associated with its edges. The next theorem improves this bound for certain weight distributions.

Theorem 9 Let $G = (V, E, w)$ be a weighted reflexive multigraph. If $w(e) \leq 2 \forall e \in E$, then

$$ws(G) \leq s(G) + 1.$$ 

Proof. As in the proof of Theorem 8, if an edge $e = uv$ is cleaned from $u$ to $v$ according to a monotone search strategy, $S$, we will place an extra searcher on $u$ in $S'$ and reduce the weight by 1 according to $S$. Then the extra searcher will clean the edge from $u$ to $v$ in $S'$. ■

Let us denote the minimum vertex degree of a graph $G$ by $\delta(G)$. It has been shown in [17] that $s(G) \geq \delta(G) + 1$ for a connected graph $G$ whose minimum degree
is at least 3. Below is a stronger result for weighted search number.

Theorem 10 Let $G = (V, E, w)$ be a weighted graph. If $w(e) \geq 3 \ \forall e \in E$ and $\delta(G) \geq 3$, then

$$ws(G) \geq \delta(G) + 2.$$  

Proof. We know that $ws(G) \geq s(G) \geq \delta(G) + 1$. Consider a search strategy $S$ on $G$ and let the first vertex cleaned be $u$. As a first case assume that $u$ is of minimum degree. We claim that $S$ uses at least $\delta(G) + 2$ searchers. If the graph induced by $N(u)$ forms a clique, then we know from Lemma 6 that we need at least $\delta(G) + 2$ searchers to clean $u$, and we are done. Hence assume that the graph induced by $N(u)$ does not form a clique. Let the last cleaned edge that is incident to $u$ be $e = uv$. Then $u$ together with all the remaining $\delta(G) - 1$ vertices adjacent to $u$ must each contain a searcher and there must be one more searcher. Hence all $\delta(G) + 1$ searchers are used. Notice that all vertices have minimum degree at least 3, hence none of the $\delta(G) - 1$ searchers located on the $\delta(G) - 1$ adjacent vertices can be moved. This is due to the fact that to be able to remove a searcher from $v \in N(u)$, all neighbors of $v$ other than $u$ must be in $N(u)$ and we need $|N(u)| + 2 = \delta(G) + 2$ searchers. Hence the validity of our claim is shown. Since all the edges have weight at least 3, the searcher on $u$ cannot be moved either. Therefore, $u$ cannot be cleaned, since $e = uv$ cannot be cleaned by a single free searcher and a searcher on $u$, because all vertices have degree at least 3.

Otherwise, if $u$ is not of minimum degree, then there are at least $\delta(G) + 1$ vertices adjacent to $u$. Since the weights of the edges are at least 3, when $u$ is cleaned $u$ together with all its neighbors must contain a searcher, and there must be one more searcher to clean the edges incident to $u$. This makes in total at least $\delta(G) + 3$ searchers. Hence the theorem is proved. 

26
2.2.2 Weighted Search Number and Pathwidth

Pathwidth is a widely utilized graph parameter in pursuit evasion games including edge searching.

**Definition 5** A path decomposition of a reflexive graph $G = (V, E)$ is a sequence $X_1, X_2, \ldots, X_r$ of subsets of $V$ such that the following conditions hold:

1. $\bigcup_{i=1}^{r} X_i = V$,
2. $\forall e \in E, \exists i \in \{1, 2, \ldots, r\}$ such that $X_i$ contains every end vertex of $e$,
3. If $1 \leq i \leq j \leq k \leq r$, then $X_i \cap X_k \subseteq X_j$.

In the definition, the first condition means that all vertices of the graph should be covered by the decomposition. The second condition implies that all edges are covered. The last condition can be regarded as a connectivity condition as once a vertex is included in a set, it should remain in all successive sets if it is to reappear.

**Definition 6** The width of a path decomposition $X_1, X_2, \ldots, X_r$ for a graph $G$ is $\max |X_i| - 1$ where $i = 1, \ldots, r$. The pathwidth of a graph $G$, denoted by $pw(G)$, is the minimum $h \geq 0$ such that $G$ has a path decomposition of width $h$.

**Example 5** Let $G = \mathcal{P}_n$ with $V = \{v_0, v_1, \ldots, v_n\}$. Then $X_1 = \{v_0, v_1\}, X_2 = \{v_1, v_2\}, \ldots, X_n = \{v_{n-1}, v_n\}$ is a path decomposition and $|X_i| = 2, \forall i = 1, 2, \ldots, n$. Condition two of the definition of a path decomposition implies that $pw(\mathcal{P}_n) \geq 1$. Thus $pw(\mathcal{P}_n) = 1$. Recall that $s(\mathcal{P}_n) = 1$. If $H$ is a weighted path with all edge weights equal to one, then $pw(H) = ws(H) = 1$.

**Example 6** For a cycle $C_n$ with $V = \{v_0, v_1, \ldots, v_{n-1}\}$, observe that $X_1 = \{v_0, v_1, v_2\}$, $X_2 = \{v_0, v_2, v_3\}, \ldots, X_{n-1} = \{v_0, v_{n-2}, v_{n-1}\}$ gives us a path decomposition. Hence $pw(C_n) \leq 2$. Assume that there exists a path decomposition of width one. Hence all
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sets are of size at most two. Also, each vertex must be contained in two consecutive sets. But this cannot hold for each \( v_i \) where \( i = 0, 1, \ldots, n \) without violating the third condition. Thus \( 1 < \text{pw}(C_n) \). Therefore \( \text{pw}(C_n) = 2 \).

Hence we observe that for \( C_n \) all of the three terms are equal, namely, \( \text{pw}(C_n) = s(C_n) = \text{ws}(C_n) = 2 \).

Given a graph \( G \), finding the pathwidth of \( G \) is an NP-hard problem in general [2]. On the other hand, if we are given a fixed \( k \), then deciding whether \( \text{pw}(G) \leq k \) can be solved linearly [13].

**Theorem 11** [19] For any graph \( G \), \( \text{pw}(G) \leq s(G) \leq \text{pw}(G) + 2 \).

We need another definition before we give the main result of this part.

**Definition 7** A vertex separator of \( G \) is a set of vertices, the removal of which makes the graph disconnected. A layout of a graph \( G = (V, E) \), where \( |V| = n \), is a one to one mapping \( L \) from \( V \) to \( \{1, 2, \ldots, n\} \). A partial layout of \( G \) is a one to one mapping \( L' \) from a subset \( V' \) of \( V \) to \( \{1, 2, \ldots, n'\} \) where \( n' = |V'| \). Given a partial layout \( L' \), we define \( V_{L'}(i) := \{v \in V : \exists u \in V \text{ such that } uv \in E \text{ and } L'(v) \leq i \text{ and either } L'(u) > i \text{ or } L'(u) \text{ is undefined} \} \). For a given partial layout \( L' \) where \( |\text{domain}(L')| = n' \), the vertex separation of \( G \) with respect to \( L' \) is defined as \( \text{vs}_{L'}(G) := \max\{|V_{L'}(i)| : 1 \leq i \leq n'\} \). The vertex separation of \( G \) is \( \text{vs}(G) = \min\{\text{vs}_{L}(G) : L \text{ is a layout of } G\} \).

**Theorem 12** [31] For any graph \( G \), \( \text{vs}(G) = \text{pw}(G) \).

In Theorem 13 we will prove that the same bounds in Theorem 11 also hold for weighted edge searching. In the algorithm, for a partial layout \( L' \) where \( \text{domain}(L') = V' \) and \( 1 \leq i \leq |V'| \), we define the partial layout \( L_i \) as the one that assumes the same values for the vertices in \( \{L'^{-1}(1), L'^{-1}(2), \ldots, L'^{-1}(i)\} \) and undefined elsewhere. An edge \( e = uv \) is dangling in \( L' \) when \( u \in V' \) and \( v \notin V' \). A vertex \( u \) is active in a partial layout \( L' \) if \( u \in V' \) and \( u \) is incident to a dangling edge.
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Theorem 13 For any weighted reflexive multigraph $G$,
\[ pw(G) \leq s(G) \leq ws(G) \leq pw(G) + 2. \]

PROOF. The lower bound is trivial due to Theorem 11 and Equation 2.2.

To show the upper bound, we give an algorithm that is derived from Lemma 2.2 in [19]. The algorithm will take as input a weighted graph $G$, a layout $L$ of $G$ and it will result in all edges of $G$ being simultaneously clean. It will use at most $vs_L(G) + 2$ searchers. The result follows due to Theorem 12.

Algorithm $WS(G,L)$

\begin{algorithm}
\begin{algorithmic}
\State \text{for } i := 1 \text{ to } |V| \text{ do}
\State \quad \text{let } v := L^{-1}(i);
\State \quad \text{place a searcher } \sigma_1 \text{ at } v;
\State \quad \text{for } u \in V \text{ such that } L(u) < i \text{ and } e = uv \in E \text{ do}
\State \quad \quad \text{place a searcher } \sigma_2 \text{ at } u;
\State \quad \quad \text{clean } e \text{ by sliding } \sigma_2 \text{ along } e \text{ back and forth } w(e) \text{ times;}
\State \quad \quad \text{remove } \sigma_2;
\State \quad \text{end}
\State \text{for every loop } e = vv \in E \text{ do}
\State \quad \text{place a searcher } \sigma_2 \text{ at } v;
\State \quad \text{slide } \sigma_2 \text{ along } e \text{ back and forth } w(e) \text{ times;}
\State \quad \text{remove } \sigma_2;
\State \text{end}
\State \text{end}
\State \text{remove searchers from the vertices that are not active in } L_i;
\State \text{end}
\end{algorithmic}
\end{algorithm}
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First observe that at the end of $i$th iteration the set of active vertices has size no more than $|\text{vs}_{L_i}(G)|$. Hence the number of searchers that remain on the graph at the end of every iteration is no more than the search number of the graph.

Notice that before the beginning of the $i$th iteration of the outer do loop, the subgraph induced by the domain of $L_{i-1}$ is cleaned. Furthermore, at each vertex in the domain of $L_{i-1}$ there is exactly one searcher and there are no other searchers on $G$. This is why no recontamination occurs during the second do loop. By induction we see that $G$ is cleaned as a result of Algorithm $\text{WS}(G, L)$. Note also that at each iteration of the algorithm there are at most $\text{vs}_L(G) + 2$ searchers on $G$ since at each iteration the algorithm calls for at most two searchers other than the ones on at most $\text{vs}_L(G)$ vertices. Hence for an optimal layout, Algorithm $\text{WS}(G, L)$ will use at most $\text{ws}(G) + 2$ searchers.

Example 7 Consider $K_n$ with vertex set $V = \{v_1, v_2, \ldots, v_n\}$. Naturally, $X_1 = V$ is a path decomposition with width $n - 1$. Also, by Theorem 11 $s(G) \leq pw(G) + 2$, thus $n - 2 \leq pw(G) \leq n - 1$.

Assume that $X_1, X_2, \ldots, X_r$ is a path decomposition for $K_n$ such that $|X_i| \leq n - 1$. It is easy to see that subsets of size at most $k$ for $k < n - 1$ can not form a path decomposition for $K_n$. Thus assume that $|X_i| = n - 1$ for every $i \in \{1, 2, \ldots, r\}$. Let $v_1 \notin X_1$ and $v_2 \notin X_2$. Since $v_1$ and $v_2$ are adjacent vertices, there exists $i \in \{3, 4, \ldots, r\}$ such that $v_1, v_2 \in X_i$. Hence by definition $v_2 \in X_2$, a contradiction. Therefore $pw(K_n) = n - 1$.

Let $G_1$ be the weighted $K_n$ with all edge weights equal to two. We have seen that $\text{ws}(G_1) = n$. Thus $\text{ws}(G_1) = pw(G_1) + 1$.

Furthermore, if $G_2$ is the weighted $K_n$ with all edge weights equal to three, then $\text{ws}(G_2) = pw(G_2) + 2$. 
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2.3 Restricted Weighted Search

We now consider graphs that can be cleaned by small numbers of searchers. In this section we will consider weighted reflexive multigraphs.

2.3.1 Reduction in Weighted Graphs

First, let us give the conditions for a graph to have weighted edge search number equal to one.

**Theorem 14** For a weighted graph $G$, $ws(G) = 1$ if and only if $G$ is either a path with $n$ edges where all edges have weight one, or $G$ is a single edge of an arbitrary weight.

For the proof note that for $ws(G)$ to be 1, $G$ cannot have a vertex $v$ such that $\deg(v) > 2$, in which case we need at least two searchers to clean $v$. The same argument shows that $G$ cannot have more than one edge of weight greater than one.

We will introduce the notion of a containment relation between two weighted graphs for which we will define a set of rules.

**Definition 8** We say that $G$ reduces to $G'$ if $G'$ is obtained from $G$ by applying a series of the following rules, called reduction rules:

1. Any suspended path with edge weights 1 is reduced to a single edge of weight 1.

2. In a suspended path the consecutive internal edges that have weight 2 are reduced to a single edge of weight 2.

If $G$ and $H$ reduce to the same graph, then we say that $G$ and $H$ have the same reduction.

The first rule in Definition 8 implies that, in the reduced graph, there are no degree 2 vertices whose incident edges both have weight 1. For instance, a path $P_n$
where all edges have weight 1, will reduce to a single edge of weight 1. A cycle $C_n$ where all edges have weight 1, will reduce to a loop.

It is a simple exercise to see that any search strategy for a graph $G$ can be transformed into a search strategy that uses the same number of searchers for the reduced $G$ and vice versa. Hence, we have the following result.

**Lemma 15** If $G$ and $H$ have the same reduction, then $ws(G) = ws(H)$.

**Definition 9** Given two weighted graphs $G$ and $H$, we say that $G$ contains $F$ if there exists a weighted graph $H$ such that

1. $G$ and $H$ have the same reduction, and
2. $F$ is a lighter minor of $H$.

Recall that weighted searching is minor closed due to Theorem 7. This result and Lemma 15 imply that whenever $G$ contains $F$, then $ws(F) \leq ws(G)$. We make use of this observation in the proof of Theorem 16.

### 2.3.2 2-Searchable Graphs

Here we are going to characterize graphs for which $ws(G) \leq 2$. Recall that for any fixed $k$, the obstruction set is finite since weighted search is minor closed.

**Theorem 16** For any reduced graph $G$, the following are equivalent:
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1. \(ws(G) \leq 2\)

2. \(G\) either does not contain any of the configurations \(A, B, C, D, E, F\) given in Figure 2.1 or the following conditions hold simultaneously:
   
   (a) \(G\) does not contain any edge \(e\) that is not a loop or a pendant edge and \(w(e) > 2\),
   
   (b) \(G\) does not contain any 2-cycle having an edge of weight greater than 1,

   (c) \(G\) does not contain the graphs \(D, E\) and \(F\) where any two pendant edges with a common end are replaced with a loop of weight 1,
   
   (d) Every vertex of degree two in graphs \(B, E\) and \(F\) has an edge incident to it with weight 1 and the other edge with weight 2.

3. \(G\) consists of a path with vertex set \(\{v_1, v_2, \ldots, v_n\}\) together with the following conditions:
   
   (a) The only edges between \(v_i\)s are the ones between each consecutive pair and they can either be a single edge of weight at most 2 or a pair of edges of weight 1.

   (b) There may be pendant edges or loops of arbitrary weight attached to each \(v_i\).

PROOF. We will prove the equivalence by showing that \((1) \Rightarrow (2) \Rightarrow (3) \Rightarrow (1)\)

\((1) \Rightarrow (2)\). None of the graphs that satisfy condition (2) have weighted search number less than 3. The result follows since weighted edge searching is minor closed due to Theorem 7. Let us show for instance that \(ws(A) > 2\). We show that two searchers do not suffice to clean \(A\).

If the first vertex cleaned has degree one, then there are two cases to consider. When the second cleaned vertex has degree 3, the two searchers are stuck at
the remaining two vertices of degree 3. Otherwise, if the second cleaned vertex has degree one, both searchers are stuck at the other end points of the pendant edges.

If the first vertex cleaned has degree 3, then we need at least 3 searchers.

(2)⇒(3). G does not contain C, hence there are no chords in G. By Theorem 1 edges or cycles are the only possible biconnected components of G. Because of condition (2b), edges of the cycles can only have weight 1. On the other hand, G does not contain A, hence at most two vertices of a cycle can have degree at least 3. This implies that the only biconnected components of G are paired edges with weight 1, loops and edges with arbitrary weight. Then by Theorem 2, G must be a tree together with paired edges of weight 1 and loops of arbitrary weight. Due to condition (2a), the internal edges of the tree can have weight at most 2. The result follows if we show that when all of the vertices of degree one are removed, the resulting graph is a path, with possible loops or paired edges that have weights as described in (3). Assume that it is not true. Then, there must be a vertex of G that has three different neighbors none of which is a leaf. When none of these neighbors have degree less than three, G would contain D together with condition (2c). Similarly, when all of these neighbors have degree two, G would contain B together with condition (2d). When one of these neighbors has degree two, G would contain E together with condition (2c) or (2d). Finally, when two of these neighbors both have degree two, G would contain F together with condition (2c) or (2d). Since all of these configurations are forbidden, we arrive at a contradiction. Therefore, G has the form given in (3).

(3)⇒(1). The first vertex v1 can be cleaned by putting both searchers on v1, then by keeping one of the searchers on v1 and cleaning the incident loops or leaves by
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the other searcher. Then both searchers can either move along the edge that connects \( v_1 \) to \( v_2 \) or each can move along one of the paired edges of weight 1. The same procedure can be applied to \( v_2 \) and in this way one can clean the whole graph.

2.4 Monotonicity of Weighted Search

In this section, we will show that if there exists a weighted search strategy for a weighted graph \( G \) using at most \( k \) searchers, then there exists a monotonic weighted search strategy for \( G \) using at most \( k \) searchers. The crusade method is a widely used proof method to show monotonicity in edge searching or its variants. Here the terminology is similar to that used in [11].

2.4.1 Pairs of Crusades

Notice that when sliding a searcher along an edge \( e = uv \) from \( u \) to \( v \), if no recontamination is possible from \( u \), then either \( e \) becomes clean or the current weight of \( e \) decreases from \( k \) to \( k - 1 \), where \( k > 1 \), in which case we say that partial cleaning is done.

At step \( i \), let the set of cleaned edges correspond to \( A_i \), the set of partially cleaned edges correspond to \( P_i \) and let \( Z_i \) be the set of vertices where at least one searcher is located. In the edge search there may be more than one searcher located at a vertex, hence we consider \( Z_i \) to be a multiset. Set difference, namely, \( Z_i \backslash \{u\} \) corresponds to removing one copy of \( u \) from the multiset \( Z_i \).

A weighted search strategy \( S \) that uses \( n \) steps for a weighted graph \( G = (V, E, w) \) can be recorded as a sequence of a triples of sets

\[
S = (A_i, P_i, Z_i)_{i=0}^{n}
\]
such that $A_i \subseteq E, P_i \subseteq E \setminus A_i, Z_i \subseteq V$ for $0 \leq i \leq n$ and $A_0 = P_0 = P_n = \emptyset, A_n = E$.

If $v \in V$ is incident with at least one edge in $A_i \cup P_i$ and at least one edge in $E \setminus A_i$, then $v \in Z_i$.

The following are the only possible situations we may encounter during a weighted edge search:

1. Placing new searchers: $A_i = A_{i-1}, Z_i \supseteq Z_{i-1}, P_i = P_{i-1}$.

2. Recontamination:
   - by removing searchers: $A_i \subseteq A_{i-1}, Z_i \subseteq Z_{i-1}, P_i \subseteq P_{i-1}$, or,
   - by sliding a searcher along an edge: $A_i \subseteq A_{i-1}, Z_i = (Z_{i-1}\setminus \{u\}) \cup \{v\}$, $P_i \subseteq P_{i-1}$

3. Partial Cleaning: For $uv = e \in E$ such that $w(e) \geq 2$, $A_i = A_{i-1}$,
   
   
   $Z_i = (Z_{i-1}\setminus \{u\}) \cup \{v\}$ and $P_i = \begin{cases} 
   P_{i-1}, & 2 \leq w_{i-1}(e) < w(e) \text{ or;} \\
   P_{i-1} \cup \{e\}, & w_{i-1}(e) = w(e).
\end{cases}$

4. Cleaning: For $uv = e \in E$, $A_i = A_{i-1} \cup \{e\}$, $Z_i = (Z_{i-1}\setminus \{u\}) \cup \{v\}$ and $P_i = \begin{cases} 
   P_{i-1}\setminus \{e\}, & 2 \leq w(e) \text{ or;} \\
   P_{i-1}, & w(e) = 1.
\end{cases}$

We break up the steps of the strategy so that at most one action is done at each move. In this way, in each move we force that at most one edge gets cleaned, partially cleaned or contaminated.

We define a connectivity function $\delta$ properties of which will be used in the next sections. For a given edge set $E$ and a vertex set $V$, for $A \subseteq E, P \subseteq E \setminus A$, $\delta(A, P)$ denotes the set of vertices in $V$ that have at least two edges, $e_1$ and $e_2$, incident to it such that $e_1 \in A \cup P$ and $e_2 \in E \setminus A$.

In edge searching, if $A$ is the set of clean edges and $P$ is the set of partially clean edges at some instant, then $\delta(A, P)$ would correspond to the set of exposed vertices. Recall Equation 2.1 which states that every exposed vertex must contain a searcher.
CHAPTER 2. WEIGHTED SEARCH

In this section we will need the following lemma.

Lemma 17 [Submodularity] For given pairs of subsets of $E$, $(A, P), (B, R)$ where $P \subseteq E \setminus A$ and $R \subseteq E \setminus B$, the following holds:

$$|\delta((A \cap B), (P \cap R))| + |\delta((A \cup B), (P \cup R))| \leq |\delta((A, P)| + |\delta(B, R)|. \quad (2.3)$$

PROOF. We consider three cases. Assume that $e_1$ and $e_2$ are any two edges incident with $u$.

CASE 1. $u \in \delta((A \cap B), (P \cap R))$ and $u \in \delta((A \cup B), (P \cup R))$: Since $u \in \delta((A \cap B), (P \cap R))$, there exists $e_1 \in (A \cap B) \cup (P \cap R)$ and hence $e_1 \in A \cup P$ and $e_1 \in B \cup R$. Further, since $u \in \delta((A \cup B), (P \cup R))$, there exists $e_2 \in E \setminus (A \cup B)$ and hence $e_2 \in (E \setminus A) \cap (E \setminus B)$. These observations imply that $u \in \delta(A, P)$ and $u \in \delta(B, R)$.

CASE 2. $u \in \delta((A \cap B), (P \cap R))$ and $u \notin \delta((A \cup B), (P \cup R))$: First, since $(A \cap B) \cup (P \cap R) \subseteq A \cup P$ and $(A \cap B) \cup (P \cap R) \subseteq B \cup R$, $u \in \delta((A \cap B), (P \cap R))$ implies that $e_1 \in (A \cup P)$ and $e_1 \in (B \cup R)$. Furthermore, $u \in \delta((A \cap B), (P \cap R))$ implies that $e_2 \in E \setminus (A \cap B)$. Note that since $u \notin \delta((A \cup B), (P \cup R))$, $u$ has no edge incident with it that is not in $A \cup B$. Therefore $e_2 \in (A \cup B) \setminus (A \cap B) = (A \setminus B) \cup (B \setminus A)$, and hence $e_2 \in A \setminus B$ or $e_2 \in B \setminus A$. The previous observation implies that $e_2 \in E \setminus B$ or $e_2 \in E \setminus A$. These imply that $u \in \delta((A, P)$ or $u \in \delta(B, R)$.

CASE 3. $u \notin \delta((A \cap B), (P \cap R))$ and $u \in \delta((A \cup B), (P \cup R))$: Similar to the first two parts, $u \in \delta((A \cup B), (P \cup R))$ implies that $u \in \delta(A, P)$ or $u \in \delta(B, R)$.

Consider a weighted search strategy for a given graph $G = (V, E, w)$. For a sequence of pairs of subsets of the edge set $E$, $(X_0, Y_0), (X_1, Y_1), \ldots, (X_n, Y_n)$, where $Y_i \subseteq E \setminus X_i$, for $0 \leq i \leq n$ and $X_0 = Y_0 = Y_n = \emptyset, X_n = E$, consider the sequence $(X_0, X_1, \ldots, X_n)$, where $\forall i = 0, 1, \ldots, n$ and $\forall e \in X_i$, there exists a step $j$ such that $w_j(e) = 0$. Then $(X_0, X_1, \ldots, X_n)$ is called a crusade associated with $(X_0, Y_0), (X_1, Y_1), \ldots, (X_n, Y_n)$ if for all $1 \leq i \leq n$

$$|X_i \setminus X_{i-1}| + |Y_i \setminus Y_{i-1}| \leq 1. \quad (2.4)$$
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We say that a crusade uses at most $k$ searchers if $|\delta(X_i, Y_i)| \leq k$ for all $0 \leq i \leq n$.

A crusade is progressive if the $X_i$'s form a nested sequence, i.e., $X_0 \subseteq X_1 \subseteq \cdots \subseteq X_n$ and, for all $1 \leq i \leq n$,

$$|X_i \setminus X_{i-1}| + |Y_i \setminus Y_{i-1}| = 1.$$ (2.5)

**Lemma 18** If $ws(G) \leq k$, then there exists a crusade using at most $k$ searchers.

**Proof.** Let $ws(G) \leq k$ and let $(A_0, P_0, Z_0), (A_1, P_1, Z_1), \ldots, (A_n, P_n, Z_n)$ be a weighted search strategy for $G$. Then $|Z_i| \leq k$ for $0 \leq i \leq n$. From the definition of $\delta(\cdot, \cdot)$, we know that if $v \in \delta(A_i, P_i)$ then $v$ is an exposed vertex. Hence Equation 2.1 implies that $\delta(A_i, P_i) \subseteq Z_i$ and thus $|\delta(A_i, P_i)| \leq |Z_i| \leq k$. Each $A_i$ corresponds to a set of clean edges at step $i$, hence $\forall e \in A_i, \exists j \leq i$ such that $w_j(e) = 0$. Equation 2.4 holds because of the definition of a weighted search since each step corresponds to only one action. Therefore associated with $(A_0, P_0), (A_1, P_1), \ldots, (A_n, P_n)$, the sequence $A_0, A_1, \ldots, A_n$ is a crusade that uses at most $k$ searchers. ■

**Lemma 19** If there exists a crusade using at most $k$ searchers, then there exists a progressive crusade using at most $k$ searchers.

**Proof.** To each sequence of pairs $(X_0, Y_0), (X_1, Y_1), \ldots, (X_N, Y_N)$ one can associate two numbers $a(N) = \sum_{i=0}^{N} (|\delta(X_i, Y_i)| + 1)$ and $b(N) = \sum_{i=0}^{N} |X_i|$. Among all crusades $(X_0, X_1, \ldots, X_N)$ using at most $k$ searchers and associated to $(X_0, Y_0), (X_1, Y_1), \ldots, (X_N, Y_N)$ we will pick the one for which

1. $a(N)$ is minimum and

2. $b(N)$ is minimum subject to condition (1).

We denote such a crusade by $C = (X_0, X_1, \ldots, X_n)$.

If $|Y_i \setminus Y_{i-1}| = 1$, then $|X_i \setminus X_{i-1}| = 0$ due to Equation 2.4. Instead, assume that $|Y_i \setminus Y_{i-1}| = 0$ and $|X_i \setminus X_{i-1}| = 0$. Then $|Y_{i+1} \setminus Y_{i-1}| \leq 1$ and $|X_{i+1} \setminus X_{i-1}| \leq 1$. Therefore $(X_0, X_1, \ldots, X_{i-1}, X_{i+1}, \ldots, X_n)$ is a crusade with respect to $(X_0, Y_0), (X_1, Y_1), \ldots$
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\( (X_{i-1}, Y_{i-1}), (X_{i+1}, Y_{i+1}), \ldots, (X_n, Y_n) \). For this sequence \( a(N) \) takes a smaller value than for \( C \), which contradicts our assumption. Therefore \( |X_i \setminus X_{i-1}| = 1 \).

We only need to show that \( X_i \)'s form a nested sequence. Observe that if

\[
|\delta(X_{i-1} \cup X_i, Y_{i-1} \cup Y_i)| < |\delta(X_i, Y_i)|,
\]

then \( (X_0, X_1, \ldots, X_{i-1}, X_{i-1} \cup X_i, X_{i+1}, \ldots, X_n) \) is a crusade with respect to \( (X_0, Y_0), (X_1, Y_1), \ldots, (X_{i-1}, Y_{i-1}), (X_{i-1} \cup X_i, Y_{i-1} \cup Y_i), \ldots, (X_n, Y_n) \). For this sequence \( a(N) \) takes a smaller value than for \( C \), hence

\[
|\delta(X_{i-1} \cup X_i, Y_{i-1} \cup Y_i)| \geq |\delta(X_i, Y_i)|. \tag{2.6}
\]

Combining Equations 2.3 and 2.6, we have

\[
|\delta(X_{i-1} \cap X_i, Y_{i-1} \cap Y_i)| \leq |\delta(X_{i-1}, Y_{i-1})|.
\]

From the result above we observe that \( (X_0, X_1, \ldots, X_{i-2}, X_{i-1} \cap X_i, X_i, \ldots, X_n) \) is a crusade with respect to \( (X_0, Y_0), (X_1, Y_1), \ldots, (X_{i-2}, Y_{i-2}), (X_{i-1} \cap X_i, Y_{i-1} \cap Y_i), (X_i, Y_i), \ldots, (X_n, Y_n) \). From the minimality of \( b(N) \) for \( C \) we must have

\[
|X_{i-1} \cap X_i| \geq |X_{i-1}|.
\]

Hence \( X_{i-1} \subseteq X_i \). \( \blacksquare \)

2.4.2 Monotonicity

Showing that weighted searching is monotonic; that is proving that a monotonic weighted search does not require more searchers, will make us conclude on the membership of the WEIGHTED EDGE SEARCHING problem in the NP class. In general, monotonicity is a crucial property for proving complexity results of the decision problems.

Before giving Theorem 22, which is the main result of this chapter we need two lemmata. The first one implies that from a weighted search strategy, we can always
construct another weighted search strategy that has only one partially cleaned edge at every step and at the same time it does not require more searchers.

Lemma 20 If there exists a weighted search strategy $S = (A_i, P_i, Z_i)_{i=0}^n$ for a weighted graph $G = (V, E, w)$ that uses $k$ searchers, then there exists a weighted search strategy $S' = (A'_j, P'_j, Z'_j)_{j=0}^m$ for $G$ such that $|P'_j| \leq 1$ $\forall j = 0, 1, \ldots, m$ and $S'$ uses $k$ searchers as well. Furthermore, for $S'$ the following hold:

1. If $e \in P'_j$ and $w_j(e) = 1$, then $w_{j+1}(e) = 0$, $P'_{j+1} = \emptyset$ and $A'_{j+1} = A'_j \cup \{e\}$.
2. If $P'_j = P'_{j-1} = \{e\}$, then $A'_j = A'_{j-1}$.

Proof. From $S$, we construct the required strategy $S'$ that uses the same number of searchers to clean $G$. First, if an edge $e = uv$, $w(e) \geq 2$ is partially cleaned at step $i$ in $S$ by sliding a searcher $\sigma_1$ from $u$ to $v$, in $S'$ we remove $\sigma_1$ from $u$ and place it on $v$. We modify $S'$ step by step so that according to its final version $G$ will be cleaned. While modifying $S'$ we only need to consider edges that have capacity at least two, since edges of unit capacity are never in any $P'_j$.

In $S$ during the steps that reduce the weight of an edge $e = uv$, there is a step that results in enough searchers on the ends of $e$ to clean $e$. If this happens at the $k$th step in $S$, then during $S'$ the cleaning can be done successively instead of the $k$th step. So in $S'$ we will have $w(e_{k+1}) = w(e) - 1$, $w(e_{k+2}) = w(e) - 2$, ..., $w(e_{k+w(u)}) = 1$, and $w(e_{k+w(v)}) = 0$. We have to show that we can clean every edge in this way.

If a searcher $\sigma_1$ ends up on $u$ in $S$ after the $k$th step but $\sigma_1$ ends up on $v \neq u$ in $S'$ after the $k_{w(u)}$th step, then we remove $\sigma_1$ from $v$ and place it on $u$ at steps $k_{w(u)+1}$ and $k_{w(u)+2}$.

Let $e_0$ be the first edge with weight at least 2 that gets cleaned in $S$. If $e_0 = uv$ is a pendant edge, where $\deg(v) = 1$, then we need at least two searchers to clean it, since $w(e_0) \geq 2$. If these two searchers are put on one or both ends of $e_0$ for the first
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time at step \( k \) in strategy \( S \), in \( S' \) we clean \( e_0 \) in steps \( k_1, k_2, \ldots, k_{w(e_0)} \) by letting one of them guard \( u \) and the other slide on \( e \) until it becomes clean.

If \( e_0 \) is not a pendant edge, then we need at least 3 searchers, two to guard the ends of \( e_0 \) and one to slide along \( e_0 \), when \( w(e_0) \geq 2 \). If these three searchers are put on ends of \( e_0 \) for the first time at step \( k \) in strategy \( S \), in \( S' \) we clean \( e_0 \) in steps \( k_1, k_2, \ldots, k_{w(e_0)} \).

Assume that we continue cleaning edges according to \( S \) and construct \( S' \) in this way. Let \( e = uv \) be the next edge that is cleaned according to \( S \) at step \( i \).

Note that \( e \) might have been cleaned and contaminated during \( S \) before step \( i \). But we know that there exists a step \( j < i \) in \( S \) such that \( w_{j-1}(e) = w(e), w_j(e) = w(e) - 1, w_{j-1}(e) = 1, w_j(e) = 0 \) and there exists no \( k \) such that \( j < k < i \) and \( w_k(e) = w(e) \). In other words, \( e \) does not become recontaminated between step \( j \) and step \( i \).

If \( e \) is not a pendant edge, then just before the \( i \)th step, there must be at least one searcher located on each of \( u \) and \( v \).

CASE 1. \( e \) is not a pendant edge and \( w(e) = 2 \)

At some step, say \( j \) in \( S \), \( w_{j-1}(e) = 2 \) and \( w_j(e) = 1 \). Here \( j \) is a step between the last time \( e \) was cleaned and the \( i \)th step.

(1) If at the \( j \)th step two searchers were located on \( u \) and \( v \), one on each vertex, and a third searcher was sliding along \( e \), either from \( u \) to \( v \) or from \( v \) to \( u \), in \( S' \) we can clean \( e \) in two steps, \( j_1 \) and \( j_2 \), using the same three searchers.

(2) If at the \((j - 1)\)th step two searchers, \( \sigma_1 \) and \( \sigma_2 \), were located on \( u \) and at the \( j \)th step one searcher, \( \sigma_2 \), slid along \( e \) from \( u \) to \( v \), there are two possibilities to reduce the weight from 1 to 0. If a third searcher slides along \( e \) at step \( k \), then we clean \( e \) in \( S' \) in two steps, \( k_1 \) and \( k_2 \), with these 3 searchers. Otherwise \( \sigma_2 \) may slide along \( e \) from \( v \) to \( u \) at step \( k \) (or \( \sigma_1 \) may slide along \( e \) from \( u \) to \( v \) at step \( k \), which can be transferred to \( S' \) similarly). Notice that all of the edges incident to \( v \)
are contaminated at step \(j\) (since they are on an unguarded path to a contaminated edge \(e\)). Furthermore at step \(k-1\) all edges incident to \(v\), except for \(e\), must be clean. Otherwise when \(\sigma_2\) slides along \(e\) from \(v\) to \(u\), it would not be partially cleaning \(e\). Hence, all edges incident to \(v\), except for \(e\), must be cleaned between the \(j\)th step and the \(k\)th step and they all have weight 1. At some step \(l\), such that \(j < l < k\), one of those edges, say \(e_1\), gets clean by a searcher \(\sigma_3\) sliding along \(e_1\) either starting from \(v\) or ending at \(v\). Therefore in \(S'\), we clean \(e\) in steps \(l_1, l_2\) where \(\sigma_3\) slides two times along \(e\).

**CASE 2. e is not a pendant edge and \(w(e) \geq 3\)**

Since the number of searchers needed for reducing the weight from 3 to 2 and 2 to 1 is the same as reducing the weight from \(n\) to \(n-1\) and from \(n-1\) to \(n-2\) for \(n \geq 3\), it is enough to consider the case \(w(e) = 3\).

At some point, say \(j\) during \(S\), \(w_{j-1}(e) = 3\) and \(w_j(e) = 2\). If this is done by using three searchers, then \(e\) can be cleaned in \(S'\) in three steps \(j_1, j_2, j_3\) which would replace the \(j\)th step of \(S\). If in the \(j\)th step two searchers, \(\sigma_1\) and \(\sigma_2\), are used by placing both of them on \(u\) and sliding one of them to \(v\), after this step, \(u\) or \(v\) cannot be left unguarded. Hence, to reduce the weight from 2 to 1 we need one more searcher, say \(\sigma_3\), which is going to slide along \(e\) at step \(k\) in \(S\). Accordingly, in \(S'\), we replace step \(k\) with steps \(k_1, k_2, k_3\) where \(\sigma_3\) slides back and forth along \(e\).

If \(e = uv\) is a pendant edge where \(\text{deg}(v) = 1\), we consider two cases.

**CASE 3. e = uv is a pendant edge and \(w(e) = 2\)**

The weight of \(e\) should go from 2 to 1 in \(S\) at some step, say at \(k\). If this is done by a searcher \(\sigma_1\) sliding from \(u\) to \(v\), then there must be another searcher on \(u\). In \(S'\), we replace the \(k\)th step with steps \(k_1, k_2\) in which \(\sigma_1\) slides back and forth along \(e\) twice.

If the weight of \(e\) is reduced from 2 to 1 by a searcher \(\sigma_1\) sliding from \(v\) to \(u\), then after this step \(u\) must always be guarded by a searcher. There are two ways to reduce
the weight from 1 to 0.

Another searcher, say \( \sigma_2 \), may slide along \( e \) at the \( k \)th step of \( S \). In \( S' \) we replace the \( k \)th step with steps \( k_1, k_2 \) in which \( \sigma_2 \) slides back and forth along \( e \) twice.

In \( S \), all the edges incident to \( u \) may get clean and \( \sigma_1 \) may slide back from \( u \) to \( v \). Then during cleaning of an edge \( e_1 \neq e \) incident to \( u \), there must be a searcher \( \sigma_2 \) either sliding from \( u \) or ending at \( u \), say at the \( l \)th step. Accordingly, in \( S' \), just after the \( l \)th step, we insert steps \( l_1 \) and \( l_2 \) in which \( \sigma_2 \) guards \( u \) and \( \sigma_1 \) slides twice back and forth along \( e \).

**CASE 4.** \( e = uv \) is a pendant edge and \( w(e) \geq 3 \)

Again, we only need to consider the case \( w(e) = 3 \). At some step the weight of \( e \) should go from 3 to 2 during \( S \), say at step \( j \).

If this is done by a searcher \( \sigma_1 \) sliding from \( u \) to \( v \), then there must be another searcher on \( u \). In \( S' \), we replace the \( j \)th step with steps \( j_1, j_2, j_3 \) in which \( \sigma_1 \) slides back and forth along \( e \) three times.

If a searcher \( \sigma_1 \) slid from \( v \) to \( u \) to reduce the weight of \( e \) from 3 to 2, then, after this step \( u \) cannot be left unguarded, otherwise the edge would be recontaminated. Now, to reduce the weight from 2 to 1, another searcher, say \( \sigma_2 \), has to slide along \( e \). If this happens at the \( k \)th step of \( S \), in \( S' \) we replace the \( k \)th step with steps \( k_1, k_2, k_3 \) in which \( \sigma_2 \) slides back and forth along \( e \).

**Lemma 21** Assume that \( S \) is a weighted search strategy for \( G = (E, V, w) \) that uses \( k \) searchers. Then there exists a progressive crusade \( (X_0, X_1, \ldots, X_n) \) associated with \( (X_0, Y_0), (X_1, Y_1), \ldots, (X_n, Y_n) \), where \( Y_i \subseteq E \setminus X_i \), for \( 0 \leq i \leq n \), that uses at most \( k \) searchers such that both the following conditions hold:

1. If \( |Y_i \setminus Y_{i-1}| = 0 \), then either
   
   (a) \( Y_i = \emptyset, Y_{i-1} = \emptyset, X_i \setminus X_{i-1} = \{e\} \), and \( w(e) = 1 \), or;
   
   (b) \( Y_i = \emptyset, Y_{i-1} = \{e\}, X_i \setminus X_{i-1} = \{e\} \), and \( w(e) \geq 2 \).
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2. If $|Y_i \setminus Y_{i-1}| = 1$, then $Y_{i-1} = \emptyset$, $Y_i = \{e\}$, $X_i \setminus X_{i-1} = \emptyset$, $X_{i+1} \setminus X_i = \{e\}$, and $w(e) \geq 2$.

**PROOF.** Using the procedure given in the proof of Lemma 20, we construct a weighted search $(A'_i, P'_i, Z'_i)$ such that $|P'_i| \leq 1, \forall i$. Next we delete the $(A'_i, P'_i, Z'_i)$'s for which $|P'_i| = 1$ and $3j \neq i$ such that $(A'_j, P'_j) = (A'_i, P'_i)$ except for the $(A'_i, P'_i, Z'_i)$'s such that $w_i(e) = 1$ where $\{e\} = P'_i$. We apply Lemmata 18 and 19 to this reduced sequence and obtain a progressive crusade. The two conditions of the theorem follow from the construction of $S'$ and the implications of Lemma 20 if we let $X_i = A_i$ and $Y_i = P_i$. If two consecutive partially cleaned sets are empty, then $S'$ is cleaning an edge of weight 1, which corresponds to part 1(a). Part 1(b) is the same as part (1) of Lemma 20. In both of them an edge $e$ which is partially clean at step $i - 1$ becomes clean at step $i$. Finally, during the consecutive steps where an edge is partially cleaned no other edge is cleaned. This is part (2).

In the proof Theorem 22 we will consider the indices of the sets $X_i$ and $Y_i$ as levels. Hence the levels consist of steps. An $i$th level may not correspond to the $i$th step in the strategy due to the construction of the progressive crusade in the proof of Lemma 21.

**Theorem 22** If there exists a weighted search $S$ using at most $k$ searchers for a weighted graph $G$, then there exists a monotone edge search $S'$ using at most $k$ searchers for $G$.

**PROOF.** Lemma 20 implies that from $S$ we can construct a weighted search $S'$ that uses at most $k$ searchers and $|P'_i| \leq 1$ for every step $i$. Lemma 21 ensures that there exists a progressive crusade $X_0, X_1, \ldots, X_n$ associated with $(X_0, Y_0), (X_1, Y_1), \ldots, (X_n, Y_n)$ which can be obtained from $S'$ and it uses at most $k$ searchers. We construct a monotone weighted search strategy inductively that cleans the edges in the order $e_1, e_2, \ldots, e_m$, where for each $e_j$ there exists $i$ such that $X_i \setminus X_{i-1} = \{e_j\}$. Assume
that we cleaned the edges $e_1, e_2, \ldots, e_{i-1}$ in this order and no edge other than these is cleaned. Assume that we finished cleaning $e_{i-1}$ at the end of $(i-1)$th level. We show that in the next steps we will clean $e_i$. We will use the implications of Lemma 21.

We consider three cases.

CASE 1. \(|Y_i \setminus Y_{i-1}| = 0, Y_i = \emptyset, \text{ and } Y_{i-1} = \emptyset\). Here $X_i \setminus X_{i-1} = \{e_i\}$, and \(w(e_i) = 1\). We show below that the discussion given in [11] implies that $e_i$ can be cleaned with at most $k$ searchers. A weighted mixed search is defined as a combination of weighted edge search and node search. According to node searching when $w(e) = 1$, $e$ is cleaned when there are searchers at both of its ends.

First we show the induction step for a weighted mixed search, then we show how to convert it to a weighted search.

Assume that $G$ has no pendant edges. Let $N = \{u, v\}$ where $e_i = uv$. If \(|N \cup \delta(X_{i-1}, Y_{i-1})| \leq k\), then we can put searchers at the end points of $e_i$ to clean it. Otherwise, \(|N \cup \delta(X_{i-1}, Y_{i-1})| > k\). Since $\delta(X_{i-1}, Y_{i-1}) \leq k$, $N \not\subseteq \delta(X_{i-1}, Y_{i-1})$. Let $u \in N \setminus \delta(X_{i-1}, Y_{i-1})$. Then none of the neighbors of $v$ are in $X_{i-1}$, hence $v \in \delta(X_i, Y_i)$.

If $u \not\in \delta(X_{i-1}, Y_{i-1})$, then none of the neighbors of $u$ and $v$ are in $X_{i-1}$. Therefore $u \in \delta(X_i, Y_i)$, hence $e_i$ is cleaned by node search.

If $u \in \delta(X_{i-1}, Y_{i-1})$ and all neighbors of $u$ except for $e_i$ are in $X_{i-1}$, then the searcher on $u$ can slide along $e_i$ to clean it. If $u \in \delta(X_{i-1}, Y_{i-1})$ and not all of the neighbors of $u$ except for $e_i$ are in $X_{i-1}$, then $u \in \delta(X_i, Y_i)$. Hence, $e_i$ is cleaned by node searching.

If $G$ has pendant edges, then observe that if $G'$ is obtained from $G$ by adding a loop of weight 1 to all its vertices, $G$ and $G'$ will have the same mixed search numbers.

Next, we show how to convert a weighted mixed search to a weighted edge search. Given $G$ construct $G'$ by replacing each edge $e$ of weight 1 by a path $P = ee'$ of length two with edge weights 1. Since $G$ and $G'$ have the same reduction, they have the same mixed search number as well.
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If $e_1 = uv$ is cleaned by node search at step $i$, then just before it is cleaned, there must be searchers on $u$ and $v$. In the weighted edge search $S'$, we will replace the $i$th step with 3 steps. If $e'$ was contaminated before step $i$ in $S$, in $S'$ we will remove the searcher $\sigma$ on $v$, put it on $u$ and slide it along $e_1$. If $e'$ was cleaned before step $i$ in $S$, in $S'$ we will slide the searcher $\sigma$ on $v$ along $e$ to $u$, remove it from $u$ and put it on $v$.

As a result, $e_1$ is cleaned using at most $k$ searchers.

CASE 2. $Y_i = \emptyset, Y_{i-1} = \{e_1\}$. We have $w(e_1) \geq 2$. We consider the cases whether $e_1$ is a pendant edge or not.

(1) If $e_1$ is not a pendant edge, then at the $(i-1)$th level, there should be at least one searcher on each end of $e_1$, say $\sigma_1$ on $u$ and $\sigma_2$ on $v$. If $|\delta(X_{i-1}, Y_{i-1})| + 1 \leq k$, then we can finish the cleaning of $e_1$ by the searcher that is free, i.e., the one that is not on any exposed vertex. Otherwise $|\delta(X_{i-1}, Y_{i-1})| + 1 > k$ and since $|\delta(X_{i-1}, Y_{i-1})| \leq k$, we must have $|\delta(X_{i-1}, Y_{i-1})| = k$. There are four subcases to consider when $e_1$ is not a pendant edge.

In the first subcase let each of $u$ and $v$ have at least one edge incident to them other than $e_1$ that is already clean, hence in $X_{i-1}$. Then before the $(i - 1)$th level there must be two searchers located on each of $u$ and $v$. In this case, the only way that $e_1$ became partially clean for the first time is that a third searcher, other than the ones on $u$ and $v$, slid along $e_1$. Hence, $e_1$ can be cleaned by this third searcher in the next steps.

Consider together the subcase where there are no clean edges incident to $u$ or $v$ and the subcase where only one of the end points of $e_1$, say $u$, has an edge incident to it that is clean and an edge that is contaminated. In both of these cases the exposed vertices in level $i - 1$ are the same as in level $i$, hence $\delta(X_{i-1}, Y_{i-1}) = \delta(X_i, Y_i)$. Hence none of the searchers can move from their places during the steps between these levels. On the other hand, we know that $|X_i \setminus X_{i-1}| = \{e_1\}$. But there is no possible way to clean $e_1$ when none of the searchers are moving. Hence we arrive at a contradiction.
The last subcase is where all edges other than \( e_1 \) incident to one of the end points of \( e_1 \), say \( u \), are already clean and all edges incident to \( v \) are contaminated. We know that \( u \in \delta(X_{i-1}, Y_{i-1}) \) and \( u \notin \delta(X_i, Y_i) \) since at level \( i \) all edges incident to \( u \) are in \( X_i \) (since \( X_i 's \) are nested). The only way this can happen is that either \( w_{i-1}(e_1) = 1 \), and we are done, or \( w_{i-1}(e_1) > 1 \) and a third searcher slides along \( e_1 \) to clean it totally during the steps between these levels, which is impossible if \( \delta(X_{i-1}, Y_{i-1}) = k \) since none of the searchers can move.

(2) If \( e_1 \) is a pendant edge, let \( \text{deg}(v) = 1 \) and \( \text{deg}(u) > 1 \). We only need to consider two subcases. When there is at least one edge incident to \( u \) that is clean and hence in \( X_{i-1} \), then before the \((i - 1)\)th level there must have been a searcher, say \( \sigma_1 \), located on \( u \). As in the previous subcase, the only way for \( e_1 \) to become partially clean is that a searcher other than \( \sigma_1 \), say \( \sigma_2 \), slides along \( e_1 \) at the step that corresponds to level \( i - 1 \). Hence, \( e_1 \) can be cleaned with \( \sigma_2 \) together with \( \sigma_1 \) which will be kept on \( u \) as a guard.

Finally, if all edges incident to \( u \) other \( e_1 \) are contaminated, observe that \( u \in \delta(X_{i-1}, Y_{i-1}) = \delta(X_i, Y_i) \). This implies that none of the searchers could move during the steps between the levels \( i - 1 \) and \( i \), which contradicts \(|X_i \setminus X_{i-1}| = \{e_i\}\).

CASE 3. \(|Y_i \setminus Y_{i-1}| = 1\). We have \( Y_{i-1} = \emptyset, Y_i = \{e_i\}\). We know that \( X_i \setminus X_{i-1} = \emptyset, X_{i+1} \setminus X_i = \{e_i\}, \) and \( w(e) \geq 2 \). This case reduces to the previous case by shifting all the observations to the levels \( i \) and \( i + 1 \). Applying the same procedures we can finish the cleaning of \( e_i \) at the successive steps after level \( i \).

Theorem 22 implies that \( w_s(G) = mw_{s}(G) \). From this we deduce that the WEIGHTED SEARCHING problem belongs to NP, since we only need to guess in which order the edges are cleaned and then to check whether the edges can be cleaned according to this sequence using at most \( k \) searchers. In Section 1.4 we noted that the problem is NP-hard. It follows from these two observations that the problem is NP-complete. Hence we have the following.
Corollary 23 The WEIGHTED SEARCHING problem is NP-complete.

This complexity result leads to many possible research directions. A constant factor approximation algorithm with a small constant factor is desirable. Another direction would be restricting the weighted searching problem to particular classes of graphs.
Chapter 3

Fast Search

In this chapter we consider fast searching as a variant of the edge searching problem. Fast searching corresponds to an internal monotone search in which every edge is traversed exactly once and the searchers are not allowed to jump. We present a linear time algorithm to compute the fast search number of trees. We investigate the fast search number of complete bipartite graphs. We also propose a general cost function for evaluating search strategies that utilizes both searching and fast searching.

3.1 Preliminaries

For any graph $G$, it is immediate from the definitions in Section 1.5 that $s(G) \leq s_f(G)$. The gap $s_f(G) - s(G)$ is zero for some graphs. We continue by observing that this holds for $K_n$.

For $K_n$, the complete graph on $n$ vertices, where $n \geq 4$, recall that $s(K_n) = n$ [42].

Lemma 24 For every $n \geq 4$, $s_f(K_n) = n$.

Proof. Label the vertices $v_1, v_2, \ldots, v_n$. Place the first $n-1$ searchers, $\sigma_1, \sigma_2, \ldots, \sigma_{n-1}$
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Figure 3.1: $K_8 - e$ where $e = v_1v_2$.

on $v_1$ and the $n$th searcher, $\sigma_n$, on $v_2$. First clean $v_1$ by sliding all the searchers located on it.

When $n$ is even, the $K_{n-1}$ induced by $\{v_2, v_3, \ldots, v_n\}$ contains an Eulerian circuit which is cleaned by $\sigma_n$ and there is no contaminated edge left.

When $n$ is odd, $\sigma_n$ cleans the Eulerian circuit contained in the $K_{n-2}$ induced by $\{v_2, v_3, \ldots, v_{n-1}\}$. At this step, the only contaminated edges are those incident to $v_n$ and there is a searcher on each neighbor of $v_n$ and two searchers on $v_2$. We clean $v_n$ by sliding all these searchers, except for $\sigma_n$, to $v_n$.

Furthermore, it is known that the edge search number is critical for complete graphs, that is, deleting any single edge from $K_n$ will reduce the search number by one [17]. Next we show that this also holds for the fast search number.

Lemma 25 For any $e \in E(K_n)$, $s_f(K_n - e) = n - 1$.

Proof. Let $K_n - e = (V, E)$. Label the vertices $v_1, v_2, \ldots, v_n$ so that for $v_1, v_2 \in V$, $\deg(v_1) = \deg(v_2) = n - 2$. Refer to Figure 3.1 when $n = 8$. Place the first $n - 2$ searchers on $v_2$ and the $(n - 1)$th searcher on $v_{n-1}$.

As a first case, let $n$ be odd. Let all $n - 2$ searchers on $v_2$ slide along the edges incident to $v_2$. In this way $v_2$ is cleaned. Next we are going to clean the $K_{n-2}$ induced
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by \{v_3, v_4, \ldots, v_n\}. Since \(K_{n-2}\) has an Eulerian circuit, we can clean the graph by moving the \((n-1)\)th searcher as the first \(n-2\) searchers remain in their places. Finally, we let the \(n-2\) searchers move to \(v_1\) and finish cleaning.

Otherwise, let \(n\) be even. Using \(n-2\) searchers we clean \(v_2\) as in the previous case. Next we clean an Eulerian circuit in \(K_{n-3}\), induced by \(\{v_3, v_4, \ldots, v_{n-1}\}\), using the \((n-1)\)th searcher, \(\sigma_{n-1}\), starting from and ending at \(v_{n-1}\). Then \(\sigma_{n-1}\) may slide along \(v_{n-1}v_n\) and then \(v_nv_1\). Now, the only contaminated edge incident to \(v_{n-1}\) is \(v_{n-1}v_1\) and hence \(\sigma_{n-3}\) may slide along that edge and clean \(v_{n-1}\). The only contaminated edges left in the graph are those of the induced \(K_{2,n-4}\) where the bipartition sets are \(\{v_1,v_n\}\) and \(\{v_3, v_4, \ldots, v_{n-2}\}\). The induced \(K_{2,n-4}\) can be cleaned by keeping \(\sigma_{n-1}\) and \(\sigma_{n-2}\) on \(v_1\) and \(v_n\) respectively and letting \(\sigma_{n-3}\) slide along the edges. Hence the graph is cleaned.

On the other hand, \(s_f(G) - s(G)\) can be arbitrarily large for some graphs. Consider \(K_{1,n}\), the complete bipartite graph with bipartitions of size 1 and \(n\). Then \(s(K_{1,n}) = 2\) whereas \(s_f(K_{1,n}) = \left\lfloor \frac{n}{2} \right\rfloor\). For this example the ratio \(s_f(G)/s(G)\) is also notably large.

Furthermore, there are graphs for which the connected fast search number may be much larger than the fast search number. Construct \(G'\) by subdividing every edge of \(K_{1,n}\). Then for every \(n \geq 2\), \(s(G') = 2\), \(s_f(G') = \left\lfloor \frac{n}{2} \right\rfloor\) whereas the connected fast search number is \(n-1\) (see Figure 3.2). Notice that this graph has a much smaller order than the one in [55].

Let \(V_0\) be the set of vertices in \(G\) with odd degree. Observe that for each vertex \(v \in V_0\), there exists a searcher for which \(v\) is either a start or end vertex. Otherwise one of the edges incident to \(v\) would be traversed at least twice.

Since it is possible that a searcher starts at a vertex in \(V_0\) and stops at another vertex in \(V_0\), we have the following lemma.
Lemma 26 If $V_o$ is the set of odd degree vertices in a graph $G$, then

$$\frac{|V_o|}{2} \leq s_f(G).$$

Example 8 Let $G = P_{m-1} \square P_{n-1}$ be an $m \times n$ grid, where $m, n \in \mathbb{Z}$. Lemma 26 implies that $m + n - 4 \leq s_f(G)$. We demonstrate a fast search that uses $m + n - 2$ searchers. Label the vertices of $G$ so that $v_{ij}$ is the $j$th vertex in the $i$th row. Figure 3.3 exemplifies this labeling by $v_{44}, v_{45}$ and $v_{46}$.

Place two searchers, $\sigma_1$ and $\sigma_2$, on $v_{11}$ and a searcher on each of $v_{12}, v_{13}, \ldots, v_{1(m-1)}$ and $v_{21}, v_{31}, \ldots, v_{(n-1)1}$, denoted $\sigma_3, \sigma_4, \ldots, \sigma_m$ and $\sigma'_1, \sigma'_2, \ldots, \sigma'_{n-2}$ respectively. This accounts for $2 + m - 2 + n - 2 = m + n - 2$ searchers. We construct a fast search so that each $\sigma_i, i = 1, 2, \ldots, m$ cleans a column and each $\sigma'_j, j = 1, 2, \ldots, n - 2$ cleans a row.

The strategy starts with cleaning the first column. First let $\sigma_1$ slide along $e = v_{11}v_{21}$. Then let $\sigma_2$ slide along $e = v_{11}v_{12}$ and then let $\sigma'_1$ slide along $e = v_{21}v_{22}$. We repeat this for all $i = 2, 3, \ldots, (n - 1)$ so that we first let $\sigma_1$ slide along $e = v_{i1}v_{(i+1)1}$ and then let $\sigma'_i$ slide along $e = v_{(i+1)1}v_{(i+1)2}$. Finally we let $\sigma_1$ slide along $e = v_{n1}v_{n2}$.

At this point, the first column and the first edge of every row is clean. Also, there is a searcher on every vertex of the second column. We clean the second column by $\sigma_2$, third column by $\sigma_3$ and so on by a similar fashion. Figure 3.3 shows how the fast
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search strategy proceeds. Each $\sigma_i, i = 1, 2, \ldots, m$ follows a vertical arrow and each $\sigma'_j, j = 1, 2, \ldots, n - 2$ follows a dashed horizontal arrow.

Thus we have

$$m + n - 4 \leq s_f(P_{m-1} \square P_{n-1}) \leq m + n - 2.$$

As we mentioned earlier, the theory built on graph minors plays an important role in edge searching and many variants of edge searching are minor closed. However this

Figure 3.4: The graph $G$ on the left and its subgraph $H$ on the right where $s_f(G) = 3$ and $s_f(H) = 5.$

53
CHAPTER 3. FAST SEARCH

Figure 3.5: The graph $G$ on the left and its subgraph $H$ on the right where $s_f(G) = 5$ and $s_f(H) = 6$.

is not true for fast searching. Figure 3.4 shows an example where $G$ has a smaller fast search number than its subgraph $H$. Hence fast searching is not even subgraph closed. Notice that $H$ has more odd vertices than $G$ and due to Lemma 26 this result is easy to achieve. On the other hand, Figure 3.5 shows an instance where the subgraph has more even vertices than the original graph, but has a higher fast search number.

Next we give an example that shows that the difference can be arbitrarily large.

**Example 9** Let $K_n$ be a complete graph on $n$ vertices where $n$ is odd and $n \geq 5$. Let $G = K_n \Box K_2$ be the Cartesian product of $K_n$ and $K_2$. Let $H$ be the graph obtained from $G$ by deleting $n - 1$ edges between the two maximal cliques in $G$. Thus, all vertices in $G$ have odd degree $n$, and in $H$, two vertices have odd degree $n$ and all other $2n - 2$ vertices have even degree $n - 1$. We can show that $n \leq s_f(G) \leq n + 2$ and $s_f(H) = 2n - 1$. Thus, the difference $s_f(H) - s_f(G)$ can be arbitrarily large.

Even more interesting, let $G = K_n \Box P_m$, where $P_m$ is a path on $m \geq 2$ edges, and let $H$ be a subgraph of $G$ that is a path of $m + 1$ copies of $K_n$ where any two consecutive $K_n$ are connected by a single edge. Then we can show that $s_f(G) \leq n + m + 1$ and $s_f(H) = n(m + 1) - m$. Hence, the ratio $s_f(H)/s_f(G)$ can be arbitrarily large.

Following the development of edge searching it is interesting to characterize graphs where $s_f(G)$ is small. If $k$ searchers are enough to fast search $G$, then we say that $G$
is \( k \)-fast-searchable.

We define reduction here as reducing any path with consecutive vertices of degree two to a single edge. Thus there is no vertex of degree 2 in the reduced graph. Note that reduction does not change the fast search number, and that \( s_f(G) = 1 \) whenever \( G \) can be reduced to a single edge.

The characterization of graphs \( G \) such that \( s(G) \leq 2 \) is given in [37]. For the characterization of graphs \( G \) such that \( s_f(G) \leq 2 \), we have the following result.

**Theorem 27** For any graph \( G \), \( s_f(G) \leq 2 \) if and only if when \( G \) is reduced it consists of a path with vertex set \( \{v_0, v_1, \ldots, v_n\} \) together with the following conditions:

1. For every \( i = 1, \ldots, n-2 \) there are exactly two parallel edges between each pair of consecutive vertices \( v_i \) and \( v_{i+1} \).

2. For every \( i = 1, \ldots, n-1 \) there may be an arbitrary number of loops attached to each \( v_i \).

3. If \( v_0 \) and \( v_1 \) (resp. \( v_{n-1} \) and \( v_n \)) are connected by a single edge, there may also be a pendant edge attached to \( v_1 \) (resp. \( v_{n-1} \)); else if \( v_0 \) and \( v_1 \) (resp. \( v_{n-1} \) and \( v_n \)) are connected by two parallel edges, then any number of loops can be attached to \( v_0 \) (resp. \( v_n \)).

**Remark 3** In order to construct reduced biconnected 3-fast-searchable graphs, we notice that \( |V_0| \leq 6 \) by Lemma 26. Also observe that the set of start vertices for the 3 searchers cannot have size 3. This is due to the biconnectedness of the graph. Thus \( |V_0| \leq 4 \). We further conjecture that a biconnected 3-fast-searchable graph has at most 2 odd vertices.
3.2 Trees

EDGE SEARCHING is NP-complete for general graphs [37] and planar graphs with maximum degree three [38]. However, there exist polynomial time algorithms to solve \textsc{Edge Searching} when restricted to trees [37]. In this section we show that \textsc{Fast Searching} is solvable in linear time when restricted to trees and construct the corresponding fast search strategy.

For any graph \( G = (V, E) \), since \( \sum_{v \in V} \text{deg}(v) = 2|E| \), we know that the number of odd degree vertices in \( G \) must be even. For a tree \( T \), the following algorithm partitions \( T \) into edge disjoint paths such that both of the end vertices of each path have odd degree in \( T \).

\textbf{Algorithm TP}(T)

1. Initially \( i = 1 \).
2. Arbitrarily select a leaf \( u \) in \( T \). Let \( uv \in E(T) \) be the edge incident to \( u \). Mark \( uv \) with color \( i \) and set \( T' = T - uv \).
3. If \( v \) is an isolated vertex in \( T \), then go to Step 4; otherwise, let \( vw \in E(T) \) be an edge incident to \( v \). Mark \( vw \) with color \( i \), \( T' = T' - vw \), \( v' = v \), and go to Step 3.
4. If there is no leaf in \( T \), then stop; otherwise, set \( i = i + 1 \) and go to Step 2.

\textbf{Lemma 28} The Algorithm TP(T) defines a valid coloring for \( T \) and the edges with the same color form a path such that the two end vertices of this path have odd degree.

\textbf{Proof.} Let \( e \in T \). In Step 2 when \( e \) gets a color, it is deleted from the graph and the algorithm proceeds. Thus every edge gets a color at most once. Also the
algorithm continues as long as there is a leaf in \( T \), thus every edge is colored. Hence every edge is colored exactly once.

The edges that are assigned the same color always form a connected subgraph of the original tree \( T \) due to Step 3. Denote that graph as \( P_i \) for the \( i \)th color. Since a tree is acyclic, no vertex is repeated in \( P_i \), therefore \( P_i \) is a path.

Initially one end vertex of \( P_1 \) is the leaf chosen by the algorithm at Step 2, thus it has odd degree. The edges are colored 1 according to TP(\( T \)) until an isolated vertex is reached in the deformed \( T \) which has to be a leaf in \( T \). Hence both end vertices of \( P_1 \) have odd degree. Note that after we delete each edge of \( P_1 \) from \( T \), the odd-even degree state of each vertex in \( T \) does not change except for the end vertices of \( P_1 \). Thus a leaf vertex chosen by the algorithm as a start vertex for \( P_2 \) and the other end vertex of \( P_2 \) found by the algorithm corresponds to either a leaf in the original \( T \) or a vertex with odd degree in \( T \). This holds for every \( P_i, 2 \leq i \). Hence both end vertices of every path have odd degree in \( T \).

Using the decomposition of Algorithm TP(\( T \)), we can compute a fast search strategy for a tree \( T \) as follows.

**Algorithm** FS(\( T \))

1. Call Algorithm TP(\( T \)). Let \( k \) be the number of colors used by TP(\( T \)) and \( P_i, 1 \leq i \leq k \), be the path formed by all edges with color \( i \).

2. For each \( P_i, 1 \leq i \leq k \), place searcher \( \sigma_i \) on one end of \( P_i \).

3. Arbitrarily select a searcher, say \( \sigma_i \), on a leaf, and slide it along \( P_i \) until it stops at a vertex \( v \) that

   (a) has degree 1 in \( T \), or,

   (b) has degree more than 2 in \( T \) and which contains only the searcher \( \sigma_i \), or,

   (c) is the other end vertex of \( P_i \).
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4. Update $T$ by deleting from $T$ all edges cleaned by $\sigma_i$ in Step 3 after $\sigma_i$ slides along these edges of $P_i$. If $T$ contains no edges, then stop; otherwise, go to Step 3.

In Figure 3.6 the application of Algorithm TP$(T)$ and three iterations of Step 3 of Algorithm FS$(T)$ are illustrated.

We now prove the correctness of Algorithm FS$(T)$ by using a counting argument.

**Lemma 29** In Algorithm FS$(T)$, if $T$ has at least one edge in Step 4, then when the procedure goes back to Step 3, there must exist a path $P_i$ such that the searcher $\sigma_i$ on a vertex $u \in V(P_i)$ can clean an edge of $P_i$ incident to $u$ by sliding along this edge.

**Proof.** We will assume the opposite of the statement and show that it leads us to a contradiction. Suppose that in Algorithm FS$(T)$ there is a moment at which $T$ has at least one edge and every searcher is located on an isolated vertex or a vertex of degree more than 2 which is occupied by only one searcher. Thus no searcher can move.

For any searcher $\sigma_i, 1 \leq i \leq k$, located on an isolated vertex, we know that all the edges of $P_i$ have been cleaned and deleted. Let $F$ be the forest obtained from $T$ by deleting all isolated vertices. Note that each searcher on $F$ must be located on a vertex that is occupied by only one searcher and is incident with at least two differently colored edges in $T$.

Since every connected component in $F$ contains at least one searcher, we know that each pair of leaves in $F$ is incident to different colored edges. Thus, the number of different colors in $F$ is greater than or equal to the number of leaves in $F$.

Furthermore since the degree of every guarded vertex is more than 2, every component has at least 2 leaves. Hence the number of leaves in $F$ is strictly greater than the number of searchers on $F$.

Thus, the number of distinct colors in $F$ is greater than the number of searchers.
Figure 3.6: The tree algorithm: (a) A tree. (b) An example of paths found by Algorithm TP(T). (c) Searchers' initial placements that also define the direction according to which the edges of each path will be cleaned. (d) State of the graph where the dashed edges are clean due to partial application of Algorithm FS(T).
on $F$. This contradicts the fact that each path of edges with the same color in $F$ must have one searcher.

From the above two algorithms, we can find the fast search number of a tree.

**Theorem 30** If $T$ is a tree and $V_0$ is the set of vertices in $T$ with odd degree, then

$$s_f(T) = \frac{|V_0|}{2}. \quad (3.1)$$

**Proof.** Let $k$ be the number of colors used by Algorithm $TP(T)$. It follows from Lemma 28 that Algorithm $TP(T)$ decomposes $T$ into $k$ edge disjoint paths $P_i, 1 \leq i \leq k$, such that the two end vertices of each path have odd degree in $T$. From Lemma 29, we can use $k$ searchers to clean $T$ in such a way that each path $P_i$ is cleaned by one searcher sliding from one end of the path to the other end. Thus, $s_f(T) \leq k = \frac{|V_0|}{2}$. On the other hand, it follows from Lemma 26 that $s_f(T) \geq \frac{|V_0|}{2}$. Therefore, $s_f(T) = \frac{|V_0|}{2}$.

**Theorem 31** Both Algorithm $TP(T)$ and Algorithm $FS(T)$ can be implemented with linear time.

**Proof.** By the depth-first-search algorithm on trees, we know that Algorithm $TP(T)$ can be implemented with linear time. For Algorithm $FS(T)$, Steps 1 and 2 take linear time. In Step 3, after a searcher slides along an edge, we can delete this edge immediately. Since each edge is deleted exactly once, we know that Steps 3 and 4 take linear time.

Let us construct a tree for which the gap between the search number and the fast search number is large. From this example we find an infinite family of such graphs.

**Definition 10** For a tree $T = (V, E)$, we say that a subtree $T'$ of $T$ is a branch of $T$ at $v \in V$ if $v$ has degree one in $T'$ and $T'$ is a maximal subtree with this property.

We quote the following lemma from Parsons' initial paper [42].
Lemma 32 [42] For any tree $T$ and positive integer $k$, $k + 1 \leq s(T)$ if and only if $T$ has a vertex $v$ at which there are three or more branches that have search number $k$ or more.

Example 10 Let $T_1 = K_{1,3}$. Take three copies of $T_1$ and choose a vertex of degree one from each copy. To construct $T_2$ identify these three vertices. Continue in an inductive fashion. Thus $T_k$ is constructed from three copies of $T_{k-1}$ by identifying a vertex of degree one from each copy. Figure 3.7 depicts $T_1, T_2$ and $T_3$.

We show that $s(T_k) = k + 1$ for all $k \geq 1$. Observe that $s(T_1) = 2$ and $s(T_2) = 3$. Assume that $s(T_i) = i + 1$ for all $i \leq k - 1$. Lemma 32 implies that $k + 1 \leq s(T_k)$. Call the vertex of $T_k$ obtained by identifying a vertex of degree one from each three copy of $T_{k-1}$ as $v$. We place a searcher at $v$ and clean each copy of $T_{k-1}$ incident to $v$ by $k - 1$ searchers, which is possible due to the induction hypothesis. Thus $s(T_k) = k + 1$.

Also, each vertex in $T_k$ is of degree 1 or 3. Thus $V(T_k) = V_o(T_k)$. Since $|V(T_k)| = 3^k + 1$, by Theorem 30 $s_f(T_k) = \frac{3^{k+1}}{2}$. 

Figure 3.7: The trees $T_1, T_2$ and $T_3$ constructed in Example 10.
3.3 Complete Bipartite Graphs

In this section we consider complete bipartite graphs $K_{m,n}$, $m \leq n$, and characterize their fast search number. We start with the following initial cases, where $m \leq 2$ or $m = 4$.

**Lemma 33** If $1 \leq m \leq n$, then

$$s_f(K_{m,n}) = \begin{cases} \left\lfloor \frac{n}{2} \right\rfloor, & m = 1, \\ 2, & m = n = 2, \\ 3, & m = 2, n \geq 3, \\ 6, & m = 4, n \geq 4. \end{cases}$$

We quote the following theorem on the search number of complete bipartite graphs.

**Theorem 34** [4] If $3 \leq m \leq n$, then $s(K_{m,n}) = m + 2$.

The next lemma gives an upper bound for even $m$ where $m \geq 6$.

**Lemma 35** If $6 \leq m \leq n$ and $m$ is even, then $s_f(K_{m,n}) \leq m + 3$.

**Proof.** Let $K_{m,n}$ have bipartition $V_1 = \{v_1, v_2, \ldots, v_m\}$ and $V_2 = \{u_1, u_2, \ldots, u_n\}$. We construct a fast search strategy that uses $m + 3$ searchers.

Denote the searchers as $\sigma_1, \sigma_2, \ldots, \sigma_{m+3}$. We clean the vertices in the order $u_1, u_2, \ldots, u_{n-1}, v_1, u_2, \ldots, v_m, u_n$ when $n$ is even, and $u_1, u_2, \ldots, u_{n-2}, v_4, v_5, \ldots, v_m, u_{n-1}, v_2, v_1, u_n, v_3$ when $n$ is odd.

First, place $\sigma_1$ on $v_1$, $\sigma_2$ on $v_2$ and $\sigma_3$ on $v_3$ (Figure 3.8). Then place $\sigma_4, \sigma_5, \ldots, \sigma_{m+3}$ on $v_1$ and then clean $u_1$ by these searchers so that $\sigma_4$ will be on $v_1$, $\sigma_5$ will be on $v_2$, and $\sigma_{m+3}$ will be on $v_m$. We keep $\sigma_4, \sigma_5, \ldots, \sigma_{m+3}$ on their respective vertices until just before the end of the strategy. We clean $u_2, u_3, \ldots, u_{n-1}$ by moving $\sigma_1, \sigma_2$ and $\sigma_3$. Slide $\sigma_1$ along the edge $e = v_1u_2$, slide $\sigma_2$ along the edge $e = v_2u_2$ and $\sigma_3$.
Figure 3.8: The initial placement of the searchers for $K_{6,9}$ according to Lemma 35.

along the edge $e = v_3u_3$. Keeping $\sigma_2$ on $u_2$ and $\sigma_3$ on $u_3$, we clean all the edges between $\{v_4, v_5, \ldots, v_m\}$ and $\{u_2, u_3\}$ by $\sigma_1$. Hence $\sigma_1$ visits the following vertices in the given order: $u_2, v_4, u_3, v_5, u_2, v_6, u_3, \ldots, v_{m-1}, v_2, v_m, u_3$. After this $\sigma_1$ will end up on $u_3$ since the graph induced by $\{v_4, v_5, \ldots, v_m\}$ and $\{u_2, u_3\}$ contains an Eulerian path and $|\{v_4, v_5, \ldots, v_m\}|$ is odd. Next, $\sigma_1$ will slide along $u_3v_1$. The only contaminated edge incident to $u_2$ is $u_2v_3$, hence $\sigma_2$ may slide along $u_2v_3$ and clean $u_2$. Similarly $\sigma_3$ may slide along $u_3v_2$ and clean $u_3$. Hence $u_2$ and $u_3$ are cleaned.

Next we clean $u_4$ and $u_5$ similarly. Slide $\sigma_1$ along the edge $e = v_1u_4$, $\sigma_2$ along $e = v_3u_4$ and $\sigma_3$ along the edge $e = v_2u_5$. Keeping $\sigma_2$ on $u_4$ and $\sigma_3$ on $u_5$, we clean all the edges between $\{v_4, v_5, \ldots, v_m\}$ and $\{u_4, u_5\}$ by $\sigma_1$. Then, $\sigma_1$ slides along $u_3v_1$, $\sigma_2$ slides along $u_4v_2$ and $\sigma_3$ slides along $u_5v_3$.

In the same way we clean $u_6$ and $u_7$, $u_8$ and $u_9$, and so on. If $n$ is even, after cleaning $u_{n-2}$ and $u_{n-1}$ we let $\sigma_i$ slide along $e = v_{i-3}u_n$ cleaning $v_{i-3}$ for all $i = 4, 5, \ldots, m + 3$. In this way we finish cleaning $u_n$. When $n$ is odd, we follow a similar
 strategy. □

The next theorem shows that the bound in Lemma 35 is best possible.

**Theorem 36** If $6 \leq m \leq n$ and $m$ is even, then $s_f(K_{m,n}) = m + 3$.

**Proof.** Lemma 35 states that $s_f(K_{m,n}) \leq m + 3$. Also, Theorem 34 implies that $m + 2 = s(K_{m,n}) \leq s_f(K_{m,n})$, we only need to show that $m + 2$ searchers do not suffice to fast search $K_{m,n}$. We will use proof by contradiction. Suppose that there exists a fast search strategy to clean $K_{m,n}$ that uses $m + 2$ searchers. Let $K_{m,n}$ have bipartition $V_1$ and $V_2$ with $|V_1| = m$ and $|V_2| = n$. Let $u_1$ be the first cleaned vertex and $t$ be the step at which $u_1$ is cleaned. We now consider the case that $u_1 \in V_2$. The case when $u_1 \in V_1$ can be proved similarly.

Since at $t$, only $u_1$ is cleaned and all vertices in $V_1$ are contaminated, each vertex of $V_1$ must be occupied by at least one searcher. Let us denote these searchers as $\sigma_3, \sigma_4, \ldots, \sigma_{m+2}$. This accounts for $m$ searchers. We show that no strategy can clean the graph using $m + 2$ searchers by considering each placement of the searchers $\sigma_1$ and $\sigma_2$.

**Case 1.** Both of $\sigma_1$ and $\sigma_2$ are on $V_1$.

**Case 1.1:** Suppose that $\sigma_1$ and $\sigma_2$ are on the same vertex, say $v_1$. Since fast searching is a monotone search and none of the searchers are located on $u_2, u_3, \ldots, u_n$, we see that all edges incident to these vertices are contaminated. Since there are no parallel edges, we can slide $\sigma_1$ and $\sigma_2$ only to different vertices in $V_2$, say $u_2$ and $u_3$. After this step it is not possible to move any of the searchers since they are all on vertices that have more than one contaminated edge incident to them.

**Case 1.2:** Suppose that $\sigma_1$ and $\sigma_2$ are on different vertices, say $v_1$ and $v_2$ respectively. First assume that $\sigma_1$ and $\sigma_2$ slide to the same vertex, say $u_2$, at steps $t + 1$ and $t + 2$ respectively. Then $\sigma_2$ may leave $u_2$ and slide to any vertex other then $v_1$ or $v_2$ in $V_1$, say $v_3$ at step $t + 3$. After this step $\sigma_1$ is stuck on $u_2$. At step $t + 4$, $\sigma_2$ may
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slide to any vertex other than \( u_1, u_2 \) in \( V_2 \) and it is stuck at that vertex.

Otherwise, let \( \sigma_1 \) and \( \sigma_2 \) slide to different vertices, say \( u_2 \) and \( u_3 \). But since \( u_2 \) and \( u_3 \) have at least two contaminated edges incident to them, neither \( \sigma_1 \) nor \( \sigma_2 \) can move. Therefore all searchers are trapped at step \( t + 2 \).

CASE 2. Both of \( \sigma_1 \) and \( \sigma_2 \) are on \( V_2 \).

CASE 2.1: Suppose that \( \sigma_1 \) and \( \sigma_2 \) are both on \( u_1 \). None of the searchers can move since \( u_1 \) is clean and no edge is traversed twice.

CASE 2.2: Suppose that \( \sigma_1 \) and \( \sigma_2 \) are on the same vertex \( u_2 \neq u_1 \). If \( u_2 \) has more than two contaminated edges incident to it, then all searchers are stuck after at most two steps since only one of the searchers, say \( \sigma_1 \) can leave \( u_2 \), \( \sigma_2 \) is stuck after this step and \( \sigma_1 \) is stuck at step \( t + 2 \). If \( u_2 \) has exactly two contaminated edges incident to it, then \( u_2 \) can be cleaned in the next two steps. At the end of step \( t + 2 \), \( \sigma_1 \) and \( \sigma_2 \) are located on different vertices, say \( v_1 \) and \( v_2 \) in \( V_1 \). If both of \( \sigma_1 \) and \( \sigma_2 \) move to different vertices in \( V_2 \), then they are both unable to move. Hence assume that \( \sigma_1 \) slides along \( v_1u_3 \) and \( \sigma_2 \) slides along \( v_2u_3 \). Since all edges incident to \( u_3 \) were contaminated before step \( t + 4 \), only one searcher can leave \( u_3 \) at step \( t + 5 \). Hence at most six steps later all searchers are stuck. If \( u_2 \) has exactly one contaminated edge incident to it, only one searcher, say \( \sigma_1 \), can leave \( u_2 \) and the other searcher is stuck. Similar to the previous cases, \( \sigma_1 \) is also stuck after two steps.

CASE 2.3: Suppose that \( \sigma_1 \) and \( \sigma_2 \) are on different vertices, say \( u_2 \) and \( u_3 \) respectively, where \( u_2 \) and \( u_3 \) are both different from \( u_1 \). The searcher \( \sigma_1 \) (resp. \( \sigma_2 \)) can leave the vertex \( u_2 \) (resp. \( u_3 \)) if and only if \( u_2 \) (resp. \( u_3 \)) has exactly one contaminated edge incident to it. When \( \sigma_1 \) and \( \sigma_2 \) move to the same vertex in \( V_1 \), this subcase reduces to Subcase 1.1, and all searchers are stuck after at most 4 steps. Similarly when \( \sigma_1 \) and \( \sigma_2 \) move to different vertices in \( V_1 \), it reduces to Subcase 1.2. and all searchers are stuck after at most 6 steps.
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Case 2.4: Suppose that \( \sigma_1 \) is on \( u_1 \) and \( \sigma_2 \) is on \( u_2 \), where \( u_2 \) is different from \( u_1 \). Now \( \sigma_1 \) cannot move since all edges incident to \( u_1 \) are clean. If there is more than one contaminated edge incident to \( u_2 \), then \( \sigma_2 \) cannot move. Otherwise, \( \sigma_2 \) can slide along the only contaminated edge incident to it, say \( e = u_2v_1 \), at step \( t + 1 \). At the next step, either \( \sigma_2 \) or \( \sigma_3 \), say \( \sigma_2 \), can slide along any contaminated edge incident to \( v_1 \), say \( v_1u_3 \). But none of the searchers can move after this step.

Case 3. The searcher \( \sigma_1 \) is on \( v_1 \in V_1 \) and \( \sigma_2 \) is on a vertex in \( V_2 \).

Case 3.1: Suppose that \( \sigma_2 \) is on \( u_1 \). Then \( \sigma_2 \) is trapped on \( u_1 \) and \( \sigma_1 \) can make at most two moves.

Case 3.2: Suppose that \( \sigma_2 \) is on \( u_2 \neq u_1 \). If \( u_2 \) has only one contaminated edge incident to it, then there are two cases to consider. If that contaminated edge is \( v_1u_2 \) and it is cleaned next, then the problem reduces to Subcase 1.1 if \( \sigma_2 \) slides to \( v_1 \) or it reduces to Subcase 2.2 if \( \sigma_1 \) slides to \( u_2 \). If \( v_1u_2 \) is not cleaned in the next step, then the only searcher that can move is \( \sigma_1 \) and all the searchers are stuck after this step. Otherwise if the contaminated edge is \( v_2u_2 \), then \( \sigma_2 \) may slide along that edge and all searchers have the same positions as in Subcase 1.2. If \( u_2 \) has exactly two contaminated edges incident to it, then the searchers are stuck after at most one step in the case that none of these contaminated edges are incident to \( v_1 \) (only \( \sigma_1 \) can move once). Otherwise, \( \sigma_2 \) and \( \sigma_1 \) are both unable to move at step \( t + 3 \). If there are three contaminated edges incident to \( u_2 \), then the problem reduces to Subcase 1.2.

Now we consider the complete bipartite graphs \( K_{m,n} \) where \( 3 \leq m \leq n \) and \( m \) is odd. Let us first give the following upper bound which can be obtained using the same strategy used in Lemma 35.

**Lemma 37** If \( 3 \leq m \leq n \) where \( m \) is odd and \( n \) is even, then \( s_f(K_{m,n}) \leq n + 3 \).

During the strategy given in Lemma 35, we cleaned the graph by decomposing it into \( K_{2,m-3} \)'s and the parity of \( m - 3 \) allowed us to use the same searcher in the next
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$K_{2,m-3}$. However in this case when $m$ is even, the parity of $m - 3$ forces us to use a different searcher for all $K_{2,m-3}$ to fast search the graph if the same strategy is used.

We know, from Theorem 34, that $m + 2 = s(K_{m,n}) \leq s_f(K_{m,n})$. On the other hand, when $m$ is odd, Lemma 26 states that $s_f(K_{m,n})$ is bounded below by $\frac{m+2}{2}$ when $n$ is odd and by $\frac{3}{2}$ when $n$ is even. This gives us another lower bound for $s_f(K_{m,n})$.

Next we give another upper bound which improves Lemma 37 for some $m$ and $n$.

**Lemma 38** If $3 \leq m \leq n$ where $m$ is odd, then

$$s_f(K_{m,n}) \leq m + \left\lceil \frac{n}{2} \right\rceil.$$

**Proof.** Let $K_{m,n}$ have bipartition $V_1 = \{v_1, v_2, \ldots, v_m\}$ and $V_2 = \{u_1, u_2, \ldots, u_n\}$.

**Case 1:** $n = 4k+1$. Place $m$ searchers on $u_1$ and denote them as $\sigma_2, \sigma_3, \ldots, \sigma_{m+1}$.

Place a searcher, say $\sigma_1$, on $v_1$ and a searcher on each of $u_2$ and $u_3$, denoted as $\sigma_{m+2}$ and $\sigma_{m+3}$ respectively. Place a searcher on each of $u_{4l+2}$ and $u_{4l+3}$ for $l = 1, \ldots, k - 1$.

In this way we use 2 new searchers for every 4 vertices in $V_2 \setminus u_1$. In total we use $m + 1 + \frac{n-1}{2}$ searchers.

First clean $u_1$ so that each vertex in $V_1$ contains a searcher, except for $v_1$ which contains two searchers. Let $\sigma_1$ traverse all edges of the Eulerian graph induced by $\{v_1, v_2, \ldots, v_{m-1}\}$ and $\{u_2, u_3\}$ and hence clean it. Now $\sigma_{m+2}$ may slide along $u_2v_m$ and $\sigma_{m+3}$ may slide along $u_3v_m$ and clean $u_2$ and $u_3$.

Next let $\sigma_{m+2}$ slide along $v_mu_4$ and $\sigma_{m+3}$ slide along $v_mu_5$. Again, let $\sigma_1$ clean all edges of the Eulerian graph induced by $\{v_1, v_2, \ldots, v_{m-1}\}$ and $\{u_4, u_5\}$. This also cleans $u_4$ and $u_5$.

We clean the graph by repeating this procedure for all of $u_{4l+2}$ and $u_{4l+3}$ where $l = 1, \ldots, k - 1$. First clean the Eulerian graph induced by $\{v_1, v_2, \ldots, v_{m-1}\}$ and $\{u_{4l+2}, u_{4l+3}\}$ with $\sigma_1$. Move the searcher on $u_{4l+2}$ along $u_{4l+2}v_m$, $v_mu_{4l+4}$ and the searcher on $u_{4l+3}$ along $u_{4l+3}v_m$, $v_mu_{4l+5}$. Then clean the Eulerian graph induced by $\{v_1, v_2, \ldots, v_{m-1}\}$ and $\{u_{4l+4}, u_{4l+5}\}$ with $\sigma_1$. 
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Case 2: \( n = 4k + 2 \). Place the searchers as in Case 1 hence \( m + 1 + \frac{n-2}{2} = m + \frac{n}{2} \) searchers are placed on the graph. Clean all vertices in \( V_2 \) except for \( u_n \) with the same strategy used in Case 1. Observe that the only contaminated edges are the ones incident to \( u_n \) and there is a searcher located on each vertex in \( V_1 \). We let \( \sigma_2 \) slide along \( v_1u_n \) and clean \( v_1 \). Then let \( \sigma_3 \) slide along \( v_2u_n \) and clean \( v_2 \). Similarly we clean all vertices in \( V_1 \) and finally clean \( u_n \).

Case 3: \( n = 4k + 3 \). Once again place the searchers as in Case 1. Place another searcher on \( u_m \). Hence we used \( m + 1 + \frac{n-3}{2} + 1 = m + \frac{n+1}{2} \) searchers. Use the same strategy as in Case 1 to clean every vertex in \( V_2 \) except for \( u_{n-1} \) and \( u_n \). Now there is a searcher on every vertex in \( V_1 \) except for \( v_1 \) and \( v_m \) on which there are two searchers. Then we let the two searchers on \( u_m \) slide along the only contaminated edges incident to \( u_m \) which are \( u_mu_{n-1} \) and \( u_mu_n \), hence cleaning \( u_m \). Finally, \( \sigma_1 \) cleans the Eulerian graph induced by \( \{v_1, v_2, \ldots, v_{m-1}\} \) and \( \{u_{n-1}, u_n\} \). In this way the graph is cleaned.

Case 4: \( n = 4k \). Place a searcher on every vertex in \( \{v_1, v_2, \ldots, v_{m-1}, u_1, u_2, \ldots, u_{2k}\} \) and place a second searcher, say \( \sigma_1 \), on \( v_1 \). Hence we use \( m + \frac{n}{2} \) searchers. We let \( \sigma_1 \) clean the Eulerian graph induced by \( \{v_1, v_2, \ldots, v_{m-1}\} \) and \( \{u_1, u_2, \ldots, u_{2k}\} \). Then let each searcher \( \sigma_{m+i} \) located on \( u_i \in \{u_1, u_2, \ldots, u_{2k}\} \) slide along \( u_iv_m \) and clean \( \{u_1, u_2, \ldots, u_{2k}\} \). Next let each \( \sigma_{m+i} \) slide along \( u_mv_{2k+i} \) and clean \( v_m \). Now each vertex in \( \{u_{2k+1}, u_{2k+2}, \ldots, u_n\} \) contains a searcher. Then we let \( \sigma_1 \) clean the Eulerian graph induced by \( \{v_1, v_2, \ldots, v_{m-1}\} \) and \( \{u_{2k+1}, u_{2k+2}, \ldots, u_n\} \). This cleans every vertex in \( K_{m,n} \). ■

Let us summarize the results on the fast search number of a complete bipartite graph \( K_{m,n} \) when \( m \) is odd. Theorem 34 and Lemmata 26, 37 and 38 imply that when \( m \) is odd, \( n \) is even and \( 3 \leq m \leq n \), we have

\[
\max \left\{ m + 2, \frac{n}{2} \right\} \leq s_f(K_{m,n}) \leq \min \left\{ n + 3, m + \frac{n}{2} \right\}.
\]  

(3.2)
When $m$ and $n$ are odd and $3 \leq m \leq n$, we have

$$\max\left\{ m + 2, \frac{m + n}{2} \right\} \leq \sigma_f(K_{m,n}) \leq m + \frac{n + 1}{2}. \quad (3.3)$$

### 3.4 Cost Function

Given a graph $G = (V, E)$, let $s$ be the number of searchers used in a search strategy to clean $G$. Certainly, $s(G) \leq s$. For each value of $s$, there is a strategy that cleans $G$ in the minimum number of steps; that is, the minimum time. We define the minimum number of steps for each $s$ to be $t(s)$. Certainly, $|E| \leq t(s)$.

In some real-life scenarios, the cost of a searcher may be relatively low in comparison to the cost of allowing an intruder to be free for a long period of time. Thus, it may be beneficial to use more searchers than $s(G)$. Since the minimum number of steps to clean a graph is $|E|$ (each edge must be cleaned), it will never be necessary to use more searchers than the minimum needed to clean the graph in $|E|$ steps. So we can bound the number of searchers above by $s_f(G)$, giving $s \leq s_f(G)$.

When we construct a cost function for searching we may consider the following parameters:

- $\alpha$: Cost per searcher.
- $\beta$: Cost per searcher per step.
- $\gamma$: Cost per step.

Several combinations of the parameters above can be considered. Fomin and Golovach [21] introduced a cost function in the node searching problem, which is the sum of the number of searchers in every step of the node search process. For a fixed graph $G$, we choose to consider the following cost function in the edge searching problem:

$$C_G(s, t) = \alpha s + \beta st + \gamma t, \quad (3.4)$$
where $s(G) \leq s \leq s_f(G)$ and $t = t(s) \geq |E|$. Instead of trying to minimize $s$, which corresponds to (edge) searching, or to minimize $t$, which corresponds to fast searching, we may attempt to minimize $C_G$. However, in order to formulate these problems (and bound $s$) it is necessary to know both the search number and the fast search number.

Consider the $n$-star, $K_{1,n}$, where $n \geq 3$. We recall that $s(K_{1,n}) = 2$, and that $s_f(K_{1,n}) = \lceil \frac{n}{2} \rceil$. It is not difficult to see that if $2 \leq s \leq \lceil \frac{n}{2} \rceil$, then the minimum number of steps for such a strategy is $t(s) = 2n - 2s$. (The $s$ searchers would begin at distinct leaves of the graph, and then traverse the edges to the central vertex, using $s$ moves. They would then use $2$ moves, moving out from and then back towards the central vertex, for each of $n - 2s$ pendant edges. Finally, each searcher would move out from the central vertex along one of the $s$ remaining pendant edges).

Substituting into Equation 3.4, we obtain

$$C_{K_{1,n}}(s) = \alpha s + \beta s(2n - 2s) + \gamma (2n - 2s) = -2\beta s^2 + (\alpha + 2n\beta - 2\gamma)s + 2n\gamma. \quad (3.5)$$

But this is clearly a quadratic function in $s$, which has a maximum value at its critical point. We obtain its minimum value at the minimum or maximum value for $s$, that is when either $s = 2$ or $s = \lceil \frac{n}{2} \rceil$. (Both are possible depending on choice of $\alpha$, $\beta$, and $\gamma$).

More informally, the cost of cleaning the $n$-stars is minimized by either treating it as an edge searching problem, when searchers are expensive and time is cheap, or by treating it as a fast searching problem when searchers are cheap and time is expensive.
Chapter 4

On the Characterization of
4-Searchable Graphs

In this chapter we return our attention to edge searching. We give results on the extremality characterizations of 4-searchable graphs. This was posed as an open problem in [37] where authors noted the difficulty of the question. The first section deals with the preliminary results and definitions. In the second section we give the main result proven in this chapter which is the complete characterization of 4-searchable biconnected outerplanar graphs. Finally, we present results related to the forbidden minor characterizations of 2-outerplanar graphs.

4.1 Preliminaries

Before giving the definitions and notation that will be used in this chapter, let us present the following result which restricts our attention to planar graphs when constructing the obstruction set for 4-searchable graphs.

Theorem 39 If $s(G) \leq 4$, then $G$ is a planar graph.
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PROOF. Let $s(G) \leq 4$. We know that $s(K_5) = 5$. Also Theorem 34 implies that $s(K_{3,3}) = 5$. Assume that $G$ contains $K_{3,3}$ or $K_5$ as a minor. Since edge searching is minor closed, $s(G) \geq 5$. This is a contradiction. Hence neither $K_{3,3}$ nor $K_5$ can be a minor of $G$. Therefore $G$ must be a planar graph. ■

For brevity we look at reduced graphs, those that are obtained from replacing every suspended path with a single edge with the same end points. As we noticed before, reduction does not change the search number.

In this chapter, all of the graphs that we consider are reduced multigraphs. Therefore, we hereafter omit the description "reduced multigraph"; reduced multigraphs will simply be called graphs.

Definition 11 A graph is said to be outerplanar, or 1-outerplanar, if it can be drawn in the plane in such a way that all vertices are on the boundary of the unbounded face, i.e., the outer face. A $k$-outerplanar graph is defined recursively. For $k > 1$, a graph is $k$-outerplanar if there exists a planar embedding of $G$ which has an outer face so that by removing the vertices on the outer face, we get a $(k - 1)$-outerplanar graph.

Note that not every planar graph is outerplanar. For instance, $K_4$ is planar but not outerplanar.

Definition 12 A tent is a multigraph $3C_3$, i.e., each consecutive vertex of $C_3$ is connected with three parallel edges (Figure 4.1). A house is a multigraph $H = (V, E)$ where $V = V(C_4) = \{v_0, v_1, v_2, v_3\}$ and $E = E(C_4) \cup \{e_5 = v_0v_1, e_6 = v_0v_1\}$. Given a house $H$, the edge $e = v_2v_3$ where $\deg_H(v_2) = \deg_H(v_3) = 2$ is called the base of the house.

It is known that the boundary of the outer face of a biconnected outerplanar graph is a spanning cycle [52]. Assume that $G$ is a biconnected outerplanar graph. We fix an embedding of $G$ and label its vertices as $v_1, v_2, \ldots, v_n$ so that they consecutively
lie on a cycle. Here we denote the graph induced by the vertices \( \{v_i, v_{i+1}, \ldots, v_j\} \) as \( P_{ij} \). Thus \( P_{ij} \) denotes the boundary path from \( v_i \) to \( v_j \) together with all the chords between the vertices in \( \{v_i, v_{i+1}, \ldots, v_j\} \).

Let \( v_i \) and \( v_j \) be two vertices of a biconnected outerplanar graph \( G \). Denote the two graphs induced by the boundary paths joining \( v_i \) and \( v_j \) as \( P_1 := P_{ij} \) and \( P_2 := P_{ji} \). Hence \( v_i \) and \( v_j \) are the only common vertices of \( P_1 \) and \( P_2 \).

If neither \( P_1 \) nor \( P_2 \) have a tent or a house as a minor such that the base of the house is a chord of \( P_1 \) or \( P_2 \), then we say that \( G \) is a generalized bipolar graph. The vertices \( v_i \) and \( v_j \) are called the poles of \( G \).

### 4.2 4-Searchable Outerplanar Graphs

In this section we present the characterization of 4-searchable biconnected outerplanar graphs.

**Theorem 40** For a biconnected outerplanar graph \( G \) the following are equivalent:

1. \( s(G) \leq 4 \).
2. \( G \) does not contain any of the graphs in Figure 4.2 as a minor.
3. \( G \) is a generalized bipolar graph.

**Proof.** We label the vertices of \( G \) as \( v_1, v_2, \ldots, v_n \) such that they consecutively lie on a cycle. We show that (1) \( \Rightarrow \) (2) \( \Rightarrow \) (3) \( \Rightarrow \) (1).
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Figure 4.2: Forbidden minors for an outerplanar graph with search number 4.

(1)⇒(2). All of the graphs in Figure 4.2 have search number strictly greater than 4. Hence they cannot be minors of a graph $G$ where $s(G) \leq 4$. They are also maximal in the sense that any minor of these graphs has search number at most 4.

Without loss of generality we may assume a monotone strategy [34]. Let us show that $s(G) > 4$ for the left most graph in Figure 4.2. The graph $G$ has 6 vertices and 27 edges. Label the vertices as in Figure 4.2. If a search starts with cleaning a vertex $v$ with $|N(v)| = 4$, then it will use at least 5 searchers. Since the graph is symmetric, we can start with any vertex $v$ with $|N(v)| = 2$. Hence let the first vertex cleaned be $v_1$. To clean $v_1$ we need at least 4 searchers. When $v_1$ is cleaned, we must keep one searcher on each of $v_2$ and $v_6$. Hence there are two free searchers. Observe that these two free searchers do not suffice to clean any other vertex. Hence a second vertex cannot be cleaned using only 4 searchers. Thus $s(G) > 4$.

Also notice that deleting any vertex or edge from $G$ or contracting any edge will reduce the search number to 4. Hence $G$ is a forbidden minor.

Similar arguments suffice for the other graphs in Figure 4.2.

(2)⇒(3). Assume that $G$ does not contain any of the graphs in Figure 4.2 as a
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...minor. Let $P := P_{i,j}$ be the graph induced by a maximal length boundary path with end vertices $v_i$ and $v_j$ such that $P$ does not contain a tent or a house as a minor. Let $v_{i-1}$ be adjacent to $v_i$ and $v_{i-1} \notin P$. Also let $v_{j+1}$ be adjacent to $v_j$ and $v_{j+1} \notin P$. We denote the boundary path induced by $V(P) \cup V'$ for $V' \subseteq V(G)$ as $P + V'$.

Since $P$ is maximal, $P + \{v_{i-1}\}$ will contain a tent (or a house) as a minor. Similarly $P + \{v_{j+1}\}$ will contain a tent (or a house) as a minor. Since $G$ is outerplanar, these tents (or houses or a tent and a house) are edge disjoint.

Let $P'$ be the the graph induced by the boundary path joining $v_{j+1}$ and $v_{i-1}$, thus $P' = P_{j+1,i-1}$, and $P'$ is disjoint from $P$. Then $P'$ cannot contain any tent or house as a minor since otherwise $G$ would have one of the graphs in Figure 4.2 as a minor by the discussion in the previous paragraph.

Assume that $P' + \{v_i\}$ has a tent or a house as a minor. Denote that minor as $H$. Then $v_i \in H$, since $P'$ does not contain a house or a tent as a minor. Further, there exists a vertex $u \in \{v_{j+1}, v_{j+2}, \ldots, v_{i-2}\}$ such that $uv_i \in E(H)$.

Thus $v_{i-1}$ has no neighbor in $P$ other than $v_i$, since $G$ is outerplanar. Hence $P + \{v_{i-1}\}$ is a longer boundary path without any tent or a house as a minor, contradicting the maximality of $P$. Therefore $P' + \{v_i\}$ does not have a tent or a house as a minor.

Similarly $P' + \{v_j\}$ cannot have a tent or a house as a minor either. Hence $P' + \{v_i, v_j\}$ does not contain any tent or a house as a minor. Thus none of the boundary paths connecting $v_i$ and $v_j$, namely, $P$ and $P' + \{v_i, v_j\}$, contain a tent or a house.

Therefore $G$ is a generalized bipolar graph with $v_i$ and $v_j$ as poles.

$(3) \Rightarrow (1)$. Let $G$ be a generalized bipolar graph and without loss of generality assume that $v_1$ and $v_i$ are the poles of $G$. Let $P_1$ and $P_2$ be the two boundary paths
connecting $v_1$ and $v_i$. First we put a searcher on each of $v_1$ and $v_n$. Denote them as $\sigma_1$ and $\sigma_2$. Clean all the edges between $v_1$ and $v_n$ by a third searcher, say $\sigma_3$. During the search we always keep $\sigma_1$ on $P_1$ and $\sigma_2$ on $P_2$ as guards. The other two searchers are used to clean boundary edges, edges parallel to the boundary edges and cross chords connecting a vertex in $P_1$ with a vertex in $P_2$. By the outerplanarity of $G$, the cross chords can always be cleaned using a searcher while the others are used to guard its end vertices.

We show how to clean $P_1$ using $\sigma_1$, $\sigma_3$ and $\sigma_4$ where the vertices are cleaned consecutively. Similarly one cleans $P_2$ using $\sigma_2$, $\sigma_3$ and $\sigma_4$. Assume that $v_1, v_2, \ldots, v_{j-1}$ are cleaned and let $\sigma_1$ be on $v_j$.

**CASE 1:** There are no cross chords incident to $v_j$.

If $v_j$ has at most two contaminated edges incident to it, say $e_1 = v_jv_{j+1}$ and $e_2 = v_jv_k$, we put $\sigma_3$ on $v_j$ and we clean $v_j$ by sliding $\sigma_1$ along $e_1$ and $\sigma_3$ along $e_2$. If $k = j + 1$, both searchers are on $v_{j+1}$ and we proceed to clean $v_{j+1}$. If $k = j + 2$, we put $\sigma_4$ on $v_{j+1}$ and clean all the edges between $v_{j+1}$ and $v_{j+2}$ by $\sigma_4$. There are no cross chords incident to $v_{j+1}$ due to the outerplanarity. Hence $v_{j+1}$ is cleaned. Else if $k \geq j + 3$, since $P_1$ does not contain a house, the
boundary path connecting $v_{j+1}$ and $v_k$ can be cleaned with two searchers for which we use $\sigma_1$ and $\sigma_4$.

If $v_j$ has more than two contaminated edges all of which are incident to one of $v_{j+1}$ or $v_k$ where $k \geq j + 1$, the path connecting $v_j$ and $v_k$ and all edges induced by $\{v_j, v_{j+1}, \ldots, v_k\}$ can be cleaned by $\sigma_1, \sigma_3$ and $\sigma_4$ since there are no houses or tents contained as a minor.

Otherwise, assume that $v_j$ has at least three contaminated edges incident to it and that these edges are incident to at least three distinct vertices on $P_1$ other than $v_j$. Let the last vertex be $v_k$ so that $e = v_jv_k$ is contaminated and $k \geq j + 3$. The only boundary edges in $P_{jk}$ that may have at least two edges parallel to them are $e_1 = v_jv_{j+1}$ and $e_2 = v_{k-1}v_k$, since otherwise $P_1$ would contain a house as a minor. Hence we put $\sigma_3$ on $v_j$ as a guard and let $\sigma_1$ and $\sigma_4$ clean $P_{jk}$ and all edges incident to $v_j$.

**Case 2:** There is a cross chord $e = v_jv_{j'}$ incident to $v_j$ where $v_l \in P_2$.

We clean $P_2$ until $\sigma_2$ reaches $v_l$. We let $\sigma_1$ stay on $v_j$ and $\sigma_2$ stay on $v_l$ as guards and we clean $e$ and all edges parallel to it by $\sigma_3$.

We repeat this procedure until either $\sigma_1$ reaches $v_i$ and $\sigma_2$ reaches $v_{i-1}$, or, $\sigma_2$ reaches $v_i$ and $\sigma_1$ reaches $v_{i+1}$. Finally we clean the remaining contaminated edges, i.e., those that are between $v_i$ and $v_{i-1}$ in the former case, and those that are between $v_i$ and $v_{i+1}$ in the latter case. Hence the graph is cleaned using 4 searchers.
4.3 On 4-Searchable 2-Outerplanar Graphs

In the previous section we have given the obstruction set for outerplanar graphs. Here we will give the partial results for the obstruction set for 2-outerplanar graphs. Our intention is to generalize the character of such a set for any $k$ since any finite graph is $k$-outerplanar for some $k$.

As noted before, for a fixed $k$ the set of forbidden minors of $k$-searchable graphs is finite. Nevertheless, the construction of the elements of the obstruction set and its size are unknown. Furthermore, it is shown that from a finite description of a minor closed family of graphs, there is no general algorithm to compute the obstruction set [20].

Before we state our next theorem, we introduce a notation for 2-outerplanar graphs $G$. First fix a planar embedding of $G$. One can deduce from Definition 11 that the vertex set $V$ of a biconnected 2-outerplanar graph $G$ can be partitioned into two sets $V_1$ and $V_2$ so that:

1. the elements of $V_1$ induce an outerplanar graph, and,
2. the elements of $V_2$ are those that are in the boundary face of $G$.

According to this definition we denote the class of biconnected 2-outerplanar graphs $G$ with partition sets $V_1$ and $V_2$ where $n_1 = |V_1|$ and $n_2 = |V_2|$ as $O[n_1, n_2]$. Note that a graph may belong to two different classes depending on its embeddings. Here out of all possible embeddings in $O[n_1, n_2]$ of a 2-outerplanar graph, we choose the one which minimizes $n_1$.

Let $F$ denote the set of biconnected forbidden minors for 2-outerplanar 4-searchable graphs. Note that $F$ does not have any element of order 3 or less, thus $F \cap O[1, 2] = \emptyset$.

The next theorem shows that there is a unique graph that is a forbidden minor in each of the first three classes of interest.

**Theorem 41** The graphs $G_1, G_2$ and $G_3$ in Figure 4.4 are elements of $F$, where
CHAPTER 4. ON THE CHARACTERIZATION OF 4-SEARCHABLE GRAPHS

\[ F \text{ is the set of biconnected forbidden minors for 2-outerplanar 4-searchable graphs.} \]

Furthermore, they satisfy the following equations:

\[ \{G_1\} = F \cap O[1,3], \]  
\[ \{G_2\} = F \cap O[1,4], \]  
\[ \{G_3\} = F \cap O[1,5]. \]  

(4.1)  
(4.2)  
(4.3)

PROOF. We will use analysis by cases to show that \( G_1, G_2 \) and \( G_3 \) are forbidden minors for a 4-searchable 2-outerplanar graph.

The symmetry of \( G_1 \) allows us to clean the vertices in any order. Since we need at least 5 searchers to clean a first vertex, \( G_1 \) is not 4-searchable. Deleting any vertex or contracting any edge would result in a graph with 3 vertices that is clearly 4-searchable. Also, deleting at least one edge we obtain a 4-searchable graph. From this argument it follows that \( G_1 \) is the unique element in \( F \cap O[1,3] \), since any minor of \( G_1 \) in \( O[1,3] \) is 4-searchable and any graph in \( O[1,3] \) that is not 4-searchable will contain \( G_1 \) as a minor.

We can quickly analyze all search strategies for \( G_2 \) that use only 4 searchers and see that after cleaning a first vertex all searchers are stuck. Contracting any edge would result in a minor of \( G_1 \) or a 4-searchable graph. Similarly, deleting an edge

Figure 4.4: Graphs \( G_1, G_2 \) and \( G_3 \).
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or a vertex would give a graph with search number at most 4. Hence $G_2 \in F$. To see that any graph $G \in O[1,4]$ that is not 4-searchable contains either $G_1$ or $G_2$ as a minor we consider the following cases:

**CASE 1:** Consecutive vertices on the boundary are connected by at least three parallel edges.

If the vertex $v_0$ that is not on the boundary has at most 2 neighbors, then $G$ is 4-searchable. If $v_0$ has at least 3 neighbors, then $G$ is either 4-searchable or contains $G_1$ or $G_2$ as a minor.

**CASE 2:** At least two consecutive vertex on the boundary are connected with at most two parallel edges. Verification is done in a similar way to **CASE 1**.

Thus $\{G_2\} = F \cap O[1,4]$.

To show the last equality we consider four cases for an arbitrary graph $G \in O[1,5]$:

**CASE 1:** There are no chords between non-consecutive vertices.

**CASE 1.1:** All consecutive vertices on the boundary are connected with at most 2 parallel edges.

We give a search strategy that cleans all such graphs by using 4 searchers only. Place two searchers $\sigma_1$ and $\sigma_2$ on the center vertex $v_0$ and one searcher on each of two adjacent boundary vertices $v_1$ and $v_2$. Clean all edges between $v_0, v_1$ and $v_2$ by $\sigma_1$ keeping all other searchers on their initial places. Remove $\sigma_1$ and place it on $v_2$. Then let the other searcher located on $v_2$ slide along the boundary edge connecting it to $v_3$. Since there are at most two such vertices, there is at most one contaminated edge incident to $v_2$. Clean this edge by sliding $\sigma_1$ along it. Now $\sigma_1$ can clean all edges between $v_3$ and $v_0$. We repeat this until we reach $v_1$. Hence all such graphs are 4-searchable.

**CASE 1.2:** At least two consecutive vertex on the boundary are connected with at least 3 parallel edges, at least 2 others are connected with at most two parallel edges.
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Figure 4.5: Subcases considered in Theorem 41.

Case analysis similar to the previous cases shows that all graphs in this subcase are either 4-searchable or they contain $G_1$ or $G_2$ as a minor.

**CASE 1.3:** All consecutive vertices in the boundary are connected with at least 3 parallel edges.

Observe that $G_3$ belongs to this case. It is not possible to clean this graph using 4 searchers. Also deleting any vertex or contracting any edge will result in a 4-searchable graph. If we delete any edge on the boundary we can clean the graph with 4 searchers using the strategy given in **CASE 1.1**. Hence $G_3 \in F$. Observe that any non 4-searchable graph $G$ belonging to this subcase that is not a minor of $G_3$ is a supergraph of $G_3$ or it contains $G_1$ or $G_2$ as a minor. Hence $G_3$ is the only such graph that belongs to this subcase.

**CASE 2:** There are chords between non-consecutive vertices.

There are at most two such chords. In Figure 4.5 all such possible graphs are.
shown where the dotted edges may or may not exist. Although in Figure 4.5 for simplicity we put a single edge between any two consecutive vertex, they may be connected with any number of parallel edges. Again, a long case analysis similar to the previous ones reveals that all graphs that belong to these subcases are either 4-searchable or they contain $G_1$ or $G_2$ as a minor.

Therefore $\{G_3\} = F \cap O[1, 5]$. ■

Using a similar discussion as in the proof of Theorem 41 we can show that the graphs $G_5$, $G_6$ and $G_7$ given in Figure 4.6 are in the set $F$. The verification that these
graphs are indeed forbidden minors is done by case analysis which becomes tediously long as the order of the graph increases. Although it seems that these graphs are the unique forbidden minors in their respective classes, we do not prove this, because of the growth of the number of cases to consider as the number of chords between non-consecutive vertices increases.

To close this chapter we give the other graphs in $F$ that we have found so far. By analyzing these graphs we point out the difficulty of the characterization of graphs in $F \cap O[n_1, n_2]$ as $n_1$ or $n_2$ increase. Thus we do not claim that this is the complete characterization of $F$.

We collected the figures so that $G, H \in F$ are given in the same figure where $G \in O[n_1, n_2]$ and $H \in O[n_1, n_3]$. Here $n_2$ and $n_3$ are not necessarily equal.

Figure 4.7 shows five graphs that belong to $F \cap O[2, k], 3 \leq k$. We give some of the graphs in $F \cap O[3, k], 3 \leq k$ in Figure 4.8. The last figure in this section, Figure 4.9, shows graphs in $F \cap O[4, k], 4 \leq k$.

Although some of them share some common features, the elements of $F$ are irregular in general. Notice that all forbidden minors we have given in Figure 4.7 induce a connected graph when the vertices on the boundary face were deleted. This also holds for most of the graphs in Figure 4.8. In contrast the graph $G_{18}$ in Figure 4.8 is a forbidden minor in $O[3, 9]$ which induces an independent set of vertices when the outerface is deleted.

Observe that most of the forbidden minors given here are highly symmetric. On the other hand some of them, such as $G_{12}$ and $G_{15}$, are not.
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Figure 4.7: Forbidden minors in $O[2,k], 3 \leq k$. 
Figure 4.3: The graphs $G_{13}, G_{14}, \ldots G_{18}$. 
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Figure 4.9: The graphs $G_{19}$, $G_{20}$ and $G_{21}$ in $[4, k]$ for $4 \leq k$. 
Chapter 5

Conclusion and Future Directions

In the first section we summarize the main results presented in this work and pose related open problems and some future directions which arise from our work. The final section is devoted to a future direction which estimates the search number of circulant graphs of prime order.

5.1 Conclusion and Open Problems

The research presented in this dissertation covers complexity results, extremality characterizations and comparisonal bounds for edge searching and two of its variations. An open problem of edge searching is partially solved.

In Chapter 2, we introduce a new weighted version of the edge searching problem. Our motivation is that there may be networks where links have different capacities or importance factors. In this setting decontamination is not the same for all edges.

For any graph $G$, Theorem 13 implies that the pathwidth and the weighted edge search number may differ by at most 2. This result improves the bound in Theorem 11. Furthermore, since $pw(G) \leq s(G) \leq ws(G) \leq pw(G) + 2$, if $s(G) = pw(G) + 2$, we have $s(G) = ws(G)$. From this result a characterization of graphs for which any
weight distribution would give the same search number and weighted search number can be obtained. For instance; when $G = K_{3,3}$, we have $s(G) = 5$ and $pw(G) = 3$, thus $ws(G) = 5$ for any edge weights for $G$.

Theorem 16 in Section 2.3 gives equivalent characterizations of 2-searchable weighted graphs. It identifies the forbidden graphs containment of which prevents the weighted search number to be at most two and explains how all such graphs are structured.

The characterization of unweighted graphs $G$ for which the search number is at most 3 is done in [37] and it is more complicated than the characterization of graphs $G$ for which $s(G) \leq 2$. One possible future aim is to find a characterization theorem for 3-searchable weighted graphs.

The major result of Chapter 2 is Theorem 22, namely, for any weighted graph $G$, we have $ws(G) = mws(G)$ [57]. Thus for every weighted graph $G$ there exists a monotonic weighted search that uses the same number of searchers as a non-monotonic weighted search. Combining Theorem 22 and Theorem 4 we get

$$ws(G) = iws(G) = mws(G).$$

The main implication of Theorem 22 is the NP-completeness of the weighted searching problem. There are various complexity problems arising from here. Whether the problem is still NP-complete when restricted to trees or planar graphs remains open. A related problem is to to find out if the problem is polynomially solvable for special classes of graphs, such as chordal graphs.

Secondly, monotonicity implies that one can always use a monotonic strategy without any increase on the number of searchers. This is important since when considering edge searching problems it is most often simpler to work with a monotonic strategy. Monotonicity is also advantageous when there are costs related to moving along an edge and to the number of moves. If sliding along an edge is very costly, a monotonic strategy would be desired.
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There are various future directions arising from weighted search. One version of a weighted search may consider searchers having different cleaning capacities. In addition to edges, we can also put weights on vertices and combine weighted edge search and weighted node search.

In Chapter 3 we introduce fast searching as a variant of edge searching. We demonstrate fast search strategies with several examples. We show that a fast search strategy for a tree can be computed in linear time. We also propose a cost function that generalizes the searching problem.

We prove several results on the fast search number of complete bipartite graphs. When \( m \) is even and \( 6 \leq m \leq n \), we have \( s_f(K_{m,n}) = m + 3 \). When \( m \) is odd and \( 3 \leq m \leq n \) the results are summarized by Equations 3.2 and 3.3. The gaps in Equations 3.2 and 3.3 may be large depending on \( m \) and \( n \). The fast search number of \( K_{m,n} \) can be further studied to revise these lower and upper bounds. It remains open to reduce these gaps to a small constant which does not depend on \( m \) and \( n \).

It would also be interesting to investigate the fast search number of other classes of graphs, such as Cartesian products. In particular, the bounds given in Example 8 for grids may be improved. Besides the fact that much is known about the search number of these graphs, knowing the fast search number will allow us to examine cost functions as well.

Theorem 31 implies that the FAST SEARCHING problem is linear when restricted to trees [18]. Theorem 30 states that the fast search number of a tree can be found from its degree sequence.

We have the following conjecture.

**Conjecture 1** FAST SEARCHING problem is NP-complete for general graphs.

We can consider variants of fast searching. In fast searching each edge may only be traversed once. In another model, one can consider the case, where for a given
positive integer $k$, each edge of a previously specified subset of edges may be traversed at most $k$ times. This scenario is applicable, for instance, to graphs with a small sized cut set which divides the graph into two almost equal size parts. Another variant of the problem may specify the searchers' start vertices.

Chapter 4 is devoted to characterization of forbidden minors for a 4-searchable graph. The characterization for $s(G) \leq k$ is not known for any fixed $k \geq 4$ [37]. Theorem 40 gives the complete list of forbidden graphs and characterizes all biconnected 4-searchable outerplanar graphs. However we only have partial results on the obstruction set for a 2-outerplanar 4-searchable graphs. One future direction is to complete this set.

We further have the following conjecture.

**Conjecture 2** If $G \in O[1,k]$ and $10 \leq k$, then $G$ is not a forbidden minor for a 4-searchable 2-outerplanar graph. Equivalently,

$$F \cap O[1,k] = \emptyset, \forall k \geq 10.$$ 

It would be interesting to know whether or not there are forbidden minors for biconnected $k$-outerplanar 4-searchable graphs for $k \geq 3$ that do not contain any graph in the obstruction set of outerplanar or 2-outerplanar 4-searchable graphs.

Once the biconnected forbidden minors are known, to complete the characterization it remains to find out where the graphs with a smaller search number can be attached. This is much simpler than finding the obstruction set.

### 5.2 A Future Direction

As a future direction of edge searching we consider edge searching of circulant graphs of prime order and state our conjecture. Let $p$ be a prime number and consider the
circulant graph $\text{circ}(p, S)$ where $S \subseteq (\mathbb{Z}_p \setminus \{0\})$. Thus the computations are done modulo $p$.

Notice that $\text{circ}(p, S)$ is a Hamiltonian cycle when $|S| = 2$. Thus $s(\text{circ}(p, S)) = 2$ if $|S| = 2$ and $3 \leq p$. Nevertheless, the calculation of the search number of $\text{circ}(p, S)$ gets complicated rapidly as the size of the set $S$ increases.

For brevity, we denote a circulant graph $G = \text{circ}(p, S)$ with connection set $S = \{a, -a, b, -b\}$ as $\text{circ}(p; a, b)$, where $1 \leq a < b \leq \frac{p-1}{2}$.

Consider $\text{circ}(p; a, b)$. Place $2b$ searchers on the following vertices: $v_1, v_2, \ldots, v_b$ and $v_{n-b+1}, v_{n-b+2}, \ldots, v_n$. Label these searchers as $\sigma_1, \sigma_2, \ldots, \sigma_{2b}$ respectively. Place $\sigma_{2b+1}$ on $v_1$ and clean all the edges with both end vertices in $\{v_{n-b+1}, v_{n-b+2}, \ldots, v_n, v_1, v_2, \ldots, v_b\}$. The only contaminated edge incident to $v_1$ is $v_1v_{b+1}$, thus let $\sigma_1$ slide along this edge and clean $v_1$. Next let $\sigma_1$ clean all the edges with both end vertices in $\{v_{n-b+1}, v_{n-b+2}, \ldots, v_n, v_2, \ldots, v_b, v_{b+1}\}$. Now $\sigma_2$ can slide along $v_2v_{b+2}$ and clean $v_2$. We clean $v_1, v_2, \ldots, v_b$ in the same way. We repeat this shifting of searchers on $v_1, v_2, \ldots, v_b$ to $v_{b+1}, v_{b+2}, \ldots, v_{2b}$ for every group of $b$ consecutive vertex and clean.
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the whole graph. Thus we have the following result:

**Theorem 42** If $p$ is a prime number and $1 \leq a < b \leq \frac{p-1}{2}$, then

$$s(\text{circ}(p; a, b)) \leq 2b + 1.$$  

In order to consider isomorphic circulant graphs, we use multiplication in $\mathbb{Z}_p$. Let $f : \{1, 2, \ldots, p\} \rightarrow \{1, 2, \ldots, p\}$ so that $f(n) = (n - 1)a + 1$ where $1 \leq a < \frac{p-1}{2}$. It is a simple observation that $f$ is an isomorphism between $\text{circ}(p; a, b)$ and $\text{circ}(p; 1, c)$ where $1 \leq a < b \leq \frac{p-1}{2}$ and $c = ba^{-1}$. Here $a^{-1}$ denotes the multiplicative inverse of $a$ with respect to the cyclic group $(\mathbb{Z}_p, \cdot)$. Thus for every circulant graph $G$ with connection set of size 4, there exists an integer $c$ where $2 \leq c \leq \frac{p-1}{2}$ such that $G$ is isomorphic to $\text{circ}(p; 1, c)$.

From this argument it follows that the graphs in Figure 5.1, $\text{circ}(17; 3, 4)$ and $\text{circ}(17; 1, 7)$, are isomorphic and thus they have the same search number and this number is bounded above by 9 by Theorem 42.

Furthermore, we can show similarly that for any $k \geq 1$,

$$\text{circ}(p; 1, c) \simeq \text{circ}(p; k, ck).$$

Thus when analyzing the circulant graphs $\text{circ}(p; a, b)$, it is sufficient to look at circulants $\text{circ}(p; k, ck)$ for every $k \geq 1$ and $2 \leq c \leq \frac{p-1}{2}$.

The following conjecture gives a bound on the product of an element of $\mathbb{Z}_p$ and a positive integer less than or equal to the ceiling of the root of $p$.

**Conjecture 3** For every prime $p$ and every integer $i = 1, 2, \ldots, \frac{p-1}{2}$, there exists an integer $j$, $1 \leq j \leq \lceil \sqrt{p} \rceil$ such that either

$$ij \leq \lceil \sqrt{p} \rceil \pmod{p},$$

or,

$$p - ij \leq \lceil \sqrt{p} \rceil \pmod{p}.$$
CHAPTER 5. CONCLUSION AND FUTURE DIRECTIONS

We have a Maple code that minimizes the maximum desired product. This ongoing code shows that Conjecture 3 holds for up to the 6000th prime. Thus by Theorem 42 and the isomorphisms we have given, the following is true for the first 6000 primes:

\[ s(\text{circ}(p, S)) \leq 2\lceil \sqrt{p} \rceil + 1 \]  \hspace{1cm} (5.1)

for every circulant graph, \( \text{circ}(p, S) \), where \( S \subseteq (\mathbb{Z}_p \setminus \{0\}), |S| \leq 4 \).
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