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Abstract 

Elastic and structural properties of triangular lattice antiferromagnets CuCr02 , CuFe02 , 

and CuCrS2 were investigated to elucidate the role played by spin-phonon coupling in the 

magnetic and multiferroic properties of a large class of triangular latt ice antiferromagnets. 

Using Brillouin scattering, five of six elastic constants of CuCr0 2 are determined at room 

temperature. Low temperature elastic properties of CuCr02 are extensively investigated with 

the ultrasonic pulse echo method. According to these measurements, the elastic constants 

Cn , C44, and C66 show softening as the temperature is reduced down to the antiferromagnetic 

transition temperature TN1 = 24.3 K. The Landau analysis of the ult rasonic data indicates 

a first order pseudoproper ferro elastic transition at T Nl , where magnetic moments can act 

as a secondary order parameter. The transition corresponds to a structural change from the 

tetragonal point group 3m to the monoclinic point group 2/ m. In addition, the symmetry 

lowering at TNl seems to aid the spin-driven ferroelectricity below TN2 = 23.8 K, at which 

the crystal symmetry should change from 2/ m to 2. The existence of TN2 is confirmed by 

simultaneous measurements of the dielectric constant E[uo) and acoustic modes . 

Unlike CuCr02 , isostructural CuFe0 2 seems to show a second order 3m -'- 2/m fer­

roelastic transition coincident with the antiferromagnetic transition at TN1 = 14 K [1] . In 

order to confirm if the t ransition is second order, Brillouin scattering measurements were 

performed on CuFe0 2 . Due to the opacity of CuFe0 2 , Brillouin spectra show only surface 

acoustic modes for waves propagating in the x y and xz planes. The velocity of the modes 
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depends on the elastic constants c44 and c33 . 

Raman measurements were performed to possibly determine if the ferroelastic transitions 

at TN1 in CuFe02 and CuCr02 and the R3m _____.;. Cm structural and antiferromagnetic 

transition at TN = 38 K in another geometrically frustrated magnet, CuCrS2, are driven 

by a soft optic mode. Based on these measurements, the temperature dependencies of 

all modes in CuCr02, CuFe0 2 and CuCrS2 are attributed to anharmonic phonon-phonon 

interactions. Therefore, Raman modes in CuCr02 and CuFe0 2 cannot account for t he 

ferroelastic transit ions observed at T Nl, leaving the driving mechanism of the ferroelastic 

transit ions uncertain. Similarly, measurements on CuCrS2 does not reveal any soft optic 

modes. 

Finally, simultaneous measurements of the dielectric constant and acoustic velocities of 

CuCr02 were performed to determine the magnetic phase diagram of CuCr02 for magnetic 

fields along the [110] and [liO] directions (hexagonal setting). For magnetic fields parallel to 

the [liO] direction the dielectric constant and acoustic modes show an anomaly at H flop rv5 

T between 2 K and 23.7 K, which correspond to a 90° flop in the spin-spiral plane and electric 

polarization. The anomaly observed in the longitudinal acoustic mode propagating in the 

basal plane is attributed to the field dependence of magnetic susceptibility. Measurements 

performed with magnetic fields parallel to the [110] direction suggest a reorientation in the 

spin-spiral plane. 

T he ferroelastic transition, coincident with the antiferromagnetic transition at TN 1 in 

CuCr02 a.s well as acoustic anomalies at the spin flop transition clearly indicate that mag­

netoela.stic coupling has a. strong impact on the magnetic and multiferroic properties of 

CuCr02. For a complete understanding of the role of magnetoelastic coupling on these 

properties in CuCr02 and a. large class of triangular lattice antiferroma.gnets, results on the 

ultrasonic velocity measurements on CuCr02 have to be analyzed using a Landau model that 

includes magnetoela.stic coupling terms as well as the coupling between the order parameter 
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and magnet ic moments. 
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Chapter 1 

Introduction 

In the past 20 years, multiferroics have received considerable attention due to their funda­

mental magnetic and electric properties, as well as their potential applications. A material 

is called multiferroic if it simultaneously possesses two or more of the ferroic properties: fer­

romagnetism (or antiferromagnetism) , ferroelectrici ty, and ferroelastici ty [ 6]. Ferroelectrics 

and ferroelastics are electric and mechanical analogs of ferromagnets. For example, a fer­

roelastic material is defined as a material in which structural domains can be ordered or 

switched by the application of homogeneous stress [7] . Similarly, in a ferroelectric mate­

rial, ferroelectric domains can be aligned by the application of an electric field. Combining 

two or all of these ferroic properties in one material, as in multiferroics, brings about rich 

fundamental physics. Particularly, coupling between magnetic and electric properties (mag­

netoelectric coupling) makes these materials promising candidates for potential applications 

such as in data storage devices [8, 9, 10, 11]. For example, magnetoelectric coupling can be 

used to design multistate memory devices with electrical writing and nondestructive mag­

netic reading opera tions [12]. Early discoveries of multiferroics included BiFe0 3 , YMn03, 

and BiMn03 [13]. In these materials, ferroelectricity and antiferomagnetism coexist , how­

ever , ferroelectricity appears at much larger temperatures than magnet ism because these two 
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properties appear independently of each other, which leads to weak magnetoelectric coupling 

[13] . These materials are classified as type-I multiferroics [10]. 

Recently, in a new class of magnetoelectric multiferroics, called type-II multiferroics, it 

was discovered that a ferroelectric polarization is induced upon the emergence of a mag­

netic ordering [14, 8]. As a result , the magnetic and electric properties are strongly coupled, 

making possible the electrical control of the magnetic properties, and vice versa [13, 15, 16]. 

Generally speaking, type-II multiferroics can be divided into 2 groups based on the mi­

croscopic mechanism of the multiferroic behavior [10]: materials in which ferroelectricity 

appears as a result of a spiral spin order through spin-orbit interaction, and those in which 

ferroelectricity appears in collinear magnetic structures through exchange striction [10]. Be­

fore explaining the microscopic mechanism of type-II multiferroics , we illustrate the relevant 

magnetic orders in Fig. 1.1. The direction of the expected electric polarization P for each 

magnetic order is depicted with thick arrows, whereas the direction of magnetic modulation 

(i.e. magnetic propagation vector) is represented by qm. If si and sj are two neighboring 

spins on sites i and j, for spiral magnetic orders the cross product of the two spins , Si x Sj , 

defines the direction of the spin rotation axis. If the spin rotation axis is perpendicular to 

the propagation vector qm , the result ing magnetic order is called a cycloidal spiral structure, 

shown in Fig. l.la [15]. If the spin rotation axis is parallel to the propagation vector qm, 

then the magnetic order (Fig. l. l c) is called a proper screw spiral st ructure. In Fig. 1.1 b, 

we also show a collinear spin order in which magnetic moments are parallel (or anti parallel) 

to their nearest neighbors. 

In the first group of type-II multiferroics, a cycloidal spiral spin order (Fig. l.la) as 

in TbMn03 [14] and DyMn03 [17] induces ferroelectric polarization P through the inverse 

Dzyaloshinskii-Moriya (DM) interaction [18, 19] such that 

(1. 1) 
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a)~·qm 

b) i t f t i t f '• qm 

c) 0 e e e e .. p 0 

Figure 1.1: Schematic illustrations of spiral and collinear magnetic orders and induced elec­

tric polarization: (a) Cycloidal spin order where the propagation vector is perpendicular 

to the spin rotation axis can give r ise to polarization through inverse OM interaction . (b) 

4-sublattice collinear spin configuration can give rise to electric polarization P in t he di­

rection of the modulation vector qm. Collinear spin order can induce electric polarization 

t hrough exchange strict ion. (c) Proper screw spira l structure in which t he spin rotat ion axis 

is parallel to t he modulation vector . 
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where e ij is a unit vector connecting two magnetic moments Si and Sj parallel to the prop­

agation vector of the cycloid structure, qmlleij· In this case, the induced polarization is 

perpendicular to both the propagation vector qm and spin rotation axis si X sj (see Fig. 

1.1a). In these materials , due to the correlation between the electric and magnetic degrees of 

freedom, the spontaneous polarization can be controlled by an external magnetic field [14]. 

In TbMn03 , Kimura et al. [14] experimentally observed a 90° flop of the electric polarization 

by applying a magnetic field between 5 T and 9 T along a direction parallel to the cycloidal 

plane. 

In the second group of type-II multiferroics, an electric polarization is induced by a 

collinear spin order through exchange striction (Fig. 1.1 b) [10] . In the collinear tt ..!...!. mag­

netic state offrustrated magnets such as Ca.3Co2_xMnx0 6 [20] and DyFe0 3 [21], the exchange 

striction coupling pulls parallel spins toward each other and pushes away antipara.llel spins, 

breaking the inversion symmetry and producing an electric polarization in the direction of 

the magnetic modulation. Microscopically, the local electric polarization is given by [22] 

( 1.2) 

where the prefactor p 0 (r) depends on the local structure and exists only when the inversion 

center between sites i and j is absent [2] . Since the spatial average of p 0 (r) is zero in 

centrosymmetric materials, ferroelectric polarization can be induced by exchange striction 

only when the modulation in Si · Sj is commensurate with respect to the lattice [2]. 

It is important to note that multiferroics in which ferroelectricity is driven by a collinear 

spin order are rarely discovered [13, 23, 24]. In general, most spin driven mult iferroics have 

a. spiral magnetic order (Fig. 1.1a.) in the multiferroic state [13, 15, 16]. By using simple 

symmetry arguments, we can explain how a. spiral spin order can induce ferroelectrici ty. 

The electric polarization P changes sign on the spatial inversion (r ------t -r) but remains 

invariant on time reversal (t ------t -t) . The magnetization M transforms in the opposite 

4 



2 

1 ?3 

2 

' \ I \ 
1/ \1 3 

Left-handed Right-handed 

Figure 1.2: Geometrical frustration in a t riangular lattice antiferromagnet. 

way. While it remains invariant on spatial inversion, it changes sign on time reversal. Like 

any magnetic order, a spiral magnetic order breaks times reversal symmetry (t -----+ -t) . 

In addition , it also breaks spatial inversion symmetry, because upon the application of the 

spatial inversion , the direction of the rotation of spins in the spiral plane is inverted. Thus, 

in a material in which spins form a spiral order, an electric polarization is allowed [1 3]. This 

makes geometrically frustrated magnets ideal systems for spin-driven ferroelectricity, because 

geometrically frustrated magnets naturally favor noncollinear magnetic orders as discussed 

below. 

Geometrical frustration occurs on a triangular lattice such as shown in Fig. 1.2. In 

Fig. 1.2, magnetic moments (spins) 1 and 2 on the triangular lattice are aligned antiparallel 

to each other. However, t he third magnetic moment cannot be aligned simultaneously an-

tiparallel to the other two magnetic moments. Therefore, in order to remove this ambiguity, 
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the spins adopt a 120° spin configuration and lift the magnetic frustration. In a 120° spin 

structure, neighboring spins are at 120° to each other and the magnetic propagation constant 

is Qm = ~- Depending on the sign of the single-ion anisotropy term D in the Hamiltonian 

H' = - Ds;, there are two types of 120° spin structures. For D < 0, the energy of the 

system is minimized when the spiral plane is perpendicular to the triangular lattice plane 

(easy-axis type) . For D > 0, however , the spiral plane is parallel to the triangular lattice 

plane (easy-plane type) [16]. Moreover, the spin chirality results in two possible chiral do­

mains, left-handed and right-handed , which leads to additional degeneracy in the ground 

state. This geometrical frustration leads to a large number of complex spin configurations 

that occur at low temperatures. 

1.1 Motivation 

Recently, ferroelectricity was observed in several members of geometrically frustrated mag­

nets with the formula AB02. In this chemical formula, A is a nonmagnetic monovalent ion 

such as Cu, Ag, or Li, whereas B is a magnetic trivalent ion such as Fe or Cr. In AB02 

compounds, geometrical frustra tion is due to their trigonal R3m symmetry, which leads to 

interesting spin configurations at low temperatures [3, 25] . Additional studies on CuFe0 2, 

CuCr02, and AgCr02 [26 , 27, 28] show that an electric polarization P ll [110] is only induced 

upon the emergence of a proper-screw spin order (Fig. 1.1). Under this scenario, the usual 

inverse Dzyaloshinskii-Moriya (DM) interaction p rv r i j X (Si X sj ) [18, 19] cannot account 

for the induced polarization because the propagation vector of the spin modula tion is par­

allel to the spin rotation axis (see Eq. 1.1 ). Exchange striction (Eq. 1.2) cannot account 

for the induced polarization either as the magnetic modulation vector in proper screw spi­

rals is incommensurate [2]. An alternative possibility, proposed by Arima et al. [2], is that 

the polarization is induced by the variation of the metal-ligand hybridization. However, 
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ferroelectricity observed in rhombohedral AgCrS2 upon a helical spin order suggests that 

there might be other mechanisms that are also responsible for the induced ferroelectricity in 

these triangular lattice antiferromagnets [29]. This is because the rhombohedral 3m point 

group symmetry (R3m space group) of AgCrS2 , as opposed to centrosymmetric 3m (R3m) 

symmetry implies differences in the cation-anion-cation orbital hybridization and thus in the 

magnetic exchanges [29]. Therefore, even though CuFe0 2 and CuCr02 represent spin-driven 

ferroelectrics, the mechanism leading to magnetoelectric coupling in these compounds is still 

uncertain. In the case of CuFe0 2 , it is pointed out that spin-lattice coupling is crucial in 

the stabiliza tion of the magnetic states at zero field [1 , 30, 31 , 32]. At TN1 = 14 K, an 

R3m -' C2/m structural t ransition occurs in coincidence wi th an antiferromagnetic transi­

tion [30]. More importantly, sound velocity measurements and the analysis with a Landau 

model show strong evidence for an R3m-' C2/ m ferroelastic t ransit ion at TNl , indicating 

that the magnetic transitions are stabilized by ferroelastic deformations [1, 31]. Thus, un­

derstanding the elastic propert ies of CuFe0 2 and CuCr02 might help to elucidate the role 

played by the spin-la ttice coupling in the magnetic and magnetoelectric properties of this 

class of frustra ted systems. T he comparison between these two isostructural compounds is 

particularly relevant as their magnetic ground states are different . While CuCr02 shows 

the magnetoelectric multiferroic behavior in its ground state below TN2 = 23.6 K [26, 27], 

CuFe02 goes into this state under a magnetic field applied along the c axis [28]. T herefore, 

we further investigated the ferroelastic transition at TNl in CuFe0 2 and extensively studied 

the elastic properties of CuCr02 . 

In the case of CuFe0 2 , according to the Landau model [1] the t ransverse acoustic mode 

propagating along the x axis with a polarization along the y axis , TxPy, should show complete 

softening at TNl · The temperature dependence of this mode, based on ultrasonic velocity 

measurements [1] is depicted in Fig. 1.3 with continuous lines whereas the prediction of t he 

model is shown with a dashed line. As shown in Fig. 1.3, due to large acoustic attenuation, 
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Figure 1.3: Relative velocity variation of t he soft acoustic mode TxPy in CuFe02 as a function 

of temperature. Reprinted figure with permi sion from [ G. Quirion , M. J. Tagore , M. L. 

Plumer , 0. A. Petrenko, Phys. Rev. B 77, 094111 (2008)]. Copyright (2008) by the 

American Physical Society 
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the complete softening on the t ransverse mode TxPy could not be observed. Therefore, we 

performed Brillouin scattering measurements on CuFe02 to determine if this mode shows 

complete softening. Brillouin scattering was performed for the first time on this compound 

to probe the elastic properties. 

For CuCr02, magnetostriction measurements show evidence for structural deformations 

at TNl = 24.3 K, coincident with an antiferromagnetic transition [33]. Considering that 

CuCr02 is isostructural to CuFe02 at room temperature, CuCr02 might also undergo a 

ferroelastic transition at T Nl · However, the elastic properties of Cu Cr02 are lacking in the 

literature. Thus , in order to possibly determine ferroelasticity in CuCr02, we investigated 

the elastic properties of CuCr02 using the ultrasonic pulse-echo method as a function of tem­

perature. In addition , for comparison we performed Brillouin scat tering measurements clown 

to 30 K For further investigation of magnetoelastic coupling, as well as magnetic and multi­

ferroic properties in CuCr02, we performed ultrasonic velocity and dielectric measurements 

under a magnetic field parallel to the [liO] and [110] directions. With these measurements, 

we also determined the magnetic field vs temperature phase diagram of CuCr0 2 for fields 

applied along the [1IO] and [110] directions. 

According to group theory [34], the order parameter of an R3m ----' C2/m ferroelastic 

transition belongs to the E9 irreducible representation of the trigonal R3m space group. 

Even though ferroelasticity below TNl in CuFe0 2 is confirmed with ultrasonic velocity mea­

surements [1], the order parameter of the ferro elastic transition is still not known. If the 

order parameter is the spontaneous strains, the transition is called a proper ferroelastic tran­

sition and the elastic constants show a linear temperature dependence [35, 36, 37]. Due to 

the nonlinear temperature dependence of the acoustic modes in CuFe02 (Fig. 1.3) [1], the 

transition is identified as pseucloproper ferroelastic, which means that the order parameter is 

not the spontaneous strains but has the same symmetry properties [1, 35]. In this case, bilin­

ear coupling between the order parameter and the spontaneous strains gives rise to complete 
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softening on the soft acou tic mode associated with the spontaneou strains. For CuFe0 2, 

one would expect that the magnetic moments could be associated with the order parameter, 

however, bilinear coupling between the magnetic moments and strains is not allowed clue to 

time reversal symmetry. One possibility i that the t ransition is driven by a Raman-active 

E9 mode as in other p eucloproper ferroelastic materials [5 , 38, 39, 40] . Thus, we performed 

Raman scattering mea urements on CuFe0 2 and CuCr02 to test thi · po sibility. While 

unpolarizecl Raman scattering measurement on CuFe02 were performed between 80 K and 

400 K [41], measurements investigating the antiferromagnetic and structural transition a t 

low temperatures are still lacking. In the case of CuCr02, only room temperature Raman 

measurements on polycrystals have been reported [42, 43, 44, 45]. Thus, our Raman mea­

surements repre ent the first polarized Raman investigation of both CuFe0 2 and CuCr02 as 

well as the first investigation of phonon behavior at low temperatures. Results were recently 

published [46]. 

In order to expand our study to a larger class of geometrically frustrated systems, we 

also studied CuCrS2 which belongs to the trigonal R3m space group at room temperature 

[47, 48] . CuCrS2 i possibly a spin-driven ferroelectric material, as in the sister compound 

AgCrS2 a ferroelectric polarization is induced upon a helical magnetic ordering below TN 

= 38 K [29] . Similar to CuFe02 [1] and possibly CuCr02 [33], CuCrS2 and AgCrS2 un­

dergo an R3m ----' Cm structural transition at the antiferromagnetic transition temperature 

T N rv40 K, indicating a strong magnetoelastic coupling [29, 47, 48]. According to the Aizu 

classification of ferroic materials [7, 49] an R3m ----' Cm structural transit ion can be fer­

roelastic and simultaneously ferroelectric. Thus, CuCrS2 is an ideal compound to study the 

role of magnetoelastic coupling in the magnetic and multiferroic properties of geometrically 

frustrated magnets. Unfortunately, clue to the opacity and the pla telet structure of CuCrS2 

samples, vvhich made it difficult for sample preparation for measurements in the x and y 

axes, we could not perform ultrasonic velocity and Brillouin scattering measurements on 
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this compound. However, we were able to perform Raman scattering measurements to de­

termine if the order parameter of the R3m --'- Cm structural transition is associated with 

an E symmetry optical mode [34, 50]. Raman measurements were previously performed on 

single crystals of CuCrS2 down to 80 K [51]. As a result , our measurements provide Raman 

data lacking at low temperatures. 

1.2 Thesis outline 

This thesis consists of 10 chapters. In Chapter 2, the topic of discussion is the main structural 

and ferroic properties of CuFe0 2 , CuCr02 , and CuCrS2 . Chapter 3 is devoted to the optical 

indicatrix for uniaxial crystals and theory of inelastic light scattering, where Brillouin and 

Raman scattering are discussed in detail. In Chapter 4, the theory of static and dynamic 

elasticity is discussed . The solut ions of Christoffel's equat ion for the trigonal 3m point 

group are also given. Chapter 5 provides a detailed description of the experimental setups 

for the ultrasonic pulse echo method , dielectric measurements, and Brillouin a.nd Raman 

scattering. In Chapter 6, Brillouin scattering measurements on CuFe0 2 and CuCr02 are 

presented. Brillouin measurements on both CuFe02 and CuCr02 were performed at room 

temperature and low temperatures. With the room temperature measurements on CuCr02 , 

the elastic constants and refractive indices of CuCr02 were determined. In Chapter 7, the 

elastic properties of CuCr02 obtained using the ultrasonic pulse-echo method are presented. 

In addition , the magnetic phase diagram of CuCr02 is determined for fields parallel to the 

[liO] and [110] directions based on the simultaneous measurements of the ultrasonic velocities 

and the dielectric constant along the x axis Ex ( E[uo] in hexagonal setting) . Chapter 7, a 

comparison of the elastic properties of CuCr02 obtained using the ultrasonic pulse-echo 

method and Brillouin scattering is also made. In Chapter 8, a Landau model that accounts for 

the elastic properties of CuCr02 is presented. In Chapter 9, Raman scattering measurements 
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on CuFe02 , CuCr02 , and CuCrS2 as a function of temperature are presented . Finally, a 

summary and conclusions are made in Chapter 10. 
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Chapter 2 

Properties of CuFe02, CuCr02, and 

In this chapter, we present the main structural and ferroic properties of CuFe0 2 , CuCr02, 

and CuCrS2. 

2.1 CuFe02 and CuCr02 

CuFe02 and CuCr02 crystallize into the delafossite (R3m) structure at room temperature 

with the lattice constants a = b = 3.03 A, c = 17.09 A for CuFe0 2 [52] and a = b = 2.98 

A, c = 17.11 A for CuCr02 [25]. The delafossite structure is illustrated in Fig. 2.1 , where 

nonmagnetic monovalent Cu ions and magnetic trivalent Fe or Cr ions are represented by 

green and orange spheres, respectively. ABC stacked triangular layers of Fe or Cr ions are 

separated by 0 -Cu-0 tri-layers. 

Fig. 2.2 illustrates a triangular lattice plane of Fe+3 or Cr+3 ions between two oxygen 

layers and the symmetry operations of the delafossite R3m space group. The atomic po­

sit ions and symmetry operations are given with respect to the hexagonal and Cartesian 
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Figure 2.1: Crystal structure of delafossite CuFe0 2 and CuCr0 2 . Reprinted with permission 

from [T. Arima, J . Phys. Soc. Jpn. 76, 073702 (2007)] . Copyright (2007) by T he Physical 

Society of J apan. 
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Figure 2.2: The projection of a triangular lattice layer of Cr or Fe ions and two adjacent 

oxygen layers along the c direction and symmetry operations of R3m space group. a, b, c, 

[110] and [llO] designate the directions in the hexagonal basis. In Cartesian coordinates, x 

andy axes are defined parallel to the [110] and [li O] directions of the hexagonal coordinates. 

Large circles represent the magnetic Cr or Fe ions. Small filled and open circles represent 

oxygen ions located above and below the Cr or Fe layer , respectively. Thin lines and a 

triangle with a small white circle at the cent ral Cr or Fe ion indicate mirror planes ( m ) 

and a three-fold rotation axis with an inversion center normal to the plane of projection, 

respectively [2]. 
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coordinates.Throughout the thesis, we will use both Cartesian and hexagonal coordinates 

depending on their convenience. The labels a, b, c, [110], and [11 0] designate the crystallo­

graphic directions in the hexagonal basis, whereas x, y and z correspond to those in the 

Cartesian coordinates. The axes :r, y , and z are respectively parallel to the [110], [110], 

and c directions of the hexagonal basis. Large circles represent the magnetic Fe or Cr ions, 

whereas small open and filled circles represent oxygen ions located above and below the Fe 

or Cr layer, respectively. The symmetry operations of the R3m space group are also shown 

in Fig. 2.2. Thin lines and a triangle with a small white circle at the central Cr or Fe ion 

indicate mirror planes ( m) and a three-fold rotation axis with an inversion center normal to 

the plane of projection while twofold rotation axes are shown with black arrows. To summa­

rize, the symmetry operations associated with the R3m space group are a spatial inversion, 

a threefold rotation about the c axis, twofold rotations about the a, b, and [110] axes, and 

mirror planes perpendicular to the twofold rotation axes. 

Although CuFe02 and CuCr02 are isostructural at room temperature, their magnetic 

properties at low temperatures are quite different. Because Cu+ and o-2 have filled shells, 

differences in the magnetic behavior of CuFe02 and CuCr02 can be attributed to the mag­

netic ions: Fe+3 (3d5
, L = 0, S =~)and Cr+3 (3d3

, L = 3, S = ~) . In particular , no spin-orbit 

interaction is expected in isolated Fe+3 ions since L = 0, whereas spin-orbit interaction is 

allowed in Cr+3 as L = 3. 

T he magnetic properties of CuFe0 2 are well known and were studied by various groups 

[1 , 53, 28, 52]. In Fig. 2.3, we show the magnetic phase diagram of CuFe02 obtained using 

the ultrasonic pulse-echo method [3]. In contrast to other triangular lattice antiferromagnets, 

such as CuCr02 , LiCr02 , and AgCr0 2 [26, 54], CuFe0 2 shows a collinear commensurate four­

sublattice (tt .j,..j,.) magnetic structure in its ground state below TN2 = 11 K [3, 28 , 52] (see 

Fig. 2.3) . Note that on a triangular lattice spins normally adopt a "'120° spin configuration 

in order to lift the degeneracy. Between TN2 = 11 K and TNl = 14 K, Fe+3 ions order 
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Figure 2.3: Figure is from Quirion et a l. [3] . Magnetic field vs. temperature phase diagram 

of CuFe02 . Reprinted with permission from [G. Quirion, M. L. Plumer , 0. A. Petrenko, G. 

Balakrishnan, and C. Proust, Phys. Rev. B 80, 064420 (2009)]. Copyright (2009) by the 

American Physical Society. 
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into a n incommen urate sinusoidally a mplitude-modulated spin configuration again with t he 

magnetic moments a long the c axis [3, 53]. By t he application of a magnetic field a long t he 

c axis, CuFe02 shows rich magnetic propert ies [3, 28, 52, 53]. Fields between 7 T and 13 

T stabilize a proper screw spira l spin configuration. A top view sketch of t his spin ordering 

is presented in Fig. 2.4. In this pha..se, t he magnetic wave vector ( Cim ) is along t he [110] 

direction (hexagonal ba..s is) and normal to the spin-spiral plane (ea..sy axis) [3, 28, 55, 56]. The 

green arrow indicates the direction of an electric polarization which is discussed in the next 

sect ion . T he application of la rger magnetic fie lds resu lt in t he fo llowing spin configurations: 

a collinear 5-sublattice (ttt.J...J.. state with S //c) for 13 T < H < 20 T , a collinear 3-sublattice 

(tt .j..) structure with S 1/c for 20 T < H < 34 T , a canted 3-sublattice state for 34 T < H < 

49 T followed by a nonlinear incommen urate spin-Aop phase which is clo e to the 120° spin 

structure [3, 57]. The magnetization value saturates above 70 T [3, 56]. 

[11 0] CuFe0
2 

and CuCr0
2 

'----~~ P II qm II [110] 

F igure 2.4: A top view sketch of t he proper screw spin structure for an arbitra ry propagation 

constant qm and t he direct ion of t he spontaneous polarization observed in CuFe02 and 

C uCr0 2. 
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The other delafossite compound studied in this project is CuCr02 for which the number 

of transitions is still not clear. In a recent single crystal study by Poienar et al. [58], specific 

heat , magnetic susceptibility, dielectric, polarization, and resistivity measurements show only 

one transition at TN rv 24 K. In addition , there are a number of measurements on CuCr02 

polycrystals [25, 26, 59, 60] which show only one transit ion at TN ::::::24 K. However, single 

crystal studies by [27] and Frontzek et al. [61 , 62] show evidence of transitions at TNl = 24.3 

K and TN2 = 23.6 K. In t hese measurements , the dielectric constant and electric polarization 

indicate TN2 [27] while magnetic susceptibility [27, 61 , 62] and specific heat [27] measurements 

show transitions at TN1 and TN2 . In any case, neutron diffraction measurements [62, 63, 64] 

show that the magnetic order in t he ground state of CuCr02 is an incommensurate proper 

screw spin structure with qm II [110] (hexagonal basis) below TN2 . This spin configuration is 

very similar to the one observed in CuFe02 between 7 T and 13 T (see Fig. 2.4), however, the 

propagation constants of the magnetic modulations in CuCr02 and CuFe02 are different. 

CuCr02 adopts an almost 120° spin structure with qm = 0.329 in CuCr02 [25]. On the other 

hand , the propagation constant of the magnetic modulation in CuFe02 is qm = 0.207 [65]. 

Between TN1 and TN2 , t he magnetic order is ambiguous. While Kimura et al. [27] suggest a 

collinear spin structure with the magnetic moments parallel to the c axis, Sll c, Frontzek et 

al. [62] interpret the magnetic order as a two dimensional proper screw spin structure based 

on their neutron diffraction measurements. 

Magnetization measurements on CuCr02 with fields applied up to 53 T along the [liO] 

(hexagonal basis) direction show only one first order magnetoelectric transition at low tem­

peratures [61 , 4, 66]. The transition is observed at 2 K with a field of H ftop = 5.3 T and is 

attributed to a 90° spin flop in one of the 3 magnetic struct ural domains from the (110) plane 

to the (flO) plane [64, 4, 66]. The magnetic structural domains are illustrated in Fig. 2.5 

and are labeled as A , B , and C. Spin-spiral planes are perpendicular to the triangular lattice 

and represented by thick blue lines. The domains are oriented at 120° relative to each other 
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due to threefold symmetry of CuCr0 2 along the c axis. It is emphasized t hat domains B 

and C should undergo a spin flop t ransition at a field much larger t han 9 T [4] . In that case, 

t he spiral plane of each domain will be in t he (ITO) plane. In addition , it is suggested that 

a large magnetic field a long t he [110] direction would align the spira l plane of each domain 

in the (110) plane [4]. 

2' 

CuCr0
2 

T<T 
N2 

H 11[110] 

2' 

m' 
A' 

[11 0] 

Figure 2.5: Spin-spiral domains A, B , and C in t he mult iferroic phase of CuCr02 below 

TN2 = 23.6 K and the t ransit ion of domain A into domain A' at 2 K wi th H 1y0 = 5.3 T [4]. 

Thick lines denote the spiral plane. 
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2.1.1 Ferroelectricity and magnetoelectric coupling in CuFe02 and 

CuCr02 

Even though CuFe0 2 and CuCr02 have different magnetic properties, a proper screw spin 

structure is stabilized in both compounds with the magnetic propagation vector along the 

[110] direction [28, 26, 27, 64]. Strikingly, upon the stabilization of the proper screw spin 

ordering in both compounds, an electric polarization P , represented by a. green arrow in 

Fig. 2.4, is induced in the direction of the magnetic modulation (along the [110] direction) 

(P II%nll[110]). Hence, CuFe02 and CuCr02 are ma.gnetoelectric multiferroic in the proper­

screw spin state. 

The ferroelectricity induced upon a proper-screw spin ordering can be explained from the 

viewpoint of magnetic symmetry [2]. Fig. 2.2 illustrates a. triangular lattice plane of Fe+3 or 

Cr+3 ions between two oxygen layers and the symmetry operations of the delafossite R3m 

space group. Representing Qm as (q, q, 0) for the antiferromagnetic phases, either a collinear 

or a. spiral spin configuration breaks the threefold rotation about the c axis and twofold 

rotations along the a and b axes. In this case, the symmetry should change to monoclinic a.s 

the remaining symmetry operations are spatial inversion, two-fold rotation about the [110] 

axis and a. mirror plane normal to the [110] axis. Moreover , the proper screw spin order 

breaks the inversion and mirror operations; therefore, the only allowed symmetry operation 

is a 2' rotation , which is a time reversal operation followed by a twofold rotation about the 

[110] axis. As the crystal lattice has no twofold symmetry perpendicular to Qm , the system 

can be polar in the 2' direction ( [110] axis), allowing the ferroelectric polarization in the 

sam e direction with Ejjqm [2]. 

For CuCr02 , upon the 90° flop of the spiral plane in domain A (Fig. 2.5), the electric 

polarization also flops as shown in A' [64, 4, 66] , demonst rating that the electric polarization 

is induced by the proper screw spin structure. 
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A microscopic origin for the spontaneous polarization induced by a proper screw magnetic 

order is proposed by Arima et al. [2] . The term thought to be responsible [22] originates 

from the variation of the metal-ligand (3d - 2p) hybridization, which imbalances the charge 

transfer between neighboring Fe-0 pairs. As a result, a net polarization is induced along 

the direction of the magnetic modulation parallel to the [110] direction [2]. We should note 

that upon doping the Fe sites with Al [67, 68], Ga [69], or Rh [65], the multiferroic phase 

of CuFe0 2 appears at zero field as in CuCr02 . In Al-doped CuFe02 [68] and CuCr02 [64], 

a direct relationship between the spin helicity and the direction of electric polarization was 

observed, which is in agreement with the prediction of the proposed microscopic mechanism 

[2]. 

2.1.2 Ferroelasticity in CuFe 0 2 

Besides its rich magnetic phase diagram, CuFe02 has interesting structural properties. At 

T Nl , neutron [30] and x-ray [55] diffraction measurements show that CuFe0 2 undergoes a 

structural transition from the trigonal R3m phase to the monoclinic C2/ m phase. In addi­

tion , ultrasonic velocity measurements on CuFe0 2 [1] indicate a second order pseudoproper 

ferroelastic transition at Tf\/1 . According to these measurements [1], some acoustic modes 

show softening down to TN 1 , which correspond to a reduction in the elastic constants C11 , 

C44, and C66 relative to high temperatures. In particular, the softening observed on the 

acoustic modes TxPy and TyPx corresponds to a 50% reduction in the elastic constant C66 

relative to 100 K (see Fig. 1.3) [1] . 

Recent studies on the isostructural compound CuCr02 show evidence for a structural 

transition at TNl [4, 66]. An indirect indication of a structural transit ion in CuCr02 is pro­

vided by neutron diffraction measurements on Al- [70] and Ga-doped [69] CuFe0 2 which show 

multiferroicity in its ground state upon a proper screw ordering. These studies show that 
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the proper screw state is accompanied by a lattice distortion leading to a deformation in the 

triangular lattice [69, 70] . Moreover, magnetostriction measurements on CuCr02 show that 

the Cr triangular lattice is deformed at TNl leading to a lowered crystallographic symmetry 

at TNl [33] . These results are supported by recent electron spin resonance measurement 

which have been model d with a 118° spin configuration on a distorted Cr triangular lattice 

[66]. As a result , since CuCr02 is isostructural to CuFe0 2 at room temperature, it might 

also undergo an R3m----" C2/m pseudoproper ferroelastic transition at T NJ· Whether or not 

CuCr02 is ferroelastic below TN1 is still an open question. 

2.2 Structural and magnetic properties of CuCrS2 

Another triangular latt ice antiferromagnet studied in this project is CuCrS2 , which drew 

attention as an ionic conductor [71] and a geometrically frustrated antiferromagnet [48, 47] . 

It also has a trigonal structure at room temperature, however the CuCrS2 lattice lacks 

inversion symmetry, therefore, it crystallizes into the trigonal R3m space group with the 

lattice constants a = b = 3.48 A, c = 18.72 A[47]. 

Low temperature structural and magnetic properties of CuCrS2 were investigated by 

neutron diffraction measurements [48]. Despite the quasi-two-dimensional layered structure 

of CuCrS2, earlier neutron diffraction measurements reveal a complex three dimensional 

helical magnetic order below TN = 38 K [48] . Recent neutron measurements confirm the 

three-dimensional order with a propagation vector qm = ( - 0.493, - 0.087, 1.25) [47] . In 

addition to the helical order at TN = 38 K [47, 48], these measurement · also show a first 

order structural transition from the trigonal R3m pace group to the monoclinic Cm space 

group [47] . According to the Aizu classification of ferroic materials [7, 49], an R3m ----" Cm 

structural transition, as observed in CuCrS2 [4 7], can result in ferroelastic and simultaneously 

ferroelectric behavior. However, for CuCrS2 there is no reported ferroelastic and ferroelectric 
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behavior in the literature. Therefore, addit ional studies are still required for CuCrS2 . 
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Chapter 3 

Theory of light scattering 

The propagation characteristics of electromagnet ic waves depend on the optical properties 

and physical structure of the medium. Therefore, we first discuss propagation of monochro­

matic plane waves in isotropic and anisotropic media. Then, we discuss theory of light 

scattering from solids. Wave and part icle pictures of both Brillouin scattering and Raman 

scattering are discussed in detail and related derivations are presented. 

3.1 Propagation of plane waves in anisotropic media 

In this section , we mostly follow the discussion of the books Lasers and Electro-Optics by 

Davis et al. [72] and Photonic Devices by Liu et al. [73]. For a more comprehensive discussion 

of propagation of monochromatic plane waves , one can refer to either book [72 , 73]. Let us 

first consider the propagation of a monochromatic plane wave in free space. The plane wave 

has the form 

E = Eoei(kr-wt), (3.1) 

with an electric field E of magnitude lEal, an angular frequency w and a wave vector k. 

The polarization of the wave is specified by the direction of E . In free space, the magnit ude 
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of the wave vector k , called the propagation constant , is g1ven by k = wJIIOEO, where 

Eo and f-Lo correspond to the electric permittivity and magnetic permeability of free space, 

respectively. Thus , the phase velocity of the plane wave, or the speed of light, in vacuum, is 

co = 1/ JIIOEO. When the plane wave enters an isotropic medium, its wave vector is modified 

due to a change in electric permittivity. In the rest of the thesis, the wave vector of a plane 

wave in any medium is indicated by K whereas the corresponding wave vector in free space 

is indicated by k. Here, we assume that the medium is nonmagnetic, therefore, the magnetic 

permeability is the same as it is in free space, f-Lo · If E represents the electric permittivity of 

the medium, the propagation constant K of the plane wave is given by 

wn 21rn 
f{ = wJ!iOE = - = kn = - , 

co A 
(3.2) 

where 

n=/E (3.3) 

is the index of refraction, or the refractive index, of the medium and A is the wavelength 

of the plane wave in free space. The ratio Er = E/ Eo is a measure of the change of electric 

permittivity relative to free space, called the relative electric permittivity or the dielectric 

constant. In a medium which has a refractive index n, the angular frequency of the plane 

wave is still w, but its wavelength is Ajn and the speed of light is c = c0 jn . Note that the 

electric permittivity, and therefore the refractive index n, are functions of frequency. Thus, 

the speed of light is weakly frequency dependent. In isotropic materials, the relative electric 

permittivity can be represented by a scalar. In this case the electric displacement vector and 

1-1ssociated electric field are parallel, 

(3.4) 

which imposes that the propagation characteristics of electromagnetic waves are independent 

of their propagation direction in isotropic media. 

26 



In anisotropic materials , the relative electric permitt ivity is expressed by the dielectric 

tensor Er , 

Eu E12 E13 

Er = E12 E22 E23 

E13 E23 E33 

(3.5) 

where Eij corresponds to the dielectric constant in the i-th row and j-th column of the di-

electric tensor. Therefore, in general D and E are no longer parallel because they are related 

by the dielectric tensor as D = EoErE· In this case, the propagation characteristics of elec­

tromagnetic waves depend on the direction of propagation due to the symmetry properties 

of anisotropic materials. The dielectric tensor in Eq. 3.5 belongs to triclinic crystals. The 

number of independent elements in the dielectric tensor can be further reduced for crystals of 

higher symmetry since physical properties of a. crystal remain invariant under its symmetry. 

For example, for a. monoclinic crystal, application of a. twofold rotation along the z axis in 

Eq. 3.5 will leave only the diagonal elements and E12 . In general, for any given anisotropic 

crystal, there is a unique set of coordinate axes which dia.gonalize Er with eigenvalues Ex, Ey , 

and Ez [72 , 73]. These axes are called the principal axes of the material. The components of 

the electric displacement vector D with respect to the electric field E along these axes are 

related by 

(3.6) 

The eigenvalues Ex, Ey , and Ez of the dielectric constant tensor are called the principal dielec­

tric constants. They define three principal refractive indices of the material 

(3.7) 

In trigonal, hexagonal, and tetragonal crystals, the physical propert ies are invariant under a 

threefold , sixfold and fourfold rotation along the z axis, respectively. Therefore, for crystals 
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of trigonal, hexagonal, and tet ragonal symmetry, the dielectric tensor (3.5) reduces to 

c:u 0 0 

0 c:u 0 (3.8) 

0 0 t33 

with corresponding principal refractive imlices 

(3.9) 

In the case of cubic crystals, the application of a 4 fold rotation along the [111] direction 

reduces the dielectric tensor to only three diagonal elements with the same value, c:11 , which 

defines one distinct refractive index, n = JEll. Therefore, cubic crystals behave like isotropic 

media in terms of t he propagation of plane waves. However , in crystals of lower symmetry, 

D and E are no longer parallel as d ictated by Eq. 3.5 and the direction of polarization is 

specified by the direction of the D vector. Since D l_ K due to the Maxwell equation \7 · D = 0 

in the absence of free charges, D has no component along the direction of the wave vector 

and D has two allowed mutually orthogonal components. In anisotropic materials , each 

component generally experiences a different index of refraction and therefore has a different 

propagation constant (see Eq. 3.2). This phenomenon is known as birefringence and such a 

crystal is called a biref ringent crystal [73]. 

To clarify birefringence, consider a monochromatic plane wave propagating with an ar­

bitrary polarization propagating along the y axis in a birefringent material. Then, t he field 

will be decomposed into two modes, each of which has a linear polarization along one of t he 

principal axes x and z . According to Eqs. 3.6 and 3.7, each of these modes has a character­

ist ic refractive index ni and a propagation constant K i = niw / c, where K i is used to specify 

the i-polarized field and does not correspond to a component of the wave vector K. Thus, 

the x-polarized field t ravels with a phase velocity c = c0 /nx whereas t he z-polarized field 

has a velocity of c = c0 /nz. Note that the polarization of the wave depends on the direction 
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of D , and not that of E. In the special case where the plane wave travels along one of the 

principal axes , D and E are parallel [73] . 

Clearly, when a wave enters an anisotropic medium, in an arbitrary direction with an 

arbitrary polarization , the allowed polarizations specified by the components of the D vec­

tor will not necessarily be along the principal axes. In that case, we need to specify the 

polarization directions with respect to the principal axes of the medium to determine the 

refractive indices . This can be done using a geometric figure called the optical indicatri.'E, or 

the index ellipsoid. The equation for the optical indicatrix is given by [72, 73] 

(3. 10) 

where nx , ny , and nz correspond to three principal refractive indices of the material [72, 73]. 

The optical indicatrix allows us to determine the refractive index for monochromatic plane 

waves as a function of the polarization direction. The principal axes of the optical indicatrix 

are oriented such that it is consistent with the symmetry axes of the crystal. In any crystal 

which belongs to cubic, tetragonal, hexagonal, trigonal, and orthorhombic crystal systems, 

the axes of the ellipsoid are parallel to the crystallographic axes [72 , 73] . In a monoclinic 

crystal, one of the axes of the ellipsoid must coincide with t he principal axis along which 

physical properties are invariant with respect to a twofold rotation. In triclinic crystals, the 

ellipsoid axes can take any orientation, however it is fixed for a given crystal [72]. 

We use geometrical properties of the optical indicatrix in order to determine the refractive 

indices and polarizations of a monochromatic plane wave propagating through a crystal with 

a given wave vector K. This is illustrated in Fig. 3.1, where the wave vector K passes through 

the origin of the indicatrix and is normal to a plane surface represented by the gray area 

[72 , 73] . The plane surface intersects the indicatrix with an ellipse and its semiaxes define the 

directions of both polarizations determined by the D vector components D 1 and D 2 . The 

lengths of the semiaxes give the refractive indices experienced by these two polarizations. 
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Figure 3.1: Optical indicatrix showing the direction of wave propagation K and intersection 

ellipse which is perpendicular to K . 

For crystals which do not have cubic symmetry, there is at least one wave vector direction 

along which the intercepted ellipse is a circle. In this direction, the refractive indices for 

both polarizations are identical and therefore independent of the polarization [72 , 73]. Such 

a special direction is called the optic axis. For crystals in which n x =f. ny =f. n z, there are 

two optic axes, neither of which coincides with any of the principal axes. A crystal with two 

optic axes is called a biaxial crystal. A comprehensive treatment of biaxial crystals can be 

found in Ref. [72]. In crystals that belong to the trigonal, hexagonal, and tetragonal systems, 

there exists only one optic axis , which is oriented along the highest symmetry direction of 

30 



the crystal, the crystallographic z axis, since n.x = ny -1- n z. Due to the existence of one 

optic axis, a crystal that has trigonal, hexagonal or tetragonal symmetry is called a uniaxial 

crystal [72, 73]. In uniaxial crystals, the determination of the polarizations and refractive 

indices is particularly simple because the optical indicatrix reduces to [72, 73] 

(3.11) 

where nx = ny = n 0 and n z = ne. Here, the subscripts o and e refer to the ordinary 

index and extraordinary index, respectively. \ iVhen a monochromatic plane wave propagates 

in a direction other than the optic axis, it will be resolved into two modes with linear 

polarizations, each of which experiences a unique refractive index. Clearly, both polarizations 

are orthogonal to the wavector K . One of these polarizations, is perpendicular to the optic 

axis and this mode is called the ordinary wave [73]. We use e0 to indicate its polarization. 

The polarization of the other mode is orthogonal to e0 . This wave is called the extraordinary 

wave and its polarization is indicated by ee [73]. These polarizations are the directions of 

D rather than those of E . For t he ordinary wave, the polarization e0 , electric displacement 

vector Do, and electric field Eo are always parallel, eoiiDoii Eo, whereas for the extraordinary 

wave ee iiDe 1f Ee. However , when De is parallel to a principal axis, we have ee ii DeiiEe [73] 

(see Eq. 3.6). 

Knowing the optic z axis of a uniaxial crystal and the direction of the wave vector, K , 

we can determine both e0 and ee. Designating the unit vector of the wave vector K with }( 

and that of the optic axis with i , we can write eo and ee as [73] 

A }( xi A A }A( 
e0 = - .-

8
- , ee = e0 X · . 

Slll 
(3.12) 

If k is at angle e relative to i and an angle ¢ relative to x, being the unit vector for the .T 

axis , we have 

k = x sin e cos ¢ + fj sin e sin ¢ + i cos e, (3.13) 
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eo = i sin ¢ - [;cos ¢, (3.14) 

and 

ee = -.i: cos e cos¢ - y cos e sin ¢+ i sin e. (3.15) 

The orientations of these vectors with respect to the principal axes are illustrated in Fig. 3.2. 
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Figure 3.2: Relationships between the direction of wave propagation and polarization direc-

tions of the ordinary and extraordinary waves. 

The refractive indices associated with the ordinary and extraordinary waves can be found by 

using the indicatrix equation given in Eq. 3.11 and are shown in Fig. 3.3. The polarizations 

e0 and ee are along the semiaxes of the ellipse and the length of each semiaxis gives the 

refractive index of each polarization. The refractive index experienced by the ordinary wave 
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Figure 3.3: Determination of the ordinary and extraordinary refract ive indices by optical 

indicatrix. 

(with the polarization e0 ) is always the ordinary index n 0 . However, the refractive index for 

the extraordinary wave is ne(e). Its value depends on the angle e and is given by the length 

OX in Fig. 3.3. Using Eqs. 3.12, 3.13, and 3.15, we can write t he Cartesian coordinates 

(x, y , z) of the point X as 

X = - ne(()) COS () COS c/J, (3.16) 

y = -ne(e) cos e sin ¢, (3.17) 

and 

z = ne(e) sin e. (3.18) 
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Substituting Eqs. 3.16-3.18 in Eq. 3.11 , we obtain [73] 

1 cos2 e sin2 e 
--=--+--
n2(B) n2 n2 

e o e 
(3 .19) 

According to Eq. 3.19, a plane wave propagating at an arbit rary direction decomposes into 

two components with D vectors, D0 and De, 

(3.20) 

where K o and Ke are the wave vectors of the components of the plane wave with magnitudes 

IKol = now/ c and IKel = n e(B)wjc, respectively. In general, E cannot be written in the form 

of Eq. 3.20 since its longitudinal component does not vanish except when e = oo and e = goo 

[73]. Note that ne(B) takes values between n 0 and n e. If ne > n 0 , the crystal is called positive 

uniaxial whereas it is called negative uniaxial if ne < n 0 [72, 73]. 

3.2 Inelastic light scattering 

Inelastic light scattering is one of processes that results from the interaction of electromag­

netic radiation with matter. In this process, a. light beam with photons of energy fiwi and 

momentum of nki incident on a. crystal is inelastically scattered to give photons of energy 

fiws and momentum of nk 5 through the creation or annihilation of a lattice vibration . If 

phonons involved in the process have energy nD and momentum fiq the energy and momen-

tum conservation laws give 

(3.21 ) 

and 

(3.22) 
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where wi and Ki (w8 and Ks) correspond to the angular frequency and wave vector of the 

incident (scat tered) photons in the scattering medium, whereas n and q are the angular 

frequency and the wave vector of the lattice vibrations. When the frequency of the scattered 

light corresponds to W 8 = wi - n, such that a lattice vibration is created, the process is 

called Stokes scattering whereas the process that annihilates a phonon, W 8 = wi + n, is 

referred as anti-Stokes scattering. Thus, the frequency shift of the scat tered light depends 

on the type of the lattice vibration involved in the scattering process. If the scattering 

of light occurs with the creation or annihilation of optical vibrations, the process is called 

Raman scattering while the scattering phenomenon involving acoustic vibrations is referred 

as Brillouin scattering. The physical processes involved in Raman and Brillouin scattering 

are different and are discussed in the following two sections in detail. Typical frequency 

shifts for optical vibrations in Raman scattering range from 10 cm- 1 to 1000 cm- 1 while 

shifts for acoustic vibrations in Brillouin scattering are usually "'1 cm- 1 [74] . 

In both Raman and Brillouin scattering experiments, only lattice vibrations near t he 

Brillouin zone center are probed. This is because even in 180° scattering, the wave vector 

of the acoustic or optical vibrations are on the order of the incident wave vector, "' 107 

m- t , which is three orders of magnitude smaller than the size of the Brillouin zone, J = 

"' 1010 m- 1
, where dis the lattice spacing [74]. A comprehensive treatment of inelastic light 

scattering can be found in many text books [74, 75]. 

3.2.1 Raman scattering 

Raman scattering or the Raman effect was discovered by Sir Chandrasekhara Venkata Raman 

and Kariamanickam Srinivasa Krishnan in liquids in 1928 [76] , and by Grigory Landsberg 

and Leonid Mandelstam in crystals the same year [77]. A comprehensive review of Raman 

scattering is given by Loudon [78]. Raman scattering can be explained both classically and 
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quantum mechanically. According to the classical theory, Raman scattering occurs when light 

interacts with matter via a change in molecular polarizability. The molecular polarizability 

is a measure of the ability of a material to become polarized under an electric field. A change 

in the molecular polarizability can be induced, for example, by optical vibrations. If a given 

molecule vibrates at an angular frequency D due to an optical lattice vibration, the molecular 

polarizability also changes. Then, the components a.i1 of the molecular polarizability a. may 

be expanded in terms of the normal vibrational coordinate qn about its equilibrium value q~ 

(3.23) 

where 

qn = q~ COS Dt. (3.24) 

In Eq. 3.23, the first term corresponds to the equilibrium value of the polarizability whereas 

the second term is the change induced by optical vibrations. A light beam with an electric 

field 

(3.25) 

induces an oscillating dipole moment in the material given as 

Px O!xx O!xy O!xz E x 

Py O!yx O!yy O!yz E y (3.26) 

P z O!z x O!z y O!zz E z 

Therefore, the induced dipole moment component Pi can be expressed as 

(3.27) 

where repeated indexes represent a sum and wi corresponds to the angular frequency of the 

incident light. Using the trigonometric relations 

cos (x =t= y) =cos (x) cos (y) ±sin (x) sin (y), (3.28) 
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the induced dipole moment Pi(t) becomes 

( ) o E o ( ) 1 ( OO'.ij ) o ( n) 1 ( OO'.ij ) 0 ( n) Pi t = O'.ij j COS wit +- ~ qnEj COS Wi- H t + 2 ~ qnEj COS Wi + H t . 
2 u~ 0 u~ 0 

(3.29) 

Here, t he scattered radiation consists of both elastically and inelastically scattered light. 

The first term represents an oscillating dipole associated with an elastic process (Rayleigh 

scattering) since there is no frequency shift with respect to wi · The last two terms correspond 

to Raman scattering with Stokes (wi- 0 ) and anti-Stokes (wi + 0 ) bands (modes) for which 

the frequency difference between the incident and scattered light is equal to t he lattice 

vibration 0. As Eq. 3.29 dictates , a lattice vibration is Raman active only if at least one of 

the elements of t he derivat ive of the polarizability tensor is non-zero , i.e. ( ~~:; ) 
0 

=/= 0. 

According to the quantum mechanical picture, Raman scattering is an inelastic colli-

sion between an incident photon and a molecule which changes the vibrat ional state of t he 

molecule. The diagram in Fig. 3.4 illustrates the vibrational and electronic states of t he 

molecule as well as the t ransit ions giving rise to Raman scattering. The electronic ground 

state is assumed to have several vibrational energy levels represented by m = 0, 1, 2, 3. The 

incident photon excites the molecule from the ground sate ( m = 0) to a virtual electronic 

state shown with dashed lines. Since the virt ual level is not stable, the molecule immediately 

loses energy and goes clown to its ground state ( m = 0). In t his case, the photon will be 

elastically scattered with an energy equal to t hat of the incident photon, corresponding to 

Rayleigh scattering. However, a small portion of molecules in the virt ual level may go down 

to the excited vibrational level (m = 1) and the incident photon loses an energy equal to the 

energy difference between the ground and excited ( m = 1) states, h(v1 - v0 ) . T his scattered 

photon gives rise to a Stokes band in the Raman spectrum. The final possibility is tha t t he 

molecule which is ini t ia lly in an excited vibrational state absorbs the incident photon and 

rises to a higher virtual state (see Fig. 3.4). Then, the molecule goes clown to the ground 
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Figure 3.4: A schematic diagram of vibrational transitions for Raman and Rayleigh Scatter-

mgs 

state (m = 0) while the energy loss is compensated for by the emission of a photon the en­

ergy of which equals that of the incident light plus the energy difference between the ground 

(m = 0) and the excited (m = 1) vibrational states. This scattered photon gives rise to an 

anti-Stokes line in the Raman spectrum. According to the Boltzman distribut ion function , 

designating the number of molecules in the vibrational ground sta te m = 0 with N 0 , the 

number of molecules in the excited vibrational level (m = 1) is given by [79] 

( hv1) N = N 0 exp --.- . 
kaT 

(3.30) 

According to Eq. 3.30, most of the molecules exist in the ground state ( m = 0) at low 

temperatures and therefore the intensity of the Stokes lines is normally larger than that of 

the ant i-Stokes counter part. The ratio of the anti-Stokes and Stokes line intensity is [79] 

(3.31) 

where v i is the frequency of the incident light , vis the frequency of the molecular vibrations, 

38 



and T is the temperature. While k8 is known as the Boltzman constant , the exponential 

term is called the Boltzman factor. Referring to Eq. 3.31 , one can see that the relative 

intensity of the anti-Stokes line rapidly decreases as the temperature approaches zero due to 

the Boltzman factor. For that reason , as both lines give the same information , the Stokes 

lines are usually preferred to anti-Stokes lines. 

3.2.2 Polarizability and Raman Tensors 

As mentioned earlier, a vibrational transition is Raman active only if the derivatives of 

the polarizability tensor have a non-zero element. Since the molecular polarizability for an 

anisotropic crystal is a tensor, its derivatives with respect to a given normal coordinate qn 

are also expressed as tensors and are defined as Raman tensors. If the elements of a Raman 

tensor, for a given normal coordinate qn , are represented by a ij, the Raman tensor and the 

electric fields of the incident and scattered light are related as [80] 

Es 
X a xx a x y axz E i 

X 

Es 
y ayx ayy ayz E i 

y 
(3.32) 

E s 
z a zx a z y a zz Ei 

z 

where E~, E; , and E ; are the components of the electric field of the scattered light along the 

x, y , and z axes, while E~, E~ , and E~ are those of the incident light. Hence, if the element 

aij of the Raman tensor given in Eq. 3.32 is non-zero, Raman scattering is possible for the 

electric fields Ef and Ej; that is, if the incident light is polarized along the i axis and the 

scattered light is polarized along the j axis. In this case, the intensity of the Raman line is 

proportional to [79] 

(3.33) 

Raman tensors, for possible vibrational modes, are derived according to the symmetry of 

the crystallographic point groups. These vibrational species are labeled using irreducible 
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representations (IR) listed in character tables reported in various textbooks such as Ref. 

[81] . These IRs describe how properties of molecules, such as vibrational (phonon) modes, 

transform under symmetry operations of the molecular point group. They are represented 

by symbols such as A, B, E and F. A vibrat ion belongs to the A type if the vibration 

is symmetric with respect to the rotation about the principal axis of symmetry, whereas 

it belongs to B if it is ant i-symmetric [82]. A and B are one dimensional, non-degenerate 

representations. Types E and F , on the other hand, correspond to doubly and triply de­

generate representations, respectively [82]. IRs may also have subscripts depending on the 

point group [81]. The subscript g is used when the vibration is symmetric with respect to a 

center of symmetry whereas u is used when it is antisymmetric. Moreover, the subscript 1 

(or 2) is used when the vibration is symmetric (or antisymmetric) with respect to a rotation 

axis or rotation-reflection axis other than the principal axis or in point groups which have 

only one symmetry axis with respect to a plane of symmetry. 

Raman tensors are different for each irreducible representation for a given point group 

(see Chapter 9). Thus, in a Raman experiment, one can identify the symmetries of optical 

vibrations in a crystal with known orientation and point group by choosing the appropriate 

polarizations for the incident and scattered light according to Eq. 3.32 (see Chapter 9). 

3.3 Brillouin Light Scattering 

Brillouin light scattering (BLS) from acoustic waves may occur due to two different mech­

anisms. One of these mechanisms is (bulk) elasto-optic scattering mechanism. Acoustic 

waves present in a solid move in t hermal equilibrium and modulate the dielectric constant 

of the medium. Since atomic displacements clue to acoustic waves are nearly constant over 

distances on the order of 100 unit cells , one may discuss the acoustic waves in terms of an 

elastic cont inuum model [83] . In this case, we can explain elasto-optic scattering mecha-
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(a) (b) 

Figure 3.5: a ) Wave and b) part icle pictures of Brillouin light scattering. 

nism as Bragg scattering from acoustic waves. According to this analogy, acoustic waves are 

viewed by an incident light wave as a moving diffraction grating and the incident light is 

scattered with (Doppler) shifted frequencies. This is illustrated in Fig. 3.5a, where acoustic 

waves are represented by parallel planes. The angles ¢i and ¢s a re equal in t his geometry. 

The spacing d between the plane parallel regions correspond to t he wavelength AB of the 

acoustic waves in t he solid. ote that throughout the text, A represents the wavelength of 

acoustic waves and the subscript B is used to represent bulk acoustic waves. For constructive 

interference to occur, the path difference must be an integral mult iple m of the wavelength 

of the incident light, Ai, 

KL + LM = 2KL = m >.i =2nd cos (¢i), (3 .34) 

where n is the refractive index of the solid. Considering the first order const ructive inter-

ference (m = 1) , and using d = AB = V/ vB , where V and VB are t he acoustic velocity and 

frequency, Eq 3.34 becomes 

v . ( "( ) A = 2n- sm -
t VB 2 ' 

(3.35) 
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where 1 is t he scat tering angle given by 1 = 1r - 2(/Ji, Eq. 3.35 can be organized to express 

the Brillouin frequency shift 

flva = ±va = ±2n V sin (2) , 
>.i 2 

(3.36) 

called t he Brillouin equation. 

The Brillouin equa tion can also be derived by considering that the acoustic phonon 

wave vector Qs is very small compared to those of t he incident and scattered photons, 

ki and ks. Therefore, the propagation constants will be nearly the same and we can use 

the approximation n ki ~ n ks, where Ki and Ks are the wave vector of the incident and 

scattered light inside the medium. Therefore, t he triangle in Fig. 3.5b, where ei and e8 are 

the unit vectors giving the directions of the incident and scat tered light wave vectors inside 

the medium, is nearly isosceles which allows us to write the magnit ude of the phonon wave 

vector as 

qa = nki sin(~). (3.37) 

Using that V = v8 A 8 , we obtain the Brillouin equation , Eq. 3.36. 

If t he refractive indices for the incident (ni) and scat tered (ns) light are different , the 

propagation constants of the incident and scat tered light in the scatt ering medium are niki 

and n 8 k8 • Referring to Fig. 3.5b and using the cosine law, the magnitude of t he phonon wave 

vector can be writ ten as 

(3 .38) 

where 1 = 1r - Gi + Gs is the scattering angle inside the crystal. In Eq. 3.38, we have 

assumed that ki ~ k8 . The substitution of the relation 0.8 = V q8 into Eq. 3.38 will yield 

the Brillouin frequency shift flv8 = ±v8 = 0.8 / 2n as 

flva = ± ~ (nT + n; - 2nin s cos1)1
/

2
. 

' 
(3.39) 
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Figure 3.6: Brilluin scattering geometry. 

Brillouin scattering in an arbitrary direction is illustrated in Fig. 3.6, where ki (Ki ) and 

ks (K s) are the external (internal) incident and scattered photon wave vectors whereas qs 

corresponds to the bulk acoustic wave vector. ei (8 8 ) and 8 i (Bs) are t he angle of incidence 

and the angle of refraction of t he incident (scattered) light. From Snell 's law, we can see that 

sinBi = nsin8i and sinB8 = nsin88 (see Fig. 3.6). If the sample t ransparency decreases, 

the incident light is not able to penetrate deep below the sample surface. Hence, a range 

of possible acoustic wave vectors couple to the incident light according to t he uncertainty 

principal. This causes broadening in t he bulk acoustic modes [84, 85, 86] . With increasing 

opacity in the material, t he scattering cross section for t he bulk elasto-optic mechanism 
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decreases and bulk acoustic waves may not even be observed [87]. In that case, another 

mechanism, the surface-ripple effect, takes place to give rise to Brillouin scattering. As the 

name suggests, scattering by this mechanism occurs due to acoustic phonons present on the 

surface of the solid , or surface acoustic waves (SAW). The wave vector of a surface acoustic 

wave is shown in Fig. 3.6 and is represented by qsAw . The magnitude of the surface acoustic 

wave vector can be expressed as 

(3.40) 

Using the dispersion relation, the frequency shift reduces to 

(3.41) 

It should be noted that Brillouin light scattering does not allow direct sound velocity mea­

surements. In a backscattering geometry, 1 = 180° and ()i = ()8 , rearranging Eqs. 3.39 and 

3.41 , t he velocities of the bulk and surface phonons can be calculated using 

(3.42) 

(3.43) 

In Eq. 3.43, the frequency shift .6-vsAw of a surface acoustic wave is independent of the 

refractive index of the solid and is proportional to the sine of the angle of incidence, sin ()i · 

Thus, the frequency shift goes to zero as ()i approaches zero. Hence, one can unambiguously 

distinguish surface acoustic modes from bulk acoustic modes in a Brillouin spectrum. 

After determining the bulk acoustic mode velocities from the frequency shifts and using 

Eq. 3.42, one can calculate the elastic constants using Christoffel 's equation. Christoffel's 

equation is derived in Chapter 4 for the trigonal 3m point group. In the case of surface 

acoustic waves, the relationship between the velocity and elastic constants is not straight-

forward. Except for crystals of cubic and hexagonal symmetry, numerical calculations are 

required for the determination of the elastic constants [88, 89, 90]. 
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3.3.1 Acoustic velocities and refractive indices of a birefringent 

crystal 

As discussed in Sec. 3.3, Brillouin scattering can be employed to determine acoustic velocities 

in a material. However , determination of acoustic velocities with Brillouin scattering exper­

iments normally requires t hat the refractive index of the sample be known (see Eq. 3.39) . 

There are several experimental geometries which do not require the refractive index of the 

material for the calculation of the acoustic velocities, however , these geometries are for t rans­

parent materials [91 , 92]. Recently, it has been shown [93] that a pseudoreflection geometry 

(Fig. 3. 7) can be successfully used to simultaneously determine the acoustic velocities and 

refractive index of anisotropic materials from Brillouin scattering measurements. This ge­

ometry can also be employed for opaque materials provided t hat one observes bulk acoustic 

modes. Below, we derive the frequency shifts of bulk acoustic modes in a solid for reflection 

geometry Brillouin scattering experiments [91]. 

Figure 3. 7: Brillouin light scattering in a reflection geometry. 
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In the reflection g ometry [91] shown in Fig 3.7, ki (Ki ) and ks (K s) are the external 

(internal) incident and scattered photon wave vectors , whereas q8 is the bulk acoustic wave 

vector qs. ei ( 8 s) and ei ( e s) are t he angle of incidence and the angle of refraction of the 

incident (scattered) light. Note that ei = Bs in this geometry. In addition, Snell's law relates 

these angles as sin ei = n i sin 8 i and sin Bs = n sin 8 s, where ni and n 5 are the refractive 

indices for the incident and scattered light. Since ei = es and ki ~ ks, QB has no component 

parallel to the sample surface. Thus, t he acoustic wave propagates along the surface normal 

with the wave v ctor 

(3.44) 

where QB.L corresponds to the perpendicular and only component of the acoustic wave vector 

whereas e.L is a unit vector parallel specifying the direction of the acoustic wave vector, which 

is normal to the sample surface. Using sin 8 i2 = 1 -cos 8 i2 = 1 and Snell's law, ni sin 8i = 

ns sin 8 5 , the acoustic wave vector takes its form in terms of the external parameters 

(3.45) 

Substitution of the dispersion relation, D8 = V q8 , in Eq. 3.45 yields the frequency shift as 

(3.46) 

where we drop the vector notation. Here, km = ki sin ei is the in-plane component of the 

incident light wave vector. According to Eqs. 3.46, fits to experimentally determined 6.1/ 8 

vs. km data will give the acoustic velocities and refractive indices of the sample solid. 
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Chapter 4 

Elasticity 

This chapter introduces some basic terms of elasticity theory such as stress, strain, and elastic 

constants. The discussions follow those of the book Elastic Waves in Solids by Dieulesaint 

et al. [94] . The number of independent stress components, strains, and elastic constants 

depends solely on the crystal point group. Therefore, symmetry properties of crystals are 

also discussed. Forming the background for dynamic elasticity, Christoffel 's equation is 

solved for plane waves propagating in a trigonal crystal with point group 3m. As mentioned 

in earlier sections , CuFe02 and CuCr02 belong to the trigonal point group 3m (space group 

R3m). These solutions are required to determine the elastic constants using the ultrasonic 

pulse-echo method and Brillouin scattering measurements. 

4 .1 Static e lasticity 

A force acting on a unit area is defined as the stress. Hence, the stress components are 

expressed as 

( 4. 1) 
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where D.Fi is the ith component of the force exerted on the surface element D.Sj. Thus, CJij 

represents the ith component of the force acting on a unit area normal to the j-axis. Forces 

normal to the surface are called tensile, or normal stress ( CJii) , whereas forces applied in a 

direction parallel to the surface are associated with shear stress. As a result , there are 9 

stress components. However, if one considers an elementary cube in static equilibrium, the 

net force and torque acting on the cube must be zero, which requires 

( 4.2) 

reducing the number of independent stress components to 6. Thus, the stress tensor is 

written as a symmetric 3 x 3 matrix 

CJ= (4.3) 

The stress applied on a material causes strain which can be defined as the deformation of 

a solid induced by the action of a stress. As illustrated in Fig. 4.1, when a stress is applied 

on a string, its length will change from L to L'. Let us define the deformation of a small 

element in the string. Consider the section between the points M and N located at x and 

.7: + D.x in Fig. 4.1. After the force is applied, these points move toNI' and N' at x + u(x) 

and x + u(x + D.x) + D-.1:. The relative deformation of the section MN is then 

lVf'N'- MN u(x + D.x ) - u(x) 
MN D.x 

(4.4) 

where lvf N and M' N' are the lengths of the sections M N and M' N ' , respectively. The strain 

e of the string is defined as the limit when D.x goes to 0, i.e., 

e = lim u(x + D.x) - u(x) = du 
ilx-10 D.x dx ' 

(4.5) 

which is a dimensionless quantity. In the case of a one-dimensional object, the deformation 

is along the same direction as that of the stress and the strain is called a normal or tensile 
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Figure 4.1: Deformation of a spring 

strain. However, for two or three-dimensional objects , shear stress (eij , i # _j ) causes angular 

distortions, giving rise to shear strain. For small deformations, the strain components can 

be expressed as 

(4.6) 

where 1ti ( i, .i = 1, 2, 3) is the i-th component of the displacement vector and Xj (i is the 

.7-th component of the position vector x. According to Eq. 4.6, elements eij are invariant 

under the interchange of the indices, 

(4.7) 

leaving only 6 independent strain components 

(4.8) 
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For small deformations, the strain is proportional to the stress so that the generalized Hookes 

law is written as 

IJij = cijkl ekl; i, j , k, l = 1, 2, 3, ( 4.9) 

where repeated indices are summed over. The constants Cijkl are known as the elastic 

constants which form a fourth-rank tensor called the elastic stiffness tensor. As each index 

i , j , k, l can take three possible values, the elastic stiffness tensor has 81 elements. However, 

due to the symmetry properties of the stress (Eq. 4.2) and the strain (Eq. 4.7) tensor , we 

have 

( 4.10) 

which reduces the number of independent elastic constants to 36. 

The number of independent elastic constants can be further reduced by thermodynamic 

considerations as follows: the energy variation per unit volume can be expressed as 

( 4.11 ) 

where T is the temperature and S is the entropy. Here, the first term represents the work 

done by the external forces while the second term corresponds to heat received per unit 

volume. Using 

(4.12) 

the elastic constants can be expressed in terms of the internal energy as 

C
.. - OIJij - ()2U ()2U C 
t]kl- - = klij · 

8 ekt 8 eiJ8ekl 8 e kt8eiJ 
(4.13) 

The symmetry property in Eq. 4.13 not only reduces the number of independent elastic 

constants from 36 to 21 but also allows one to label the elastic constants using the Voigt 

notation where a are (3 represent pairs of Cartesian indices ( i , j) according to 

1 ~ (1 , 1) , 2 ~ (2, 2) , 3 ~ (3,3) 

4 ~ (2, 3) = (3, 2) , 5 ~ (1 , 3) = (3, 1) , 6 ~ (1, 2) = (2, 1). 
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The elastic tensor can then be more conveniently expressed as a 6 x 6 matrix 

Cu c 12 C13 cl4 C1s C16 

c 12 c22 C23 C24 C2s C26 

C= 
C13 c23 c33 c34 c3s c36 

(4.14) 
C14 C24 c34 c44 c4s c46 

C1s C2s c 3s c4s Css Cs6 

cl6 C26 c36 c46 Css c66 

where C :xf3 = cijkl with a +-+ (ij) and (3 +-+ (kl ). The elastic tensor in Eq. 4.14 belongs to 

triclinic crystals. T he number of independent elastic constants can be further reduced for a 

crystal that belongs to other crystal systems because its physical propert ies remain invariant 

under its symmetry properties. In other words, the invariance condition requires that t he 

elastic tensor must be invariant under all transformations of the reference frame, such as 

rotations, inversion, and mirror planes, 

(4.15) 

where af is the element of the symmetry operation a in the i-th row and p-th column. As 

an example, for trigonal point groups 3m, 3m, and 32, the elastic stiffness tensor has to be 

invariant under C:t (3-fold rotation with respect to z axis), C2x (2-fold rotation with respect 

to x axis) , and I (spatial inversion) , which can be writ ten in the matrix form as 

1 J3 0 -2 2 

a+ - J3 l 0 3z - - 2 - 2 (4.16) 

0 0 1 

1 0 0 

CX2x = 0 - 1 0 ( 4.17) 

0 0 - 1 
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and 

-1 0 0 

0 -1 0 

0 0 - 1 

(4.18) 

If we apply the symmetry operations in Eqs. 4.16-4.18 on Eq. 4.14, we see that the elastic 

tensor for the trigonal point groups 3m, 3m, and 32 has only 6 independent elastic constants, 

Gtt c12 C13 C14 0 0 

c12 Cn cl3 -Ct4 0 0 

C13 C13 c33 0 0 0 
C a/3 = (4.19) 

cl4 - Ct4 0 c 44 0 0 

0 0 0 0 c44 C 14 

0 0 0 0 Ct4 c66 

where c66 = C'J! ;c12 . 

The energy provided by the external forces during the deformation is stored in the medium 

as elastic energy. In the approximation of Hooke's law (Eq. 4.9), this elastic energy Ge is a 

function of strains ei and elastic constants c ij' 

Ge = 2.._:= Ci1eieJ. 
i, j 

Using Eq. 4.20, the elastic energy for the trigonal point group 3m can be written as 
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4.2 Dynamic elasticity and plane wave propagation in 

crystals 

The propagation of acoustic waves in solid can be described by utilizing Newton 's second 

law and Hooke's law. The force density per unit volume for a solid under stress is given by 

(4.22) 

According to Newton's second law, the force density fi gives rise to an acceleration a;L~; of 

an infinitesimal element as 

(4.23) 

where p represents the density and 'Ui corresponds to the i-th component of the displacement 

'I.L. Combining Eqs. 4.22 and 4.23, the equation of motion for an elastic medium can be 

written as 

( 4.24) 

Making use of Hooke's law (Eq. 4.9) , the equation of motion becomes 

(4.25) 

For plane waves, the solutions of t his wave equation have the form 

u · = u ·e i(q ·r - nt) i = 1 2 3 
t Ot , , , ' (4.26) 

where ttoi is the wave polarization or the particle displacement direction , q is the wave 

vector corresponding to q = 21r / A with A representing the wavelength and 0 is the angular 

frequency. Substituting Eq. 4.26 into Eq. 4.25, one obtains 

( 4.27) 
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where q1 and qk are t he components of the wave vector along the principal ax1s. Using 

uoi = biluol and dividing by q2
, Eq. 4.27 can be written as 

(4.28) 

where V = ~ is t he phase velocity and n1 and nk are t he cosine directions of the wave vector 

q. After int roducing a second rank tensor , called the propagation tensor, 

(4.29) 

Eq. 4.28 takes its final form 

(4.30) 

which is known as Christoffel's equation. Christoffel's equation has 3 real and positive 

eigenvalues, which means that t here are three waves propagating in the same direction with 

mutually orthogonal polarizations. One of these waves is longit udinal, hence t he direction 

of polarization (part icle displacement) is parallel to the wave vector. The other two waves 

are called t ransverse (or shear ) waves as the direction of polarization is perpendicular to the 

wave vector. The velocit ies of these waves can be obtained by solving the secular equation 

(4.31) 

which gives 

v~JSf, ( 4.32) 

where Ceff corresponds to a combination of independent elastic constants given in Eq. 4.19. 

Consider as an example elastic waves propagating along the x direction in CuFe0 2 or CuCr0 2 

single crystals (which belong to the trigonal 3m point group) . In this case, t he cosine 

directions are n 1 = 1, n 2 = 0, n3 = 0, and r il can be writ ten as 

( 4.33) 
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or in the matrix form 

f [lOOJ = ( 4.34) 

o C14 c44 

The substitution of Eq. 4.34 in Eq. 4.31 yields the expressions for the velocities and po-

larizations of the three waves propagating along the x ([100]) axis in terms of the elastic 

constants, as shown in Table 4.1. The expressions for the velocities pV2 of acoustic waves 

propagating in they ([010]) and z ([001]) axes can be determined in a similar way and are 

also shown in Table 4.1. For convenience, acoustic modes are labeled as Li or TiPj, where 

Li corresponds to the longitudinal mode propagating along the i axis and TiPJ is the trans­

verse mode propagating along the i axis with a polarization along the j axis. Note that the 

transverse modes propagating along the z axis are degenerate and have the same expression 

for their velocities. 
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Table 4.1: Solutions of Christoffel's equation for a monochromatic plane wave propagating 

along the three crystallographic axes for trigonal 3m point group. Modes are designated with 

Li or TiP]. Li corresponds to the longitudinal mode propagating along the i axis whereas 

TiPj corresponds to the transverse mode propagating along the i axis with a polarization 

along the j axis. 

Direction Mode pV2 

Lx Cu 

[100] TxPy Hc44 + c66 - J(c44- c66F + 4Cr4) 

T.-c Pz ~(C44 + C66 + j(C44- C66)2 + 4Cf4) 

Ly ~(Cu + c44 + j (Cn- c44)2 + 4Cr4 ) 

[010] TyPx c66 

TyPz ~(Cn + C44 - j(Cn- C44)2 + 4Cf4) 

Lz C33 

[001] [010] c44 

TzP.-c c44 
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Chapter 5 

Experimental Setup 

In this work, four experimental techniques were employed. Two of these techniques are 

ultrasonic pulse echo method and Brillouin scattering. These techniques can be used to 

measure the velocity of zone-center acoustic phonons from which one can obtain elastic con­

stants through Christoffel's equation. We also performed capacitance measurements using 

a capacitance bridge. Therefore, we briefly describe how a capacitance bridge works. Fi­

nally, Raman scattering measurements were performed to measure zero wave vector optical 

phonons. While all measurements were performed as a function of temperature, ultrasonic 

velocity and dielectric measurements were also performed in a magnetic field. Cryogenic 

systems and a superconducting magnet for field dependent measurements are described in 

the relevant sections. 

5.1 Ultrasonic Pulse Echo Method 

Sound velocity ca.n be measured by using the ultrasonic pulse echo method. Sound waves are 

generated with a transducer glued on two parallel surfaces of the sample. A transducer is a 

piezoelectric crystal coated with gold electrodes. vVhen a pulsed radio frequency (RF) signal 
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is applied to the electrodes of the transducer, the piezoelectric crystal mechanically vibrates 

at the same frequency (inverse piezoelectric effect) and generates an ultrasonic pulse in the 

crystal. A piezoelectric crystal can also convert mechanical energy into an electrical signal , 

called the piezoelectric effect. Thus, a transducer can serve as both a sound wave generator 

and a detector. Measurements can be done in both reflection and transmission configurations 

(see Fig. 5.1). In the reflection configuration , the induced sound waves travel back and forth 

between the parallel surfaces of the crystal due to reflection at the surfaces. Each time the 

sound waves return the transducer , it converts a small portion of the mechanical energy 

into an electrical signal. If the acoustic attenuation is not too large, several echoes can be 

detected as shown in Fig. 5.2. In Fig. 5.2, the amplitude of the second echo is less than 

that of the first echo due to acoustic attenuation. In the reflection configuration, the sound 

velocity can be determined using 

V = 2L 
t ' 

(5. 1) 

where t is the time of flight for t he acoustic wave which travels a total distance of 2L, L 

being the sample length. In the t ransmission configuration, two transducers, glued on the 

parallel surfaces of the sample, serve as the acoustic generator and detector, respectively. 

The sound velocity can be obtained using 

V=L 
t ' 

(5 .2) 

when the first echo is measured. 

5.1.1 Acoustic Interferometer 

The typical sample length used in the standard pulse-echo method is between 2 mm and 5 

mm, giving a time of flight between 0.5 f-LS and 3 f-LS. The uncertainty associated with t he 

sample length is 0.01 mm. If we assume an uncertainty of 0.01 f-LS for the time of flight, the 
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Figure 5.1: Sound velocity measurements in Left: Reflection configuration and Right: 

Transmission configuration. 
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Figure 5.2: Consecut ive echoes detected by the receiver in a sound velocity measurement . 
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resolution in the absolute velocity measurements will be around 0.5 %. We can increase the 

resolution by using longer samples, however , the acoustic attenuation and the finite space of 

the sample holder are the limiting factors. In order to obtain a higher resolution, an acoustic 

interferometer is used. In that case, the measured quantity is the relative change in velocity, 

Ll.:, instead of the absolute velocity V , and a resolution of as high as 1 part per million (ppm) 

can be achieved. The main principle of the acoustic interferometer is to detect the phase 

difference between a reference signal and an echo. As seen in Fig. 5.3, the continuous signal, 

generated by the radio frequency (RF) synthesizer opearting at 30 MHz, is split into two 

parts by the power splitter. The first part is used as the reference signal. The other part is 

shaped into short pulses of one p,s at a repetition rate of 1 kHz using the first gate. After the 

signal is amplified by the broad band amplifier , it reaches the transducer via the circulator. 

The main purpose of the circulator is to prevent any reflected signal from going back to 

the RF synthesizer. The acoustic wave produced by the transducer travels in the sample 

and gets reflected from the parallel surface. The reflected wave (echo) is converted into an 

electrical signal by the transducer and it passes through the circulator from the position 1 to 

the position 3. The second gate eliminates the initial pulse from the echo pattern to prevent 

the saturation of the low noise RF amplifier. The echo pattern, after being amplified by 

the low noise RF amplifier , is compared to the reference signal at the phase detector, which 

produces a signal that is proportional to the phase difference. Provided that the acoustic 

attenuation is not too large, a multi-echo pattern can be observed on the oscilloscope as 

shown in Fig. 5.4. 

For the m-th reflected echo, the phase difference <I>m can be expressed in terms of the 

time of flight , tltm = m3L, and the period T of the radio frequency signal as 

<I>m = 27r tltm = 47rmLJ. 
T V 

(5 .3) 
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Figure 5.3: A block diagram of an acoustic interferometer 
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Figure 5.4: An illustra tion of a multi echo pattern observed using an oscilloscope. 
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The relative phase change of the m-th echo can be expressed as 

~<Pm ~f ~L ~V 
--=- + - - -

<Pm J L V . 
(5.4) 

During the experiment, a boxcar, which measures the phase of one specific echo (in general 

the first echo), functions as a part of a retroaction loop. In this loop, a computer is also 

used to maintain a zero phase difference (~1> = 0) by changing the frequency of the radio 

frequency synthesizer. In general, the variation of the relative sample length 6l, as a function 

of temperature or magnetic field , is an order of magnitude smaller than 6
;. Hence, neglecting 

the thermal expansion of the sample, we can directly measure the variation of the relative 

velocity variation by measuring the variation of the relative frequency 6
/ 

(5 .5) 

5.1.2 A helium bath cryostat 

A cont inuous flow helium bath cryostat equipped with a superconducting magnet was used 

for most of the sound velocity and dielectric measurements (Fig. 5.5). The temperature of 

this cryogenic system can go down to 2 K with the use of liquid helium as cryogen . At this 

temperature, the superconducting magnet can achieve a variable magnetic field up to 15 T . 

T he helium reservoir is vacuum insulated by an outer chamber to reduce conductive and 

convective heat transfer due to the outside wall of the cryostat at room temperature. vVhen 

the liquid helium is transferred , the lower par t of the reservoir is cooled down to 4.2 K by 

liquid helium. Meanwhile, radiation baffles are cooled down by the cold gas which evaporates 

from liquid helium. Therefore, the radiation baffles further reduce heat flow due to room 

temperature radiation. The sample is mounted on the sample holder of a long probe located 

in the sample chamber. In order to cool down the sample, the capillary is adjusted to let the 

helium flow into the sample chamber. Moreover , the pressure in the sample chamber can 
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Figure 5.5: Helium bath cryostat equipped with a superconducting magnet . 
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be decreased using a mechanical pump connected to the sample chamber evacuation valve. 

As the boiling point of helium decreases with low pressure, a temperature of 2 K can be 

achieved around the sample holder. The temperature regulation is provided by adjusting 

the input power of a resistive heater in the sample chamber and monitoring the temperature 

with a diode. Both the resistive heater and diode are connected to a temperature controller. 

Using a temperature controller, one can set the cooling or warming rate of the sample at 

a. specific value wit h a high accuracy and achieve a temperature stability better than 0.01 

K. In addition , measurements performed as a. function of magnetic field requires a. constant 

temperature, which requires a. high temperature stability to obtain the field dependence of 

the acoustic velocity or dielectric constant. 

The superconducting magnet in the helium bath cryostat is a. solenoid. This magnet 

normally produces a variable magnetic field up to 13 Tat 4.2 K (See Fig. 5.5) . However, it 

is possible to enhance its performance using the lambda. refrigerator (also called the lambda 

plate) [95] . Lambda refrigerators consist of a liquid helium valve and a chamber with a 

pumping line. Liquid helium cont inuously flows into the chamber and is pumped to a. low 

pressure. Cold helium below the lambda. plate sinks to the bottom of the chamber and sets 

up convection currents, maintaining the temperature of the magnet at 2.2 K. In this way, 

the magnet can produce a. variable field up to 15 T. 

5.2 Die le ctric m easure m e nts 

Dielectric constants of a solid can be determined by measuring capacitance. The dielectric 

constant and capacitance are related by the equation 

(5 .6) 

where Er is the dielectric constant of the material and Eo is the vacuum permittivity. Here, A 
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Figure 5.6: A schematic diagram of the basic capacitance bridge circuit, t he Andeen-

Hagerling Inc., model AH2550A. 

corresponds to the area of two parallel plates separated by a distance d. In order to measure 

the capacitance of the sample, two thin brass plates were glued on two parallel surfaces 

of the sample using silicone. Measurements were performed using a 1 kHz ult ra-precision 

capacitance bridge (Andeen-Hagerling Inc., model AH2550A). The basic bridge circuit is 

shown in Fig. 5.6. A generator excites the ratio transformer with a 1 kHz oscillating electrical 

signal. T he ratio transformer consists of leg 1 and leg 2 of the basic bridge. A large number of 

t ransformer taps available in leg 1 and leg 2 allows the selection of precisely defined voltage 

values to drive leg 3 and leg 4. Leg 3 is comprised of several fused-silica capacitors and 

other circuit elements in order to form a stable resistor. The sample is connected on leg 

4. The basic function of the microprocessor in the instrument is to minimize the voltage 

at the detector by selecting (or balancing) taps 1 and 2 and selecting Ca and R0 . T he 

detector can measure both in-phase and quadrature (90°-out-of-phase) voltages with respect 

to the voltage of the generator so t hat t he resistive and capacitive components of the sample 
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is independently balanced. When the minimum voltage at the detector is achieved, the 

capacitance of the sample can be determined since the ratio of the sample capacitance to Co 

is equal to the ratio of the Tap 1 voltage to Tap 2 voltage. 

5.3 Brillouin Scattering 

The experimental setup for Brillouin scattering measurements in backscattering geomet ry 

is shown in Fig. 5.7. A single mode Ar+ laser (Coherent Inc. ) operating at 514.5 nm or a 

solid state laser (Coherent DPSS 532) with an output wavelength of 532 nm is used as the 

incident light source. The incident beam from the laser is split into two beams by using a 

beam splitter. One of the beams is used as the reference beam to stabilize the alignment of 

a Sandercock-type 3+3 tandem Fabry-Perot (FP ) interferometer. The other beam serves as 

the incident light beam. The polarization of the incident light is adjusted using a half-wave 

plate (H\tVP) . The incident beam is directed towards lens 1 1 (f/ 2.2, f = 5.5 em) with prism 

Pr. 11 both focuses the incident beam on the sample and collects the scattered beam from 

the sample. A microscope (MS) is used for visual observation of the sample in order to 

accurately focus the beam on the sample surface and collect the scattered beam using 1 1. 

Considering that the scattered beam collected by the lens (11 ) will have the same diameter, 

an alternative way is to adjust the spot diameter of the scattered beam such that the spot 

diameter remains the same between the lens 1 1 and interferometer. A polarizer (P ) is used 

to obtain the desired polarization of the scattered light. A lens (14 ) focuses the scattered 

beam onto pinhole (AI) for data collection and acquisition. 

In a typical Brillouin light scattering experiment , acoustic waves can be revealed in the 

frequency range between 1 and 150 GHz. Since the inelastically (Brillouin) scattered light is 

weak compared to the elastically scattered contribution, a high resolution spectrometer with 

a high contrast is required. T his can be provided by a Fabry-Perot (FP) interferometer. A 
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Figure 5. 7: Experimental setup for Brillouin light scattering measurements. Incident light is 
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Figure 5.8: The sketch of a Fabry-Perot etalon consisting of two plane parallel mirrors. M { 

mirror, R{ j-th reflected beam, Tj = j -th transmitted beam. 

brief theory explaining how a Fabry-Perot interferometer is given in the following paragraphs. 

A Fabry-Perot interferometer consists of two parallel, highly reflecting plane surfaces, 

called an etalon (Fig. 5.8) . In a Fabry-Perot interferometer, the spacing between the parallel 

surfaces is variable so that it serves as a spectrometer. Assume a plane wave of wavelength 

), is incident at angle a on the etalon as shown in Fig. 5.8. The plane wave is multiply 

reflected on both surfaces while a small portion is t ransmit ted at each reflection. Reflected 

beams are indicated with Rj while transmitted beams are labeled as Tj · The path difference 

between each succeeding reflection is given by 

l = 2nd cos a, (5.7) 

where n is the refractive index of the medium between the mirrors separated by d. The 
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phase difference is then 

,. = 2n.Z = 4nnd cos a 
u A A . (5.8) 

If the reflectivity R of the parallel surfaces is known, then t he intensities of the reflected and 

transmitted light, IR and /r , can be calculated as 

I = l R 4sin
2

8/2 
R 

0 
(1 - R2 ) + 4Rsin2 8/2 

(5.9) 

and 

I -I 1- R2 
T-

0 (1- R2) +4Rsin2 8/ 2 ' 
(5.10) 

where I 0 is the intensity of the incident plane wave. Eqs. 5.9 and 5. 10 are known as Airy 

formulae. When the spacing between the parallel surfaces is an integer multiple of wavelength 

A, the boundary conditions require t hat the phase difference be given by 6 = 2mn, where m 

is an integer specifying the order of interference. Therefore, for each interference order m , we 

can see from Eq. 5.10 that a transmission maximum, Ir = I 0 , occurs. The frequency spacing 

between the transmission maximum of each successive interference order (m ~ m + 1) is 

known as the jTee spectr-al r-ange (FSR) . Using Eq. 5.8 and A = c/ v, we obtain the free 

spectral range as 

F S R = --;==c==;:;== 
2dv n2 - sin2 a 

(5.11) 

In most cases, the incident beam is normal to the parallel surfaces, i.e., a = 0. In addition, 

the space between the parallel surfaces is filled with air, which has a refractive index n = 1. 

Then, t he free spectral range (Eq. 5.11) can be written as 

c 
FSR = 

2
d . (5.12) 

A measure of the resolution of the interferometer is the finesse (F) . The finesse is defined 

as the ratio of FSR to the fu ll width at half maximum of the transmission maxima, Ov, 

F 
_ FSR _ nVR 
- --g-;;- - 1 - R. 

69 

(5 .13) 



The width of each transmission peak is determined by the reflectivity R of the parallel 

surfaces. Therefore, the finesse also depends on the reflectivity R. Another important term 

determined by the mirror reflectivity is the contrast C, which is defined as the ratio of the 

peak height to the minimum intensity. The contrast is given by 

4F2 

C= 1+-
2

. 
7r 

(5.14) 

In practice, the finesse value is less than 100 which places an upper limit to the contrast C ~ 

104 [84] . For t ransparent samples, this contrast value is sufficient [84]. However , for opaque 

samples, a higher contrast is normally required since the intensity of the Brillouin peaks 

is much smaller [84]. A way to increase the contrast is to introduce multi-pass operation, 

that is, to pass the light through the interferometer several times. An alternative approach 

is to combine two interferometers of unequal mirror spacing such as in a. Sa.nclercock type 

six-pass tandem Fabry-Perot interferometer (see Fig. 5. 7). A tandem instrument consists of 

two FP interferometers of unequal mirror spacing d1 and d2 . This prevents the overlap of 

neighboring interference orders, hence providing a. higher free spectral range by a factor of 

10-20 as compared to a single FP instrument . The FP interferometer serves as a spectrometer 

by varying the mirror spacings d1 and d2 to scan the light intensity at different wavelengths 

(Fig. 5.7). The variable mirror spacing is provided by the translation stage (enclosed by red 

fine-dashed lines) on which one mirror from each FP interferometer is mounted as shown in 

Fig 5. 7. Focused scattered beam entering pinhole A1 is recollima.ted using lens L3 to pass 

3 times through each FP interferometer. The scattered light is then focused onto pinhole 

A3 using lens L4 and detected by a photomultiplier tube (PMT) . Pinholes A1 and A3 are 

opened to 200-450 ~lm and 300-700 MID, respectively. Light detected by the photomultiplier 

tube can be viewed on a computer. 
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5.3.1 The cryogenic system for the optical setups 

In order to perform Brillouin and Raman scattering experiments between room temperature 

and low temperatures, a two-stage closed-cycle helium refrigerator was used. The two-stage 

closed-cycle helium refrigerator consists of two units: a compressor module (APD Cryogenics 

Inc., model HC2 or model HC4) and an expander module (Air products, model DE202). The 

compressor is connected to the expander with two pressurized gas lines. The refrigeration in 

the expander is achieved in two stages (see Fig. 5.9). The temperature in the first stage is 

approximately 80 K and is not regulated. The sample is mounted in the econd stage which 

is surrounded by a brass radiation shield. The temperature in this stage is regulated using a 

cryogenic temperature controller (LakeShore Cryotronics, model DTC 500). A silicon diode 

and two resistive heaters are used to stabilize the temperature. A diffusion pump system is 

used to keep the sample under high vacuum in order to provide thermal insula tion . 

5.4 Raman scattering 

A schematic diagram used for Raman backscattering measurements i · shown in Fig. 5.10. 

T he incident light i generated by either a tunable Ar+ laser (Spectra Physics, series 2000) 

or a solid state laser (Coherent DPSS 532) operating at 532 nm. The Ar+ laser operates at 

wavelengths of 514.5 nm, 501.7 nm, 496.5 nm, 488.0 nm, 476.5 nm, 472.9 nm , 465.8 nm, and 

457.9 nm. Usually a 514.5 nm or 488 nm output is used. A mirror ( 10 ) and a prism (Pr) are 

used to direct the incident beam toward the sample. Then, the incident beam is focused on 

the sample using lens 1 1 (f = 20.0 em). The back cattered light is collected by the same lens 

(i.e., 11). Focusing the incident beam on the sample and the collimation of the scattered 

light is achieved with the same procedure as in Brillouin scattering measurements. The 

polarization of the scattered light is selected by using a polarizer (P) . The scattered light is 
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Figure 5.10: Experimental setup for Raman scat tering. 

focused onto the entrance slit of the spectrometer using a lens (L3 , f = 40 em) and detected 

using a data collection and acquisition system consisting of a double grating spectrometer 

(Spex Industries Inc., model 1401) , a photomultiplier tube (Perkin Elmer, model MP900), 

an amplifier-discriminator , a photon counter (Princeton Applied Research , model 1109) , and 

a computer. 

Raman Spectrometer 

The Raman spectra were collected using a double grating monochromator (Spex Industries 

Inc., model 1401) with a focal length of 85 em and an £-number of 7.8 (See Fig. 5.10). 

It employs first order diffraction from the gratings which follows the fundamental grating 
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equation 

mA = s(sin o +sin (3) (5.15) 

where m is the order of diffraction , A is the wavelength of light, and s is the grating spacing. 

The symbols o and (3 represent the angle of incidence, and angle of diffraction , respectively. 

The theoretical resolving power of a grating is given by 

A v 
Rr = ~A = ~v = Mm, (5.16) 

where M is the total number of the grating grooves, and m is the order of diffraction. 

Each grating (with an area of 102 mm x 102 mm) consists of 1800 grooves per mm which 

corresponds to a theoretical resolving power of Rr = Mm,......, 105 . In general, the theoretical 

resolution is reduced by aberrations and imperfections associated with mirrors , lenses, and 

the width of the slits. In order to obtain optimum resolution, the first collimating mirror M3 

must be completely illuminated by the scattered light entering from slit 81 . Therefore, lens 

L3 (f/8) is selected to have a similar £-number to that of the spectrometer (f/ 7.8). The light 

diflracted by grating G1 is focused by mirror Ivh onto plane mirror M 3 . After the light passes 

through intermediate slit 82 and gets reflected from plane mirror M4 , it is sent to second 

grating G2 by mirror M5 . Then, it is focused by mirror M6 onto exit slit 83 for detection by 

the photomultiplier tube PMT. Entrance and exit slits, 81 and 83 , of the spectrometer are 

opened to 300 p,m while intermediate slit 82 is opened to 400 p,m to a spectral resolution of 

,......,4 cm- 1
. T he scanning step size is set to 0.5-0.8 cm- 1 with a dwell time of 5-120 s per step. 
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Chapter 6 

Brillouin Scattering Measurements on 

CuFe02 and CuCr02 

As shown in Ref. [1], softening of the elastic constants in CuFe02 at the magnetic and struc­

tural transition, TN 1 = 14 K, is well accounted for using a Landau model for a pseudoproper 

ferroelastic transition from the trigonal R3m phase to the monoclinic C2/ m phase. Accord­

ing to the Landau model, the transverse acoustic mode propagating along the x axis with 

a polarization along the y axis, TxPy, in CuFe02 should show complete softening. How­

ever, due to acoustic attenuation, the complete softening of this mode could not be observed 

with sound velocity measurements [1] . As a result , we made an attempt to measure the 

soft acoustic mode down to T Nl using Brillouin scattering. These results are presented in 

Sec. 6.1. Because multiferroic CuCr02 is isostructural to CuFe02 at room temperature, it 

might also show an R3m ----" C2/ m ferroelastic transition at low temperatures. Therefore, we 

investigated acoustic waves in CuCr02 using Brillouin measurements clown to low temper­

atures. Before doing the low temperature measurements, we also performed a. set of room 

temperature measurements to determine the elastic constants. Since the refractive indices 

of CuCr02 are not reported, we performed a. set of reflection geometry Brillouin scattering 
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measurements to simultaneously determine the acoustic velocities and refractive indices of 

CuCr02. We present the results on CuCr02 in Sec. 6.2. 

6.1 CuFe 0 2 

In order to determine whether the soft acoustic mode T."PY shows complete softening at 

the ferroelastic and antiferromagnetic transition at TNl, we performed Brillouin scattering 

measurements on single crystals of CuFe02. Single crystals of CuFe0 2 were grown by the 

floating zone method using a four mirror image furnace by Dr. Geetha Balakrishnan at 

the Department of Physics, University of Warwick [52]. All samples were cut from a large 

single crystal which has the shape of a long cylinder with the cylindrical axis close to the 

crystallographic z axis. Dimensions of the samples vary but have approximately an area of 

2 mm x 2 mm on the studied surface and 1 mm along the surface normal (see Fig. 6.1). To 

minimize surface scattering, samples were polished using abrasive slurry with 50 nm Al20 3 

grains in order to minimize surface scattering. Room temperature Brillouin measurements 

on CuFe02 were performed with a single mode solid state laser operating at 532 nm. An 

incident beam of 80 m W was focused on the sample surface with a lens which has a focal 

length of 5.5 em and an f-number of 2.4 (f/2.4). The free spectral range was set to 25 GHz. 

The frequency shifts and linewidths of the modes were determined with a fi t to a Gaussian 

profile. 

Even though Brillouin scattering can occur at any angle, backscattering and right-angle 

scattering are more commonly used since they are easy to carry out. Backscattering and 

right-angle scattering geometries are illustrated in Fig. 6.2. The wave vectors of incident 

and scattered light outside the sample are represented by ki and k 5 . The acoustic waves 

observed with both geometries are also shown in Fig. 6.2, where the wave vectors of bulk and 

surface acoustic waves are denoted by qB and qsAw . Sample in Fig. 6.2a is represented as 
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Figure 6.1: Two of the a) CuCr02 and b) CuFe02 samples used in Brillouin and Raman 

scattering experiments. 
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Figure 6.2: Common scattering geometries for Brillouin light scattering a ) Right angle scat­

tering b ) Backscattering. 
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transparent to point out the requirement for sample transparency in right-angle scattering 

measurements. CuFe02 is an opaque material (semiconductor) with a direct band gap of 

1.67 eV [96]. The incident light in our experiments is 532 nm which corresponds to an energy 

of 2.33 eV. Therefore, we cannot use right-angle scattering on CuFe02 . The backscattering 

geometry is illustrated in Fig. 6.2b, where ei and broken lines correspond to the angle of 

incidence and surface normal. In contrast to right-angle scattering geometry, backscattering 

can also be used on opaque samples, which is why the sample in Fig. 6.2b is represented 

with a gray color. In semiconductors, usually Brillouin scattering occurs via both elasto­

optic and surface-ripple mechanisms, that is, both bulk acoustic waves and surface acoustic 

waves can be observed [84]. Therefore, we used backscattering geometry in the Brillouin 

scattering measurements on CuFe02 . Measurements performed at normal backscattering (ei 

= Bs = 0) did not show any acoustic modes. As a result, all measurements were clone with 

a backscattering geometry at an oblique incidence as shown in Fig. 6.2. 

Fig. 6.3 shows the sample orientation for the backscattering measurements. The polariza­

tion of the incident light was in the plane of incidence, which is defined as the plane spanned 

by the surface normal and incident light wave vector. The polarization of the scattered light 

was not measured. The incident and scattered light propagated at an angle ei with respect 

to the surface normal, which is parallel to the z axis in Fig. 6.3. Note that we can represent 

the scattering geometry in Fig. 6.3 in a convenient way using the Porto notation, ki(eies)k8 . 

In this representation , ki and ks correspond to the propagation directions of the incident and 

catterecl light , whereas ei and e8 are the polarizations. When the direction of the incident 

(scattered) light propagates at angle e relative to one of the crystallographic axes, we use 

an apostrophe as a superscript. For example, the scattering geometry in Fig. 6.3 can be 

represented by z' (pu )z' , where the label z' corresponds to an incident light direction at an 

angle ei with respect to the surface normal which is parallel to the z axis. In addition, p 

corresponds to a polarization in the plane of incidence and u means unpolarized . 
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Figure 6.3: Experimental geometry and sample orientation in Brillouin scattering measure­

ments on CuFe0 2 . 

Spectra obtained with backscattering geometry are shown in Fig. 6.4; the angle of in­

cidence is indicated on the right hand side of each spectrum. 'vVe observe only one mode 

in all spectra obtained with an angle of incidence varying from 40° to 80°. As the angle of 

incidence is decreased , the frequency shift also decreases. In order to determine whether or 

not the mode is a bulk or surface acoustic wave, we present in Fig. 6.5 the frequency shift 

vs. sin 8;. Dominant sources of uncertainty in the frequency shift are the angle of incidence 

8; and mirror spacing of the interferometer while the uncertainty in sin 8; is due to 8;. As 

seen in Fig. 6.5, the frequency dependence is linear and the frequency shift extrapolates to 

zero as expected for surface acoustic waves 

" 2 sin 8; VsAw 
LlliSAW = ± A; (6.1) 

Therefore, we conclude that the mode observed in our spectra is a surface acoustic mode. 
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From the linear fit to the data in Fig. 6.5 , we obtain VsAw = 1800 ± 40 m/s for t he velocity 

of the surface acoustic wave (; to improve the linear fit , a point at ()i = 0 was added to the 

data . Without the point at ()i = 0, the frequency shift still extrapolates to zero within the 

uncertainty) . It might be worth mentioning t hat measurements performed with polarized 

incident and scattered light, ( ss), ( sp), (pp), and (ps) , show that t he surface acoustic mode is 

observed only in the pp polarizat ion (not shown). Here, s corresponds to a light polarization 

perpendicular to the plane of incidence. 

The fact that we cannot observe any bulk modes is due to the high opacity of CuFe02 

crystals . In an opaque material, scattering from a bulk acoustic wave occurs in a volume 

close to t he surface due to the high value of the extinction coefficient K [84]. The extinction 

coefficient is the imaginary part of t he complex refractive index given by nc = n + iK. In 

that case, t he incident light penetrates a short distance beneath the sample surface and 

is coupled to phonons with a large range of wavevectors. This causes broadening in t he 

linewidth Ova of the Brillouin peaks in a Brillouin spectrum. The linewidths of the Brillouin 

peaks for opaque materials Ova = 4V KiK/7r, where Ki is the incident light wave vector in 

the sample, mainly depend on the extinction coefficient. With increasing opacity, the surface 

ripple mechanism may dominate and bulk modes may not even be observed [84, 97] as shown 

in CuFe02 (Fig. 6.4) . 

Unfort unately, as our measurements on CuFe02 show only one surface acoustic mode 

(Fig. 6.4), we are not able to determine whether the bulk mode TxPy shows complete soft­

ening as expected for the ferroelastic transition observed in CuFe0 2 [1]. At this point, it is 

important to note that a. soft bulk mode implies the existence of a soft surface mode [98, 99]. 

If the velocity of the surface acoustic wave (Fig. 6.4) is related to the elastic constants that 

determine the velocity of T."PY, then we can still determine if TxPy shows complete softening 

by measuring the soft acoustic mode velocity down to T Nl · 

T he elastic constants of CuFe02 have already been determined by ult rasonic measure-
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ments [1]. Using the elastic constants of CuFe0 2 [1], we can plot the angular dependence 

of the bulk mode velocities and compare them with the angular dependence of the surface 

acoustic mode velocity. By comparison, we can find out which elastic constants determine 

the surface acoustic mode velocity. Therefore, we measured the angular dependence of the 

frequency shift of the surface acoustic mode in the x y and x z planes. The experimental 

geometries for these measurements are illustrated in Fig. 6.3. If we keep the angle of in­

cidence ( Bi) constant and rotate the sample parallel to x y plane, the propagation direction 

of the surface acoustic wave rotates in the xy plane. Measurements in the xz plane were 

done in a similar way. Using the frequency shifts , we calculate the velocity of the surface 

acoustic wave according to Eq. 6.1 and plot it against the angle relative to x axis in Fig. 6.6, 

where squares represent surface modes propagating in the x y plane whereas circles are used 

for modes propagating in the x z plane. According to Fig. 6.6 , the velocity of the surface 

acoustic mode does not change in the xy plane within the uncertainty. On the other hand , 

the measurements in the xz plane show a large anisotropy. T he velocity increases from 1800 

± 40 m/s along the x direction to 3100 ± 40 m/ s along the z direction, giving an anisotropy 

ratio of 1. 72 ± 0.06. 

In Figs. 6.7-6.8, we compare the angular dependence of the inverse velocities of the surface 

(squares) and bulk (lines) modes using a polar plot . The polar plots for the bulk modes are 

obtained using the elastic constants determined by ultrasonic velocity measurements [1] . In 

the x y plane (Fig. 6.7), the velocity of the surface wave is close to that of the fast transverse 

mode velocity (continuous line) which mainly depends on the elast ic constant C44 . In the 

.Tz plane, along the d irections close to the x axis, the velocity of the surface acoustic mode 

is close to the fast transverse mode velocity (continuous line), which is dominated by c44 

(Table 4. 1). However , in the directions close to the z axis, the surface mode velocity is 

between the longitudinal (dashed line) and fast transverse mode velocities. According to 

Table 4.1, the longitudinal mode velocity mainly depends on C3.1 along these directions. 
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Figure 6.6: Velocity variations of the surface acoustic wave in the .r-y and t he x z planes of 

These results show that the surface mode velocity mainly depends on C44 and C33 . According 

to Table 4.1 and Ref [1], softening observed on the TxPy mode (Fig. 1.3) is primarily due 

to t he Coo elastic constant. Unfortunately, as the surface acoustic mode velocity depends 

on C44 and C 33 , we cannot determine whether the soft acoustic mode TxPy shows complete 

softening. 
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CuFe0 2 . Inverse velocit ies of bulk modes in CuFe0 2 were calculated using the values of 

elastic constants presented in Ref. [1]. 
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Figure 6.8: Projection of inverse acoustic velocities in the x z plane of CuFe0 2 . Inverse 

velocities of bulk modes in CuFe02 were calculated using the values of elastic constants 

presented in Ref. [1]. 
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6.2 CuCr02 

In this section , we investigate the temperature dependence of the elastic properties of 

CuCr02. At room temperature, we identify the acoustic modes propagating along the x , 

y , and z axes. Then, using reflection geometry, we determine the acoustic velocities and 

refractive indices of CuCr02. Finally, we present low temperature measurements. 

6.2.1 Elastic constants and refractive indices of CuCr02 

Brillouin scattering measurements were performed on single crystals of CuCr0 2 which were 

grown from Bi20 3 flux [27] by Dr. Tsuyoshi Kimura and Dr. Tsuyoshi Otani at Osaka 

University. The samples were platelets with a surface area of 2 mm x 2 mm in the triangular 

lattice plane (x y plane) and about 0.4 mm long along the c axis (See Fig. 6.1). Similar to the 

preparation of CuFe0 2 samples, CuCr02 samples were mechanically polished using abrasive 

slurry with 50 nm Al20 3 grains. As CuCr02 is not transparent , we could not apply the right­

angle scattering configuration for Brillouin scattering measurements. Instead, measurements 

were performed using the geometry illustrated in Fig. 6.9 with 532 nm or 514.5 nm incident 

light and a beam power of 40 m W. The incident and scattered light wave vectors outside the 

sample are represented by ki and k8 . The wave vectors of bulk and surface acoustic waves 

are denoted by qB and qsAw . 

The backscattering spectra obtained at an angle ei relative to the z axis (Fig. 6.9) are 

shown in Fig. 6.10. The angle of incidence is indicated on the right hand side of each 

spectrum (z'(pu)z' ). As seen in Fig. 6.10, each spectrum shows three modes. At 76°, the 

frequency shifts are 7.5 GHz, 28.5 GHz and 25.6 GHz. As the angle of incidence is reduced, 

the frequency shift of each mode decreases. It is also noticeable that the high frequency 

modes start to merge as the angle of incidence decreases. In order to identify these modes, 

we follow the same procedure as for CuFe0 2 . From the Brillouin equations of bulk and 
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Figure 6.9: Sample orientation in backscattering measurements on CuCr0 2 at an oblique 

angle of incidence. 

surface acoustic modes for backscattering, we have that 

(6.2) 

and 

A 2 sine, V sAW 
U liSAW = ± )_ . 

' 
(6.3) 

Thus, we present in Fig. 6.11 the frequency shifts vs sin ei· With a decrease in sin ei, the 

frequency shifts of the modes observed at 28.5 GHz and 25.6 GHz slight ly decrease, however, 

from extrapolation we see that the frequency shifts are not zero at normal incidence, as 

expected for bulk acoustic modes (Eq. 6.2). Therefore, we ident ify these modes as bulk 

acoustic modes. However, the frequency shift of the low frequency mode extrapolates well 

to zero (Eq. 6.3) , indicating t hat t his mode is a surface acoustic mode. Fitting the data for 

this mode (reel line), we obtain V sAvll = 2000 ± 50 mjs. 

88 



---
...0 
I-

<( ->. 
+-' 

(/) 
c 
Q) 

+-' c 

-30 

CuCr0
2 

z'(pu)z' 
'A= 532 nm 

-20 -10 0 10 

Frequency shift (GHz) 

60° 

20 30 
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Table 6.1: Probed acoustic modes in CuCr02 with Brillouin backscattering in the trigonal 

R3m phase (3m point group) [100]. 

Direction Scattering geometry Mode Expressions of p V2 

[100] x(yy)x, x(zz)x , x(zz)x Lx Cu 

y(xx)y, y(zz)y Ly ~(Cu + C44 + J (Cn - C44)2 + 4C~4 ) 

[010] y(xx)y, y(zz)y TyPz ~(Cu + C44- J (Cu- C44)2 + 4C?4) 

y(xz )y Ty Px c66 

z(xx )z, z(yy)z Lz c33 

[001] z(xx)z, z(yy)z, z(xy)z TzPy , TzPx c44 

In the backscattering geometry at an oblique angle of incidence (Fig. 6.9), bulk acoustic 

phonons propagate at an angle ei relative to the z axis. Along such directions, that is, di­

rections that are not along the high symmetry axes of the crystal, selection rules allow the 

observation of all bulk phonons. Moreover , expressions of the velocities in terms of elastic 

constants are complicated. An alternative way is to use backscattering along crystallographic 

axes (Table 6.1) , along which selection rules are satisfied [100] . As a result , we performed 

backscattering measurements on CuCr02 along the x , y, and z crystallographic axes. Mea­

surements were performed with 514.5 nm and 532 nm incident light . The incident light with 

a beam power of 40 m W was focused on the sample surface using a 5.5 em lens ('"" 12000 

W/cm2
) . 

Backscattering spectra obtained for modes propagating along the x , y and z axes are 

presented in Figs. 6.12-6.14. The scattering geometries are designated with the Porto no­

tation, ki(eies )k8 . We first discuss backscattering spectra for propagation along the z axis 

shown in Fig. 6. 12. The wavelength of the incident light is 532 nm. In Fig. 6.12, we see 

modes at 22.5 GHz and 100.4 GHz. The transverse modes along the z axis a.re degenerate 
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[83], which is why we observe only two modes. Since the intensity of the mode at 100.4 

GHz is weak, the frequency range between 90 GHz and 110 GHz was scanned 10 times more 

than the rest of the spectrum (Fig. 6.12). The intensity of the mode at 100.4 GHz is weak 

probably due to the small value of the elasto-optic coefficient in the selection rules [100], 

which we present in Table 6.1 for trigonal symmetry. Selection rules for Brillouin scattering 

are derived using elasto-optic (or photoelastic) tensors for each point group and depend on 

both the propagation direction of the acoustic modes and the polarizations of incident and 

scattered light [100]. Therefore, we present the selection rules for each acoustic mode in 

terms of its propagation direction and scattering geometry. For a discussion and derivation 

of the selection rules, one can refer to Ref. [100]. In Table 6.1, we label the acoustic modes as 

Li and TiPj, where Li corresponds to a longitudinal mode propagating along the i axis and 

7iPi is a transverse mode propagating along the i axis with a polarization along the j axis. 

The elastic constant combinations that determine the acoustic mode velocities are also given 

according to Christoffel's equation. According to the selection rules [100] (Table 6.1) for 

backscattered light along the z axis, a parallel polarization configuration such as z(yy )z or 

z(xx)z allows for the observation of both longitudinal and transverse modes (see Fig. 6.12). 

On the other hand, a cross polarization geometry such as z(xy) z should only allow for the 

observation of the transverse mode [100]. Therefore, we assign the mode at 22.5 GHz to the 

transverse acoustic mode (TzP.,J, the velocity of which can be directly used to determine 

the elastic constant C44 (Table 6.1). The other mode at 100.4 GHz is attributed to the 

longitudinal mode Lz depending on C33 (Table 6. 1). 

Brillouin spectra for backscattering along the y axis are shown in Fig. 6. 13. Results 

obtained with>. = 514.5 nm are presented in Fig. 6.13. For the spectrum labeled as y(z'1l)y, 

z' corresponds to the polarization of the incident light at angle of 30° relative to the z 

axis, whereas 1l corresponds to the unpolarized scattered light. In a Brillouin scattering 

experiment , one can generally observe 3 pairs of peaks, each of which corresponds to one of 
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Figure 6.12: Polarized Brillouin backscattering spectra of CuCr0 2 obtained along the z axis 

with). = 532 nm. 
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the three acoustic modes. However, the spectrum obtained with unpolarized scattered light 

(Fig. 6.13) shows 6 pairs of peaks with frequency shifts ranging from 20 GHz to 80 GHz 

(See Table 6.2). In birefringent crystals , a wave of arbitrary polarization can be decomposed 

into two orthogonal polarizations. In this case, the polarization directions are along the :r: 

and z axes (Eq. 3.6). When light is polarized in the xy plane, the refractive index is the 

ordinary index n0 . However, when light is polarized along the z axis, the refractive index 

is the extraordinary index ne. Referring to Eq. 6.2, we see that the frequency shift of an 

acoustic mode depends on the refractive index of the incident and that of the scattered light . 

As a result , if the selection rules allow the observation of an acoustic mode with (xx), (zz), 

and (xz) polarizations, a spectrum obtained with (z'u) polarization should show frequency 

shifts that depend on n0 , ne, and both n 0 and ne, respectively, giving rise to three peak pairs. 

In order to identify the peaks for acoustic modes propagating along they axis (Fig. 6.13, 

we refer to the selection rules presented in Table 6.1 [100, 83]. In Fig. 6. 13, with (x:r ) 

polarization two well-defined modes are observed at 75.6 GHz and 23.7 GHz. ·with (zz) 

polarization , two modes are observed at 61.9 GHz and 19.8 GHz. According to the selection 

rules (Table 6.1) , these configurations should allow longitudinal and quasi transverse modes 

[100]. Hence, the high frequency peaks at 75.6 GHz and 61.9 GHz are assigned to the 

longitudinal mode (Ly) whereas modes observed at 23.7 GHz and 19.8 GHz are attributed 

to the quasitransverse mode (TyPz). The fact that the frequency shifts are different for (xx) 

and (zz) polarizations clearly shows the effect of birefringence. Fig. 6.13 also shows the 

spectrum with cross polarization ( xz ). In this configuration, a strong peak is observed at 

39.8 GHz. According to the selection rules (Table 6.1) , only the pure transverse mode should 

be observed. Therefore, we assign the mode at 39.8 GHz to the pure transverse mode (TyP.r:) 

related to the elastic constant C66 . As seen in the spectrum, there are two additional pairs 

observed with weak intensities at 61.9 GHz and 68.8 GHz. As the mode at 61.9 GHz has 
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Figure 6.13: Polarized Brillouin backscattering scattering spectra of CuCr02 obtained along 

the y axis with A = 514.5 nm. 
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the same frequency shift as the longitudinal mode (Ly ) observed with a (zz) polarization 

configuration, this suggests that the polarization of the incident light was at a small angle 

relative to the x axis. The other mode at 68.8 GHz can also be assigned to the longitudinal 

mode. Its frequency shift is different due to different refractive index in the basal plane ( n0 ) 

and that in the z axis ( ne). The cross polarization configuration does not normally allow 

for the observation of the longitudinal mode along the y axis [100]. However, probably the 

large collection angle (due to an £-number of 2.4) lifts the selection rules since acoustic modes 

propagating in the directions within the scattering cone (of"' 30°) formed by the lens can be 

observed. This explains why the longitudinal mode is also observed with a lower amplitude 

[101]. 

Finally, we also performed backscattering measurements to determine the frequency of 

acoustic modes propagating along the x axis . The spectra obtained along the x axis are pre­

sented in Fig. 6.14. Normally, the selection rules impose that backscattering measurements 

along the x axis only allow longitudinal modes [100] . However , with unpolarized scattered 

light .'G( z'u )x, we observe a total of 6 modes, which have frequency shifts similar to those 

obtained for modes propagating along the y axis (Table 6.2) . We attribute the observation 

of these modes to the large collecting angle (f/ 2.4) in our measurements [101]. 

Frequency shifts of the bulk acoustic modes propagating along the three axes are tabu­

lated in Table 6.2. The frequency shifts are given for both 514.5 nm and 532 nm incident light 

beams. The frequency shifts obtained with two excitation lines are different because the fre­

quency shifts depend on the wavelength of the incident light as well as the refractive indices 

of the incident and scattered light (Eq. 6.2), which are weakly frequency dependent. Here, 

we should note that normal incidence backscattering spectra cannot show surface acoustic 

waves because the frequency shift of a surface acoustic wave is zero at normal incidence 

(Eq. 6.1). 

For the calculation of the acoustic velocities, we need to know the refractive indices of 
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Figure 6.14: Polarized Brillouin backscattering spectra of CuCr02 obtained along the x axis 

with A = 514.5 nm. 
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Table 6.2: Frequency shifts of the acoustic modes observed with Brillouin backscattering 

experiments along x, y , and z axes observed at room temperature in R3m phase of CuCr02 . 

The uncertainty associated with t he frequency shifts is 0.5%. 

Direction Acoustic mode Light Polarization ~va for A = 514.5 nm ~v8 for A = 532nm 

Uncertainty: 0.5% Uncertainty: 0.5% 

Lz (x.x) , (yy) 100.4 

[001] TzP-r (xx), (yy) , (xy) 23.5 22.5 

Ly (xx) 75.6 72.0 

Ly (xz ) 68.6 65.4 

Ly (zz ) 61.9 59.4 

[010] TyPz (xx) 23.7 22.7 

TyPz (zz ) 19.8 19.7 

TyP-r (xz) 39.8 38.2 

Lx (yy) 75.4 

Lx (yz) 68.6 

Lx (zz ) 61.8 

[100] T-rPz XX 23.8 

TxPz (zz ) 19.7 

TxPy (yz) 39.7 
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CuCr02 (Eq. 6.2). As discussed in Chapter 3, reflection geometry illustrated in Fig. 3.7 can 

be used to determine acoustic velocities and refractive indices of an isotropic material [93]. 

In that case, the acoustic modes propagate normal to the surface and the frequency shift is 

given by (Eq. 3.46) 

(6.4) 

where ki is the incident light wave vector whereas km = ki sin ()i is the component parallel 

to the sample surface (in-plane component). V is the acoustic velocity and ni and ns are 

the refractive indices associa ted with the incident and scattered light , respectively. If the 

refractive indices for the incident and scat tered light are equal, i.e., ni = n 8 = n , the frequency 

shift can be writ ten as 

(6 .5) 

Note t hat CuCr02 has trigonal symmetry (3m point group) which means that it is a 

uniaxial birefringent material (see Sec. 3.1). Along the opt ic axis, which is parallel to the 

crystallographic z axis, the refractive index is independent of the polarization direction and 

given by the ordinary index n0 . For other directions, light will be resolved into two orthogonal 

modes, each of which experiences a unique refractive index. One of these polarizations is in 

the xy plane, which experiences the ordinary index n 0 . The other polarization experiences a 

refractive index which depends on the polar angle () between the z axis and direction of the 

light propagation 
1 cos2 () sin 2 

() 
-- = --+--
n2 (() ) n 2 n2 ' e o e 

(6.6) 

where n e corresponds to the extraordinary index. The extraordinary index n e is experienced 

by light polarized along the z axis (optic axis) . For a derivation of Eq. 6.6 using the optical 

indicatrix for uniaxial materials, one can refer to Sec. 3.1. As seen in Eq. 6.6, depending on 

the polar angle(), the refractive index ne(() ) will take a value between the ordinary index n 0 

and the extraordinary index n e. 

99 



Consider the reflection geometry with respect to the y axis shown in Fig. 6.15a. In this 

geometry, the plane of incidence is parallel to the xy plane. If we set the polarization of t he 

incident and scattered light in the x y plane, we observe acoustic modes Ly and TyPz with 

frequency shifts associated with (.?;x) polarization. Performing measurements at different 

angles of incidence ()i, a fit of 6.v8 vs. km using Eq. 6.5 will provide the velocities of 

the Ly and TyPz acoustic modes and the value of the ordinary index n 0 . Similarly, if we 

perform measurements with (zz ) polarization , we can determine the velocities of the Ly 

and TyPz modes and the extraordinary index ne· If the reflection geomet ry measurement 

is performed with respect to the y axis (Fig. 6.15) using cross polarized light , (xz) or (zx), 

then we determine the velocity of t he TyPx mode and refractive indices no and ne by a 

fit using Eq. 6.4. Even though the longitudinal Ly mode is normally forbidden in cross 

polarization, it is observed with a weak intensity due to a large collecting angle in our 

experiments (Fig. 6.13) . Therefore, we can determine the velocity of the Ly mode also using 

cross polarization. Measurements can be done in a similar way with respect to the x axis. 

In that case, the velocit ies of the acoustic modes propagating along the .?; axis , L.x, TxPy, 

and Tx Pz, as well as no and ne can be obtained. 

The same approach can be used to determine t he velocities of acoustic modes propagating 

along the z axis and ordinary index no as illustrated in Fig. 6.15b. In this case, the plane of 

incidence is parallel to t he xz plane. The symbol ® is used to indicate that the polarization 

of the incident and scattered light is along the y axis, that is , perpendicular to the plane 

of incidence. In this case, t he refractive index for the incident and scattered light is the 

ordinary index n 0 . Then , fitting b.vs vs. km using Eq. 6.5, we can determine the velocities 

of TzPy and Lz modes as well as the ordinary index n0 . The same results can be obtained 

if the plane of incidence is parallel to the y z plane and the incident and scat t ered light are 

polarized along the x axis. 

In order to determine the refractive indices n0 and ne and the velocit ies of the acoust ic 
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Figure 6.15: Reflection geometries used to determine the ordinary an l extraordinary refrac­

tive indices and v locities of the acoustic modes propagating along the a ) y b) z axes 

modes propagating along the y and z axes, we performed Brillouin scattering measurements 

with reflection geometries illustrated in Fig. 6.15. Measurements were performed at angles of 

incidence ()i varying from oo to 80° relative toy and z axes. The wavelength of the incident 

light was 514.5 nm for all measurements. Sp ctra obtained with polarized incident and 

scattered light ar shown in Fig. 6.16 while those obtained with unpolarized ( u) scattered 

light are presented in Fig. 6.17. Incident angles ()i are shown on the right hand side of 

each spectrum. Polarizations are shown above each spectrum in both figures (Figs. 6.16 

and 6.17). Wh never necessary, the propagation and polarization directions are labeled 

with an apostrophe. For example, in the notation y'(x' x' )y' , incident and scattered light 

directions (y' ) are at angle ()i with respect to the y axis whereas light polarizations (x' ) are 

in the xy plane. In Fig. 6.17, when (x'u ) is use l, the spectra show modes that are observed 

with (x.r) and (xz) polarizations while (zu) polarization allows modes observed with (zz) 
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Figure 6.17: Brillouin scattering spectra obtained using reflection geometry with unpolarized 
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and ( zx) polarizations. At normal incidence, approximately 5000 scans (-·" 1 hour) were 

enough to obtain a spectrum with strong mode intensities for the Ly, TyPz and TyP.-r modes 

(Figs. 6.16and 6.17) . The observation of other modes required as high as 40000 scans ( 17 

hours) for angles larger than 40°. The longitudinal mode observed with (xz) polarization 

and the quasitransverse mode (TyPz) observed with (zz) polarization could not be observed 

for angles larger than 60°. 

The linewidths of the modes in the spectra shown in Figs. 6.16 and 6.17 are about 1.2 

GHz, comparable to the instrumental linewidth (0.5 GHz). An increase in ()i in reflection 

geometry experiments did not considerably change the linewidths with the exception for the 

Ty Pz mode at 19.8 GHz (Fig. 6.16) . Severe broadening and asymmetry of this mode shifted 

the intensity distribution to higher frequencies. Therefore, the frequency variation of this 

mode was not used. 

The frequency shifts of the acoust ic modes are plotted against the in-plane component of 

the incident light wave vector km in Fig. 6.18. A simultaneous fi t to the data obtained using 

Eqs. 6.4 and 6.5 is represented by continuous lines. From the fi t, we determine the acoustic 

mode velocities VL , Ly, VryPx, VryPz, and VrzPx as well as the refractive indices (no and ne)· 

The results are tabulated in Tables 6.3 and 6.4. The uncertainties are approximately 3%. 

We first discuss the results for the refractive indices. The fit to the frequencies of the 

modes propagating along the y and z axes gives the ordinary and extraordinary refractive 

indices as no = 2.92 ± 0.3 and ne = 2.39 ± 0.3 for .A = 514.5 nm (Table 6.3). Since the 

ordinary index n0 is greater than the extraordinary index ne, CuCr02 can be classified as a 

negatively birefringent material [72] (see Sec. 3.1). The birefringence magnitude of CuCr02 

is then l:ln = ne - n0 = -0.53 ± 0.06. This value is larger than that of the well-known 

negatively birefringent material CaC03 , in which n0 = 1.66 and ne = 1.49, giving !J.n = 

-0.17 [102]. 

T he ratio of ~; = 1.22 ± 0.03 can be tested using the frequency shifts of the Ly, Lx, TyPz 
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Figure 6.18: Frequency shift plotted against the in-plane component of the incident light for 

modes propagating along the y and z axis (Ly, TyPx , TyPz, TzPx) and nonlinear fi ts using 
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Table 6.3: Refractive indices of CuCr02 for A= 514.5 nm and A = 532 nm at room temper-

ature 

Wavelength (nm) no ne 

514.5 2.92 ± 0.03 2.39 ± 0.03 

532 2.88 ± 0.05 2.38 ± 0.04 

and T.-c Pz modes associa ted with (xx) and (zz) polarizations. This can be done by rewriting 

Eq. 6.2 for ni = n8 , so that 

8.1/a(xx) 
8.1/B(zz) 

(6.7) 

Using the frequency shifts in Table 6.2 , the longitudinal modes (Lx and Ly) g1ve 1.22 ± 

0.01 whereas the shifts for the transverse modes T.-c Py and Ty Pz give 1.21 ± 0.01. Thus, 

the rat io determined by the fitt ing procedure agrees wit h t hose obtained from the frequency 

shifts observed with backscattering (Figs. 6.13 and 6.14). The overall quality of the fi t ting 

procedure can be further tested if one organizes Eq. 6.5 as 

(7r8.1/s)2 

= 2 _ (km)2 

V k no k· ' 
' ' 

(6.8) 

where ni = ns = n0 . Eq. 6.8 can be used for all modes observed with (xx) polarization , as 

shown in F ig. 6.19. In F ig. 6.19, squares, t riangles, and stars represent data for the modes 

Ly, Ty Pz, and TzP.-c, respectively. According to Eq. 6.8, the intercept determined from a 

linear fi t (black line) to the data gives the square of the ordinary refractive index n~, from 

which we obtain n0 = 2.92 ± 0.01 in agreement with t he value of no presented in Table 6.3. 

T he refractive indices for A = 532 nm are also presented in Table 6.4. These values are 

determined using Eq. 6.2, the frequency shifts, and velocit ies (Tables 6.2 and 6.4). Except 

for the asymmetric low frequency (19.7 GHz) mode obtained with (zz ) polarization , all 

modes give t he ordinary (n0 ) and extraordinary ne index values as presented in Table 6.3. 
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Table 6.4: Experimentally determined acoustic velocities for modes propagating along x, y , 

and z axes in the trigonal R3m phase of CuCr02 at room temperature. 

Acoustic mode Velocity (ms- 1) 

Lz 9200 ± 200 

TzPx, TzPy 2070 ± 30 

Ly 6650 ± 80 

TyPz 2090 ± 30 

TyPx 3870 ± 50 

Lx 6640 ± 100 

T.1J~1j 2110 ± 40 

TxPz 3850 ± 70 

Table 6.5: Experimental values of the bare elastic constants in CuCr02 at room temperature. 

Bare values Cu c 12 c33 c44 c66 

1010 N/ m2 24.2 ± 0.7 7.8 ± 1 47 ± 3 2.35 ± 0.07 8.2 ± 0.2 

Acoustic velocities obtained using Eqs. 6.4 and 6.5 are presented in Table 6.4. Using 

these velocit ies (Table 6.4) and the solutions of the Christoffel's equation (Table 6.1) , we 

determine the elastic constants Cu , C12 , C33 , C44 , C66 = (Cn- C12)/2, which are given in 

Table 6.5. The uncertainties associated with Cu , C44 , and C66 are about 3%. The velocities 

of the acoustic modes TzPx, TyPz and TyPx are equal within the uncertainties, therefore, we 

could not determine the value of C14 . From the acoustic velocities presented in Table 6.4, 

we estimate the absolute value of c14 to be less than 1.4 X 1010 N/ m2 . 

As discussed earlier, transverse modes are forbidden in the backscattering measurements 
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along the x axis (see Fig. 6.14) . Modes located at 19.7 GHz and 23.7 GHz observed with 

parallel ((zz ) and (xx)) polarization are assigned to the transverse mode T.1: Pz whereas mode 

located at 39.7 GHz observed with cross (xz) polarization is assigned to the transverse mode 

T.1: Py (see Table 6.1) . In order to test our mode selection we calculate the transverse mode 

velocities using the elastic constant values presented in Table 6.5. We obtain Vrr. Py = 3900 

± 100 m/s and Vr.,Pz = 2100 ± 100 m/ s. These values are in agreement with the velocities 

presented in Table 6.4 which are calculated using the frequency shifts. Thus, we confirm 

that our mode selection for the transverse modes is correct . Finally, using the extraordinary 

index ne, we can obtain the velocity associated with the TyPz mode observed with y(zz )y 

geometry. The velocity is calculated as 2130 ± 40 m/ s, which falls in the velocity range for 

this mode (Table 6.4). 

6.2.2 M easurem ents b etween 295 K and 30 K 

Ultrasonic velocity measurements on CuFe0 2 indicate an R3m ----'- C2/ m pseudoproper fer­

roelastic transition at TNl = 14 K. These measurements show significant softening of some 

acoustic modes propagating along the x and y axes. [1]. Particularly, the transverse modes 

TxPy and TyPx show softening up to 35% just above TNl , which correspond a 50% reduc­

tion in the value of C66 relative to its maximum value at high temperatures. In addition, 

according to the Landau analysis [1], the temperature dependence of TxPy is consistent with 

complete softening. This observation is direct evidence that the transition at TN 1 is a. second 

order ferroela.stic transition. Considering that CuCr02 is isostructura.l to CuFe0 2 at room 

temperature, it might also undergo a ferroelastic transition at TNl = 24.3 K, which could 

be identified through the observation of softening of the modes TxPy and TyP1: · Therefore, 

we performed Brillouin scattering measurements on CuCr02 to determine the temperature 

dependence of acoustic modes propagating along the x and y axes. Because we can measure 
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the transverse acoustic modes TxP.v and TyPx with backscattering along the x and y axes 

(Figs. 6.13, 6.14), we used backscattering along these directions down to rv30 K using a sin­

gle mode Ar+ laser operating at 514.5 nm. The incident beam power for the measurements 

along the x axis was 12 mW (3800 W j cm2) whereas it was 20 mW (6400 W jcm2) for they 

axis . 

Low temperature backscattering spectra on CuCr02 are shown in Figs. 6.20-6.21. Since 

the intensity of each mode decreases as t he temperature is lowered , the spectra had to be 

recorded for up to 40 hours at low temperatures to obtain an acceptable signal- to-noise rat io. 

Unfortunately, the lowest tempera ture we could achieve with the cryogenic system is 30 K , 

therefore, we could not obtain the temperature dependence of the acoustic modes down to 

the antiferromagnetic transition at TN1 = 24.3 K and multiferroic transition at TN2 = 23.6 

K [27, 62, 62]. 

T he backscattering spectra obtained along the y axis, Fig. 6.20, were collected with 

an incident light polarization along the x axis and unpolarized ( u) scattered light , giving 

a scattering geometry as y(xu)TJ. As determined in Sec. 6.2.1 , modes at 23.7 GHz and 

39.8 GHz are due to the quasi t ransverse mode (TyPz) and the pure transverse mode (TyPx), 

respectively. The modes at 61.9 GHz, 68.6 GHz, and 75.6 GHz correspond to the longitudinal 

mode Ly. 

The backscattering spectra obtained along t he x axis are shown in Fig. 6.21. T he incident 

light was polarized along the y axis, whereas the polarization of the scattered light was not 

measured. The spectra in Fig. 6.21 show four modes at 23.8 GHz, 39.7 GHz, 68.6 GHz, and 

75.4 GHz. The modes at 24 GHz, and 40 GHz correspond to the quasi transverse modes 

T."Pz and TxPy. The modes at 68.6 GHz and 75.4 GHz are the frequency shifts due to the 

longitudinal mode Lx observed with (yz ) and (yy) polarized light , respectively. 

In Fig. 6.22, we present the temperature dependence of the relative acoustic velocity 

varia tions determined from the frequency shifts normalized with respect to their maximum 
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values at high temperatures. Modes propagating along the y axis are shown as squares while 

those propagating along the x axis are represented with triangles. The relationship between 

the acoustic velocities and associated effective elastic constants are given in Table 4.1. Ac­

cording to Table 4.1 , Fig. 6.22a-c reflect the temperature dependence of the elastic constants 

C66 , Cu , and C44 , respectively. At 30 K, the temperature variation of the velocity for the 

modes TyP.., and TxPy shows 7% and 9% softening relative to the value at room temperature. 

This softening corresponds to a decrease of about 11% in C66 (Table 6.5). Even though the 

velocity of T:., Py is primarily determined by C66 (Table 4.1), it also depends on C14 and C44, 

which might explain the difference in the temperature variation of both modes. In Fig 6.22b, 

we show the velocity variations of both longitudinal modes, Ly and Lx. Similar to t ransverse 

modes presented in Fig. 6.22a, both modes soften as the temperature is decreased clown to 

30 K. Softening observed in these modes is about 3%, which corresponds to a rv 5% decrease 

in Cu relative to room temperature. Finally, we present the temperature dependence of 

the modes TyPz and TxPz in Fig. 6.22c. The velocit ies of these modes remain almost the 

same throught the temperature range, which indicates that C44 shows no variation with 

temperature. 

Even though we could not obtain data down to the antiferromagnetic transitions, the 

softening observed on the elastic constant C66 implies that CuCr02 possibly undergoes a 

ferroelastic transition at TN 1 = 24.3 K. However, in order to make a conclusive statement, 

the temperature dependence of the elastic constants around TNl is still required. In that 

case, an alternative method, such as the ultrasonic pulse echo method [1], can be used to 

investigate the elastic properties of CuCr02 at lower temperatures. 
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Chapter 7 

Ultrasonic velocity and dielectric 

measurements on CuCr02 

Brillouin scat tering measurements on CuCr02 show that acoustic modes related to C66 

and Cu show softening as the temperature is decreased down to 30 K. Unfort unately, the 

minimum temperature achievable for the Brillouin measurements is 30 K, just above the 

antiferromagnetic transition at TNl = 24.3 K. For that reason, we used the ultrasonic pulse­

echo method to determine the elastic properties of CuCr02 down to ,.....,4 K. In addi tion, 

ultrasonic velocity and dielectric measurements were simultaneously performed to fur ther 

investigate magn toelastic coupling and determine the magnetic phase diagram of CuCr0 2 

for fields up to 8 T along the [liO] direction. B sides, these measurements aimed at clarifying 

whether there is one or two zero-field phase transitions at low temperatures [27, 58] . 

7.1 Ultrasonic velocity m easurem ents 

In this section , elastic properties of CuCr02 are determined using the ul trasonic pulse echo 

method. The difference between the ultrasonic pulse echo method and Brillouin scattering 
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is that the ultrasonic pulse echo method measures acoustic waves induced by a transducer, 

whereas Brillouin light scattering experiments investigate phonons that already exist in the 

crystal. The two techniques have several advantages and disadvantages compared to each 

other. One of the disadvantages of the ultrasonic pulse echo method is that samples of 0. 5 

mm long are normally required. On the other hand , Brillouin scattering can be used to study 

bulk modes in much smaller samples as thin as 1 f-Lm [103]. In addition, the surface area 

required for Brillouin scattering can be of the order of several hundred f-Lm , which is large 

enough for the spot size of the focused light. Another disadvantage of the ultrasonic pulse­

echo method is that below ferroic transitions, domains may cause large acoustic attenuation. 

More importantly, the velocity measured in that case is the average velocity of the domains. 

In the case of Brillouin scattering, domains may cause broadening in the line shape and 

therefore a decrease in the intensity of phonon peaks [104]. However , even if the incident 

light is focused on several structural domains [104] , Brillouin peaks associated with different 

domains can be resolved [104]. One of the disadvantages of Brillouin scattering over the 

ul trasonic pulse echo method was that the contrast provided by the single Fabry-Perot 

interferometers is not sufficient to study opaque materials [84]. Therefore, the development 

of multi-pass interferometers in the past 40 years has made this technique more convenient, 

although local heating due to the incident beam power has to be taken into account [84] . 

Moreover , Brillouin scattering techniques cannot provide the resolution provided by the 

ultrasonic pulse-echo method. The ultrasonic pulse echo method can provide a resolution as 

high as 1 part per million [1], whereas Brillouin scattering is limited to 0. 1% [84]. 

Regardless of the advantages and disadvantages, both techniques are complementary. In 

our case, due to the small sizes and dimensions of the samples, uncertainties on the ab solute 

acoustic velocities obtained with the ultrasonic pulse-echo method were large. Along the 

z axis, we could not even measure the acoustic velocity as the samples are only 0.5 mm 

long (see Fig. 6.1) . However , along the other directions , relative variations of the acoustic 
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velocities are obtained with a resolution as high as a few parts per million down to 4 K. 

CuCr02 samples were platelets with a surface area of 2 mm x 2 mm in the triangular 

lattice plane (xy plane) and about 0.5 mm along the z axis (See Fig. 6.1). Prior to ult rasonic 

velocity measurements , samples were polished using abrasive slurry which is a mixture of 

glycerin and SiC grains (White Abrasives Inc., 1200 RA SiC) in order to obtain parallel and 

smooth surfaces. Acoustic waves were generated at rv30 MHz with a repetition rate of 1 kHz. 

The temperature dependent measurements of the acoustic modes were performed along the 

x andy directions (the [110] and [1IO] directions in the hexagonal basis). 

The temperature dependences of all acoustic modes propagating along the x and y axes 

in CuCr02 are presented in Fig. 7.1. Modes propagating along the x axis are plotted using 

green lines, whereas modes propagating along the y axis are plotted using red lines. The 

data presented in Fig. 7.1 are normalized relative to the maximum value at high temper­

atures. All modes show only one distinct anomaly at TN 1 = 24.3 ± 0.2 K, below which a 

collinear phase is expected clown to TN2 = 23.6 K [27, 61] . As seen in Fig. 7.1 , none of the 

a,coustic modes show an anomaly at TN2 which is the transition temperature to the proper­

screw spin structure [25 , 27]. In addition , no thermal hysteresis was observed at TNl in any 

of the modes. Thermal hysteresis is a characteristic of first order phase transitions which 

manifests itself with two different critical temperatures for warming and cooling cycles (see 

Chapter 8). This observation agrees with magnetic susceptibility, [27, 61], dielectric con­

stant [27], specific heat [27] and polarization measurements [26, 27] on CuCr02 . The most 

interesting feature of the results is that the velocities decrease as the temperature is reduced 

clown to TNl. Especially, the transverse modes TxPy and TyPx show softening up to 20% 

(Fig. 7.1a), which corresponds to a reduction of about 35% in the elastic constant C66 rela­

tive to room temperature (Table 4.1). For convenience, the room temperature values of the 

elastic constants determined by Brillouin scattering are presented in Table 7.1. In Fig. 7.1 b, 

temperature dependences of the longitudinal modes Lx and Ly indicate a decrease of ""'6% 
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Table 7.1: Experimental values of the bare elastic constants in CuCr02 at room temperature 

Bare values Cu c12 c33 c44 c66 

1010 Njm2 24.2 ± 0.7 8 ± 1 47 ± 3 2.35 ± 0.07 8.0 ± 0.2 

in C11 relative to high temperatures. The decrease in the velocity of transverse modes TyPz 

and TyP-c (Fig. 7.lc) corresponds to a softening of 2% in C44 . 

As discussed previously, sound velocity measurements on CuFe0 2 show evidence of a 

second order R3m ----'- C2/ m pseudoproper ferroelastic transition at TN1 = 14 K [1]. All 

modes in CuFe02 show softening down to TN! , similar to our results obtained on CuCr02 . 

In Fig. 7.2a, we compare the temperature behavior of the transverse mode T..-c Py in CuCr02 

and tha t in CuFe0 2 [1]. In Fig. 7.2 , the dotted lines represent the data for CuFe02 , while the 

continuous lines are for CuCr02 . Although the softening on both modes is comparable, T..-c Py 

in CuFe02 seems to show complete softening whereas the softening observed in CuCr02 is 

clearly incomplete. According to the Landau model for CuFe0 2 [1], complete softening of 

this mode is expected when the transition is second order. Large softening of the transverse 

mode TxPy in CuCr02 suggests that the transition at TNJ is also ferroelastic [105] . In 

order to further investigate the order of the transition at TNJ in CuCr02 , we compare in 

Fig. 7.2b the temperature dependence of the longitudinal mode Lx in CuCr02 and CuFe0 2 

[1] . Both modes show a decrease in the velocity with significant differences below TNL . As 

seen in the inset of Fig. 7.2b, below TN1 the velocity in CuCr02 (continuous line) increases 

more rapidly compared to results obtained on CuFe0 2 (dotted line). The temperature 

dependence of L.-c in CuCr02 is similar to the behavior obtained in aN3 at Tc = 293 

K [105]. This particular behavior in NaN3 was considered as evidence for a weakly first 

order R3m ----'- C2/m ferroelastic transition [105]. Thus, in order to determine whether the 

transition at TN 1 in CuCr02 is first order, we compare in Chapter 8 the data to predictions 
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derived from a first order Landau model. 

7.1.1 Magnetic phase diagram of CuCr02 

In this section, we determine the magnetic phase diagram of CuCr02 for fields applied 

along the [liO] and [110] directions (hexagonal basis). So far, the Cartesian coordinate 

system has been mostly used throughout the text. In this section , it is more convenient 

to use hexagonal axes since we refer to the symmetry properties of the triangular lat tice of 

CuCr02 to explain our findings. Therefore, the sketch of the projection of the Cr and 0 

ions along the z axis shown in Fig. 2.2 is also presented in Fig. 7.3 to define the Cartesian 

and hexagonal axes. Large circles represent the chromium ions, whereas small open and 

filled circles represent oxygen ions located above and below the Cr layer , respectively. The 

crystallographic directions in the hexagonal basis are represented by a, b, c, [110] and [1 IO], 

whereas Cartesian axes are designated by x, y, and z. The axes x, y, and z are defined 

parallel to the [110], [1 IO], and c directions of the hexagonal basis. Thin lines and a triangle 

with a small white circle at the central Cr ion indicate mirror planes ( m) and a threefold 

rotation axis with an inversion center normal to the plane of projection. The twofold rotation 

axes are shown with black arrows. In the R3m space group , the symmetry operations are 

a spatial inversion, a threefold rotation about the c axis, twofold rotations about the a, b, 

and [110] axes, and mirror planes perpendicular to the twofold rotation axes. Using the 

hexagonal coordinates, the notations for acoustic modes should also be changed. In that 

case, Ly, TYP."' and TyPz read as L[ITO]> T r1To]P [uo], and T[lTOJP[c], respectively. 

We first determine the number of magnetic phase transitions in CuCr0 2 at zero field. Our 

acoustic velocity measurements show only one transition at the antiferromagnetic transition 

at TNI = 24.3 K (Fig. 7.1). While a single crystal study by Poienar et al. [58] and a 

number of measurements on polycrystals indicate one phase transition at rv 24.3 K, single 
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crystals studies by Kimura et al. [27] and Frontzek et al. [61 , 62] indicate two transitions 

at TN 1 = 24.2 K and TN2 = 23.6 K [27] . In particular , according to dielectric constant 

and polarization measurements by Kimura et al. [27] , an electric polarization emerges at 

TN2 = 23.6 K. To clarify the number of low temperature phase transitions at zero field in 

CuCr02 and which phases are ferroelectric, we performed simultaneous measurements of 

capacitance quo] and the velocities of acoustic modes L11I o] and T11Io]P ]l10] in CuCr02. It 

should be noted that our CuCr02 samples were provided by Kimura et al. [27] but are not 

the same samples as those used in their measurements. Measuring the capacitance C[llO] , 

the temperature dependence of the dielectric constant E[H o] was determined using 

(7.1 ) 

where quo] is the capacitance along the [110] direction and Eo is the vacuum permittivity. 

Here, A corresponds to the area of two parallel plates separated by a distance d. In order 

to measure the capacitance of the sample, two thin brass plates were glued by using silicone 

on two parallel surfaces of the sample. 

Results for E[uo], performed with the longitudinal mode £ 11101 , are presented in Fig. 7.4a 

while those measured simultaneously with T11101 Pr 11o] are shown in Fig. 7.4b. The absolute 

values of the dielectric constant E[ no] shown in Fig. 7.4a-b are different. Our values are also 

smaller by a factor of 3 compared to earlier results [27]. Considering that the dielectric 

constant E[no] is calculated according to Eq. 7.1 , our results clearly indicate considerable 

parasitic capacitance Cprobe due to the experimental setup . One possibility is that the par­

asitic capacitance Cprobe acts as a capacitor connected in series to the capacitance quo] of 

the sample. In that case, what we measure could be less than quo] because the equivalent 

capacitance C eq would be given by -c1 =-c 1 + -c 1 
. T herefore, it is plausible that we 

eq probe [ I I OJ 

obtain smaller values for the dielectric constant ( E[uo]) of CuCr0 2 than those reported in 

li terature [27]. Even though the absolute value for E[no] deviates from other resul ts [27], 
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our measurements consistently show a step-like anomaly with an increase between 2 and 2.5 

in the dielectric constant at TN2 = 23.8 K, indicating that CuCr02 is ferroelectric below 

TN2 in agreement with Kimura et al. [27]. On the other hand , the velocit ies presented in 

Fig. 7.4 show a minimum at TN 1 = 24.3 K. Therefore, we conclude that at zero field , CuCr02 

undergoes a transition at TNI = 24.3 K and a second one at TN2 = 23.8 K, in agreement 

with Refs. [27, 61 , 62]. The absence of an acoustic anomaly at TN2 is indicative of weak 

magnetoelastic and piezoelectric coupling at this temperature. 

Next , the field dependence of the transition at TNI was determined through the measure­

ments of acoustic mode velocities at a magnetic field. Therefore, at fields parallel to the [liO] 

direction the relative velocity variations of the acoustic modes L [tTo] ' 7[J"fo]Pc, and T [tToJP [no] 

were measured. According to these measurements (not shown) , the transition temperature 

TNI is field independent up to 8 T. In order to obtain the field dependence of the transition 

at TN2, we measured the capacitance along the [110] direction along with the transverse 

mode T11To]P[11o]· The variation of the dielectric constant E[n o] is shown in Fig. 7.5 together 

with the acoustic mode T 11Io]P[11o] · The relative velocity variation of T 11I o]P [uo] is shown 

with clashed lines, whereas the dielectric constant E[ u o] is shown with black lines. Since the 

acoustic mode velocity is independent of the magnetic field , we only show the temperature 

dependence of the acoustic mode at zero field. Unlike the transverse mode T 11To]P [u o], the 

dielectric constant significantly changes with the magnetic field. The largest increase in the 

dielectric constant is observed at zero field . With an increase in the magnetic field , the in­

crease in the dielectric constant is gradually suppressed. When the field is 6 T or larger, the 

dielectric constant shows a minimum. Taking the transition temperature as the midpoint of 

the step like increase in the dielectric constant (indicated by the black arrow), we see that 

T N2 slightly changes with the magnetic field . 

Possible new phases in CuCr02 were also investigated by measurements of acoustic modes 

as a function of magnetic field at a constant temperature. These measurements were per-
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formed at temperatures between 2 K to 26 K. Previous magnetization measurements on 

CuCr02 indicate a first order magnetoelectric transition at 5.3 T at 2 K when the field is 

applied along the [110] direction [4, 66]. Therefore, we applied the magnetic field along the 

[110] direction. 

The field dependence of the longitudinal mode £ 110 at 2 K and 23 K is shown in Fig. 7.6. 

At 2 K, the acoustic velocity shows a minimum at H flop ~ 5.3 T , whereas at 23.7 K, a 

minimum is observed at Hflop ~ 4.4 T. At both temperatures , the velocity minimum is at 

different fields for increasing and decreasing magnetic fields, indicating that the transition 

is first order. In Fig. 7.7, we show the field dependence of the velocity of L11o for increasing 

fields. The velocity minimum first appears at slightly higher fields for temperatures up to 

20 K and then goes down to 4.4 T at 23.7 T. The field scans performed on the transverse 

mode T[IIo] P c are shown in Fig. 7.8. In agreement with L [no], T[lio] P c shows a minimum in 

its velocity at 5.3 T at 2.5 K. At 17 K, the minimum observed in the velocity is at higher 

field , 5.4 T. At 26 K, i.e. in the paramagnetic phase, no change is observed in the velocity 

with the magnetic field , which shows that the t he acoustic anomalies have a magnetic origin. 

We also measured t he velocity of the t ransverse mode T[1101P [u o] as a function of magnetic 

field along the [110] direction. Results are shown in Fig. 7.9. Unlike the modes L [n o] and 

T[1To]P c, the field dependence of T [1I o]P[u o] shows a double minimum feature. However , the 

anomaly shows a similar behavior with temperature. Finally, in the paramagnetic phase (at 

26 K), Fig. 7.9 shows no variation in velocity of T [1Io]P[no] with a magnetic field, as observed 

in the velocity of the mode T [1Io]Pc (Fig. 7.8). 

T he field dependences of the acoustic modes L [ITO] and T [IIo]Pc presented in Figs. 7.6-7.8 

are similar to the ones observed in the antiferromagnetic compounds a - Fe20 3 [106] an d 

CsNiCb [107]. In a - Fe20 3 [106] and CsNiC13 [107], the velocity dips observed at a critical 

field are explained by magnetoelastic coupling and are attributed to a spin-flop transition 

[106 , 107]. Thus, we also associate the acoustic anomalies on CuCr0 2 (Figs. 7.6, 7. 7, 7.8, 
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Figure 7.6: Relative velocity variation of the longitudinal acoustic mode L11101 as a function 

of magnetic field parallel to the [liO] direction in CuCr02 . The data were collected at 2 K 

and 23. 7 K for increasing and decreasing fields which were indicated by arrows. 
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7.g) to a spin flop transition for fields applied along the [1IO] direction. In addition, in the 

case of CsNiCb [107] , the velocity dip observed in the longitudinal mode Lc is accounted for 

by the field dependence of the magnetic susceptibility. Thus, the ultrasonic data for CuCr02 

suggest that the minimum observed in the longitudinal mode £ 11101 (Figs. 7.6 and 7.7 is also 

due to the field dependence of the magnetic susceptibility. 

A spin flop scenario in CuCr02 for the acoustic anomalies presented in Figs. 7.6-7.8 is in 

agreement with results obtained by magnetization, dielectric constant , polarization [4], and 

electron spin resonance measurements [66] on CuCr02 . These measurements performed as 

a function of magnetic field along the [1 IO] direct ion show a first order transition at 5.3 T 

at 2 K [4 , 66] . The transition is attributed to a goo flop of the spin-spiral plane in one of 

the magnetic structural domains A , B , and C [4, 66]. The flop of the spin-spiral plane is 

illustrated in Fig. 7.10 , where rectangles denote the spiral plane whereas green arrows in each 

domain indicate the direction of the electric polarization induced by the proper screw spin 

structure. Considering the evidence for a structural transition at TN1 [4, 66], the domains are 

shown as slightly distorted relative to an equilateral triangle. In addition, if the structural 

transition is to the monoclinic C2/m phase as in the case of CuFe0 2 , the loss of three fold 

symmetry below TNl should result in three structural domains which are at 120° relative to 

each other [66]. In Fig. 7.10, the spiral plane of each domain is shown with thick blue lines 

whereas the direction of the electric polarization is given by thick green arrows. The increase 

in the free energy clue to the field is proportional to the clot product of a magnetic moment 

and the magnetic field. At a certain field , H f lop , the free energy of domain A becomes higher 

than domain A'. Therefore, in order to minimize the free energy, the magnetic domain A 

shows a transition to domain A' and the spiral plane flops by goo as shown in Fig. 7.6. 

Domains B and C can also show a spin flop transition [4] . In that case, higher fields are 

required for a spin flop transition [4] as the spiral planes in B and C domains make an angle 

of 60° relative to the field direction. 
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As seen in Fig. 7.6 , the proper screw spin structure in CuCr02 induces a spontaneous 

polarization in the direction of the magnetic modulation (see Sec. 2.1.1 ). Microscopically, 

the induced polarization is due to a variation of the metal-ligand hybridization [2]. As a 

result of the goo flop in the spiral plane in domain A, t he spontan eous polarization also flops 

by goo [4, 66]. The direction of polarization after the spin flop is shown with the green arrow 

in domain A'. The goo flop of the spontaneous polarization can be explained in terms of 

symmetry arguments [4]. After the spin-spiral flop, the remaining symmetry operation in 

domain A' ism', a time reversal operation followed by a mirror operation (broken line in A' 

in Fig. 7.10). Since the system can be polar only parallel to m' , an electric polarization is 

allowed parallel to the [1 IO] direction. Note that the dielectric constant in t he ab plane of 

CuCr02 also shows an anomaly at the spin flop transit ion at low temperatures [27]. In order 

to determine if the dielectric constant shows similar anomalies at higher temperatures in 

the proper screw phase, we did a simultaneous measurement of t he E[u o] dielectric constant 

and the transverse acoustic mode 1[1 To] P r 11oJ as a function of magnetic field parallel to the 

[1IO] direction. Results are shown in Fig. 7.11. Similar to results obtained by Ref. [4], t he 

dielectric constant shows a decrease up to "'2 T. The anomaly in t he dielectric constant 

that corresponds to the spin flop t ransit ion is at "'5.4 T , where the acoustic mode T110P ruo] 

also shows an anomaly. The variation in t he dielectric constant clue to the spin flop is much 

smaller than the variation observed at 2 K [4]. Similar anomaly is also observed when t he 

field scan is performed a t 15 K (Fig. 7.11). 

Using the data presented in Figs. 7.5, 7. 7-7.8, and 7.11, we det ermine the magnetic phase 

diagram of CuCr02 for fields parallel to the [1 IO] direction shown in Fig. 7.12. At zero field , 

CuCr02 is in t he paramagnetic phase at temperatures above TNI = 24.3 K (squares) . Be­

tween TNI and TN2 (triangles), the magnetic order is thought to be a collinear spin structure 

[4], which is illustrated in F ig. 7.12. Below TN2, Cr ions order into a proper screw spin struc­

t ure wit h a magnetic modulation in the [110] direction. The proper screw structure induces a 
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spontaneous polarization in the same direction as shown by a green arrow in Fig. 7.12. Below 

T N2, acoustic and dielectric measurements as a function of magnetic field shows a spin flop 

transition. Fig. 7.12, the critical field Hflop required for the spin flop is shown with circles 

and stars for increasing and decreasing fields, respectively. The magnetic structural domains 

and the spiral plane (rectangle) in each domain are also shown. At H flop , the spiral plane in 

domain A flops by goo a shown in domain A'. Upon the spin spiral flop, the spontaneous 

polarization also flops by goo (green arrows) [4, 66]. While H 11101 ~ 4.4 T is sufficient for the 

spin-spiral flop at 23.7 K, the same transition is observed at 2 K with H 11101 = 5.3 T . 

As shown in Fig. 7.5, E[ uo] is field dependent for H II[1IO]. For comparison , we mea­

sured the dielectric constant E[uo] for H II [110] . The temperature scans of the dielectric 

constant and the velocity of the (T110P[1 10J) acou tic mode under a magnetic field are shown 

in Fig. 7.13. The acoustic mode (dashed line), which shows a minimum at TN!, is indepen­

dent of the magnetic field. Therefore, the r lative variation of the acoustic mode is only 

shown at zero field in Fig. 7.13. Similar to our previous measurements for E[ u o] (Fig. 7.4), at 

zero field the dielectric anomaly is at lower temperature than T N1 , indicating the transition 

at TN2. In addition, the increase in the dielectric constant (rv 2) at the anomaly is also in 

agreement with our earlier results (Figs. 7.4 and 7.5). As the field is increased , t he step 

like anomaly changes to a Lorentzian line hape. ote that this behavior is different from 

tha t observed when the field is applied along the [1IO] direction. For H ll [110], TN2 is weakly 

field dependent as illustrated in Fig. 7.14, where triangles represent TN2 whereas the squares 

correspond to TN L· 

Dielectric measurements on CuCr02 were previou ly performed as a function of fields 

parallel to the [110] direction at low temperatures [4]. These measurements show no evidence 

of a flop in the spin-spiral plane. However , it is suggested that a slight reorienta tion occurs in 

the spiral planes of domains B and C at intermediate fields, i.e. rv5 T. In order to investigate 

the reorientation in the spiral planes, we measured E[llOJ and the acoustic mode 1[1ToJP[ u o] at 
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3 K , 5 K and 20 K as a function of the fields for H II [110]. Results are shown in Fig. 7.15. 

Measurements performed for increasing and deer asing fields are indicated by arrows above 

each plot. As shown in Fig. 7.15a, the dielectric constant measured at 3 K and 5 K shows a 

rapid decrease between 0 T and 2 T , then remains nearly constant up to 7 T . Similarly, at 20 

K t he dielectric constant shows no variation between 4 T and 7 T. The acoustic mode also 

shows variations with the field as shown in Fig. 7.15b. At 3 K , t he acoustic mode velocity 

slightly drops clown to 2 T and then shows an S-shapecl anomaly between 4 and 7 T. At 

5 K and 20 K, the acoustic mode behaves similarly when compared to the data obtained 

3 K. At 20 K, however the S-shapecl anomaly slightly shifts to higher fi Ids, showing its 

t mperature dependence. In Fig. 7.16, we compare the field dependence of the dielectric 

constant and acou t ic mode for H II [110] and H II [liO]. The data obtained as a function 

of the field along the [110] direction are shown with clashed lines whereas those obtained 

with the field along the [1 IO] direction are shown with continuous lines. At low fields, the 

dielectric constant behaves similarly for both field directions. However, the small bump in 

the dielectric constant is noticeable for H 11101, which corresponds to a pin flop transition in 

domain A (Fig. 7.10) , is ab ent in the data for H [n O] · The acoustic mode shows a different 

behavior for H [lLOJ and H [tTo]· While the spin flop transition observed at H [tTo] rv5.4 is marl<ecl 

with a double minimum f ature in the acoustic mode velocity (continuous line), the acoustic 

mode shows an S-shapecl anomaly with H [llOJ· The behavior of the dielectric constant and 

t he acoustic mode for H [uo] can be considered a evidence for a reori ntation in the spiral 

planes at rv5 T ( [27]). 
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Figure 7.16: Comparison of the H[uo] and H110 dependence of a) the dielectric constant 

E[uo] simultaneously measured with b) the t ransverse acoustic mode T[lToJP [uo) in CuCr02. 
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7 .1.2 Comparison of ultrasonic and Brillouin scattering m easure­

m ents 

In this section , we compare the elastic properties of CuCr02 obtained by Brillouin scatter­

ing and ultrasonic pulse-echo method. The mode velocities in Fig. 7.17 are normalized with 

respect to the velocity maximum measured at high temperatures. According to Table 4.1, 

Fig. 7.17a-c reflect the temperature dependences of the elastic constants C66 , Cn , and C44 , 

respectively. The relative velocity variations obtained with Brillouin scattering are repre­

sented with symbols. Modes propagating along the y axis are plotted with reel squares while 

those propagating along the x axis are represented with blue triangles. These results are 

compared to ultrasonic measurements represented with blue and red lines, which correspond 

to the data for modes propagating along the x andy axes. In Fig. 7.17a and b , the data ob­

tained with Brillouin scattering and ult rasonic measurements show a quantitative agreement 

clown to about 60 K. However, they significantly deviate at low temperatures. In the case of 

the transverse mode TyPz presented in Fig. 7.17c, the velocity variations are in agreement 

clown to 30 K, however it is worth pointing out t hat the softening observed on this mode is 

on the order of the experimental uncertainty in Brillouin measurements. 

There might be several reasons for the disagreement between both sets of data at low 

temperatures. First of all , the velocities determined by Brillouin scattering (Fig. 7. 17) are 

calculated with the assumption that the dielectric constants, or the refractive indices, do not 

considerably change with temperature. However, it could also be related to local heating 

clue to the incident laser beam. In order to test t his assumpt ion, we performed Brillouin 

scattering measurements using different beam power (Fig. 7. 18) . The data. for the TyPx and 

Ly modes obtained with the 10 m W incident beam are shown with reel stars whereas those 

obtained at 20 mW (6400 W/cm2 ) are displayed with reel squares. As seen in Fig. 7.18, 

the normalized velocities of the TyP.-r; and Ly modes show a larger decrease at a. lower beam 
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power. This is part icularly evident at 31 K. In the case of TyPx, the softening is 3% larger 

with 10 m W (3200 W jcm2
) relative to the result obtained with 20 m W. In the case of t he 

Ly mode, the difference in the softening is about 1%. 

In order to fur ther illustrate the effect of local heating on the low temperature Brillouin 

scattering measurements, we performed a set of measurements at 31 K using different incident 

beam powers. These measurements were performed in both x and y directions and are shown 

in Figs. 7.19 and 7.20. With decreasing beam power, longer collection times were required to 

obtain an acceptable spectrum and measurements with less than 6 m W were not successful. 

In Fig 7.21 , we show the frequency shifts of acoustic modes TyPx, TxPy, Ly , and Lx against 

the beam power density. As seen in Fig. 7.21 , the frequencies of both modes increase as the 

power density increases (Fig. 7.21). For example, the softening observed in the longitudinal 

modes (Fig. 7.21a) is 2.7% at 1900 W / cm2
, whereas with 11800 W j cm2 the softening is only 

0. 7%. The t ransverse modes, which soften by 20% relative to room temperature (F ig. 7.18), 

show considerable changes when the power density is increased from 1900 W / cm2 to 11800 

W jcm2
. The respective varia tions are'""' 5.5% and '""' 11%, corresponding to an increase of 

almost 60 K in t he sample temperature when 11800 W j cm2 incident beam power is used. 

Thus, we must conclude that, even at 1900 W jcm2 local heating in our Brillouin scattering 

measurements are still significant, which explains why the temperature dependences of the 

acoustic mode velocities obtained by Brillouin scattering do not agree with those obtained 

with the ult rasonic pulse echo method. 
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Chapter 8 

Landau model 

As seen in Chapter 7, acoustic modes propagating along the x and y axes in CuCr02 show 

softening at TNl· Particularly large softening observed on the TyPx and TxPy modes, corre­

sponding to a 35% reduction on C66 , indicates that the transition at TN1 is ferroelast ic as 

observed in CuFe02 [1] and NaN3 [105]. However, the fact that the softening is incomplete 

and a rapid increase in the velocity below TN! (see Fig. 7.1) suggest that the ferroelastic 

transition is first order as also observed in NaN3 [105] . Therefore, in order to confirm the 

nature of the t ransition observed in CuCr02 , the sound velocity measurements are analyzed 

using a Landau model based on symmetry arguments. First, we give an introduction to 

Landau theory and discuss a few Landau potentials that account for first and second order 

phase transitions. 

8.1 Introduction to Landau Theory 

Landau theory is a macroscopic thermodynamic model which describes phase transitions 

without giving any information about the microscopic causes of a phase transition [108]. 

Here, the discussion will be limited to phase transitions where the symmetry of the low 
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symmetry phase is a subgroup of the high symmetry space group. A more general description 

of phase transitions can be found in Ref. [109]. In the context of Landau theory, two new 

concepts need to be introduced : the order parameter and the excess Gibbs free energy. 

T he order parameter is a variable that reflects t he loss of some symmetry elements below 

a critical temperature Tc. While its value is zero in the high symmetry phase, it is nonzero 

in the low symmetry phase. The temperature dependence of the order parameter can reveal 

the order of a phase t ransit ion. For a second order transit ion , the order parameter changes 

cont inuously a t Tc while it changes discontinuously for a first order phase transit ion. 

The excess Gibbs free energy simply represents t he difference between the Gibbs free 

energy of the high symmetry phase and that of the low symmetry phase [109] . T his energy 

difference G is t hen expressed as a Taylor series expansion of the order parameter Q such 

that 

(8.1) 

Terms wit h a power larger t han 6 are normally ignored since the value of Q is infinitesimal 

at temperatures close to Tc. In addition, a stable state is associated with the minimum of 

G which requires that 

dG 
dQ = A1 + AQ + DQ2 + B Q3 + cQ4 + CQ5 = 0. (8.2) 

Given that Q = 0 in the high symmetry phase, Eq. 8.2 is only satisfied if A1 = 0. One 

of the most impor tant characteristics of Landau t heory is that the Gibbs free energy has 

to be invariant under the symmetry operations of the high symmetry phase. For example, 

assuming that the high temperature phase has a symmetry operation that imposes Q--'" - Q, 

then only even power terms are allowed, 

(8.3) 

In his original theory for second order phase transitions [110], Landau assumed that A is the 

only temperature dependent coefficient in the expansion such that A = a(T - T0) , where T0 
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is a transition temperature. Thus, A changes sign at T0 . The coefficient C is always positive 

for a stable state. Depending on the sign of the coefficient B , Eq. 8.3 can describe second 

or first order phase transitions as described below. 

8.1.1 Second order phase transitions 

Wheneve1~ B > 0, second order transitions can be successfully described considering only the 

first two terms, hence 

(8.4) 

where A = a(T- T0). The equations that minimize the Gibbs free energy G are 

EJG 3 
EJQ = AQ + BQ = 0, (8.5) 

and 

(8.6) 

Here, the first equation means that the free energy corresponds to an extremum, while the 

second equation ensures that the free energy corresponds to a minimum. Solutions of Eq. 8.5 

are given as 

Q = O, T > To , (8.7) 

T < To, (8.8) 

corresponding to the order parameter of t he high symmetry phase and that of t he low 

symmetry phase, respectively. The variation of Gas a fu nction of Q at different temperatures 

is illustrated in Fig. 8.1. When T > Tc, where Tc = To is the crit ical temperature, the 

equilibrium point is specified by Q = 0. Below Tc, the free energy minimum shifts to Q0 . 

Fig. 8.2 shows the temperature dependence of the order parameter as predicted by Eq. 8.8 

with a continuous variation at Tc. Below Tc, the order parameter changes as (Tc - T) 112 , 

where fJ = 1/2 is the typical mean field critical exponent for the order parameter. 
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G T> T T = T 
c c 

Figure 8.1: Gibbs free energy as a function of Q at various temperatures for a second order 

phase transition . 

Q 

0~----------------------------------~-T Tc 

Figure 8.2: Order parameter Q as a function of temperature for a second order phase tran-

sition. 
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8.1.2 First order phase transitions 

In this section , we present two Landau potentials that describe first order phase transit ions. 

2-4-6 po tential 

The excess Gibbs free energy G in Eq. 8.3 describes a first order phase transition if B < 0. 

Here, we keep the sixth power term so that the free energy has a stable minimum. A stable 

minimum in G requires that 

ac 3 5 
DQ = AQ + BQ + C Q = 0, (8.9) 

(8.10) 

Therefore, 

Q = 0, T > To, (8.11) 

Q 
= 1-B ± J B 2 

- 4AC 
V 2C ' 

T < To , (8 .12) 

where Eq. 8. 12 corresponds to the solution in the low symmetry phase. An important 

characteristic associated with first order phase transitions is thermal hysteresis. This can 

be best illustrated by a plot of G as a function of the order parameter Q as shown in 

Fig. 8.3. When T ~ T1 , G is stable at Q = 0 (high symmetry phase) . At T = T1, a 

saddle point appears. At Tc, which is called the thermodynamic critical temperature, high 

symmetry and low symmetry phases become equally stable. However, as a transition to the 

low symmetry phase would cost energy due to the energy barrier, the transition only occurs 

at T = To, when the potential barrier completely disappears. If the temperature is increased, 

no transition occurs to the high symmetry phase until the temperature reaches T1 .Therefore, 

as illustrated in Fig. 8.4, the value of Q changes discontinuously at the phase boundaries, 

which is a characteristic of first order transitions along with thermal hysteresis. 
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G 

1 T> T, 

2 T= T, 

3Tc<T<T
1 

4 T= T 
c 

5 T < T< T 
0 c 

6 T= T
0 

7 T< T
0 

Figure 8.3: Gibbs Free energy as a function of Q at various temperatures for a firs t order 

transition. 

Q 

F igure 8.4: Order parameter Q as a function of temperature for a fi rst order phase transi t ion. 
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Given that A is a temperature dependent term in Eq. 8.12, we can determine the char-

acteristic temperatures Tc and T1 using Eq. 8.12. 

Case 1: B 2
- 4AC < 0 

In this case, substitu ting A = a(T-T0 ) in the inequali ty, the temperature can be obtained 

as 
B2 

T > -
0

+To=Tl 
4a 

(8.13) 

When Eq. 8.13 is satisfied , Eq. 8. 12 describes a stable state with Q = 0, which corresponds 

to the high symmetry phase. 

Case 2: B 2 
- 4AC = 0 

Substituting A = a(T- T0 ) in the equality, we obtain 

B2 
T = --+T.o=Tl 

4aC ' 

and 

1-B 
Q(Tl) = v W ' 

which describe curve 2 with the appearance of an inflection point (Fig. 8.3). 

Case 3: T = Tc 

At T = Tc, both phases are equally stable (curve 4 in Fig. 8.3), requiring that 

Using Eq. 8.16 and 8. 12, Tc can be obtained as 

2-3-4 pote ntial 

3B 2 

Tc=-
0

+To. 
16a 

(8.14) 

(8.15) 

(8.16) 

(8.17) 

If the symmetry of the high symmetry phase allows a third order contribution in C , a 2-3-4 

potential such as 

(8.18) 
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where D # 0 and B > 0, can account for first order phase transitions. The equations that 

minimize the free energy G are 

~~ = AQ + DQ
2 + BQ

3 = 0 

fPC 
fJQ2 = A + 2DQ + 3BQ2 2: 0. 

Hence, T1 and Tc correspond to 

and 
2D2 

Tc =To+ -B. 
9a 

(8.19) 

(8.20) 

(8.21) 

(8 .22) 

8.2 Landau model for an R3m ~ C2/m ferroelastic tran-

sition 

In this section, we present a Landau model for an R3m --'- C2/ m ferroelastic t ransition to 

analyze the elastic properties of CuCr02 (see Chapter 7). One would naturally assume that 

the order parameter of a ferroelastic transition is strains. In that case a linear temperature 

dependence is expected for the temperature dependence of the elastic constants [35, 36, 

37, 105]. Considering that the observed temperature dependence for the acoustic modes 

in CuCr02 corresponds to a nonlinear temperature dependence of the elastic constants, we 

assume that the transition at T Nl is pseudoproper ferroelastic, for which the order parameter 

is associated with another physical quantity that has the same symmetry as the spontaneous 

strains [1]. 

The total free energy G(Qi, ej) , which is a function of the order parameters Qi and strain 

components e1, consists of three distinct contributions 

(8.23) 
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where GL(Qi) is the Landau expansion in terms of the order parameters Qi, Ge(eJ) is the 

elastic energy associated with the trigonal 3m point group , and Gc( Qi, ej ) is the energy due 

to the coupling between the order parameters and the strains. According to Tol'edano et al. 

[35], the Landau free energy for an R3m ~ C2/ m ferroelastic transit ion can be expressed 

as a function of a two component order parameter ( Q1 , Q2 ) 

1 2 2 1 3 2 1 2 22 
GL(Q1, Q2) = 2A(Ql + Q2) + 3D(Q1- 3QIQ2) + 4B(Q1 + Q2) · (8.24) 

where A is given by A = ~a(T - T0 ) and B and D are constants. Here, T0 defines the 

transition temperature in the absence of elastic coupling. For an R3m ~ C2/m ferroelastic 

transition, the order parameter belongs to the two dimensional irreducible representation E 9 

[34], which is represented by 

(8.25) 

T he terms allowed in the model have to be compatible with the symmetry properties of the 

Table 8.1 : Transformation of the order parameter components under the generators of the 

3m point group 

C2x c3z 
y 

Ql Ql -~Ql- V3Ql Ql 

Q2 - Q2 v:(Ql - ~Ql Q2 

high symmetry point group, that is, they have to be invariant under the generators of the 

3m point group, which are a threefold rotation around the z axis C3z (Eq. 4. 16), a twofold 

rotation around the x axis C2x (Eq. 4.17) and a spatial inversion I (Eq. 4.18) . In Table 8.1, 

we present how the order parameter components transform under the generators of the 3m 

point group (Eqs. 4.16-4. 18). Applying the transformation rules given in Table 8.1, it is easy 

to show that the Landau Free energy G L( Qi) is invariant under the 3m symmetry operations. 
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In order to calculate the temperature dependence of acoustic modes associated with an 

R3m----'" C2/ m ferroelastic transition, we have to include the elastic energy of the 3m point 

group. The elastic energy Ge(eJ), derived in Chapter 4, is given by 

(8 .26) 

Finally, we include the energy Gc which is due to the coupling between the order pararn­

eters and the strains. Here, we only consider the bilinear ( QieJ) and linear-quadratic ( Q?eJ) 

coupling terms. In order to determine the allowed terms, one needs to take into account the 

transformation of the order parameter components (Table 8.1 ) and the strains . In Table 8.2, 

the functional representations of the strains are given in parent hesis in the first column 

whereas their t ransformations under the generators C2x, C3z, and 7 are shown in the second, 

third , and fourth columns, respectively. According to Tables 8.1 and 8.2, we see that t he 

Table 8.2: Transformation of strains under the generators of the 3m point group 

Strains C2x C3z 7 

e1(x2) e l ~ + 3e2 _ v'3e6 
4 4 4 el 

e2(y2) e2 kJ. + f£ + v'3e6 
4 4 4 e2 

e3(z2) e3 e3 e3 

e4(yz ) e4 -~ _ v'3es e4 2 2 

e5(xz) -e5 v'Je1 _ .£,2 e5 2 2 

e6(xy) -e6 v'3e 1 _ v'Je2 _ ~ e6 2 2 2 

order parameter components (Q1, Q2) t ransform as the strain combinations ch (e1 - e2, e6) + 

62(e4, e5). Therefore, bilinear coupling terms c51((e1 - e2)Q1 + e6Q2) + 62(e4 Q1 + e5Q2), with 
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61 and 62 being coupling coefficients, are allowed in the model. The linear-quadratic terms 

are j31(e1 + e2) (Qi + Q~) and j33e3(Qi + Q~) , giving the coupling energy as 

Gc( Qi, ej) = 61 ( e1- e2)Q1 + e5Q2) + 62( e4Q1 + e5Q2) + /31 ( e1 + e2)( Qi + Q~) + f33e3 ( Qi + Q~ ), 

(8.27) 

where /3 1 and /33 are also coupling coefficients. 

The expressions for the strains, in terms of the order parameter components, can be 

found by minimizing the free energy as 

which give 

ac 
- = 0 for j = 1 - 6 ae1 ' 

Ca = ( Cu - C12)C44 - 2C~4 , 

C& = (Cu + C12)C33 - 2C~3 , 

(8.28) 

(8.29) 

(8.30) 

As illustrated in Fig. 8.4, the order parameters are nonzero below the transition temper-

ature. In order to find the solutions for the order parameters , we minimize the free energy 
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with the respect to the order parameter components such that 

fJG = 0 
Ql ) 

fJG = 0 
Q2 ) 

A simultaneous solution of Eqs. 8.31 and 8.32 leads to three solutions 

(i) Ql = Q 2 = 0, 

(ii) Q1 # 0 and Q2 = 0, 

(iii) Q1 # 0 and Q2 # 0. 

(8 .31) 

(8 .32) 

(8.33) 

Case (i) corresponds to the high temperature R3m phase. Case (ii) corresponds to a struc­

tural transition to the monoclinic C2/ m phase [111]. According to Eq. 8.29, for Q 1 = 0 

and Q 2 # 0, e1, e2, e3 , e5, and e6 are non-zero, causing deformations along the x, y , z axes 

and shear deformations in the xz and xy planes, respectively. Case (iii) corresponds to a 

structural transition from the trigonal R3m phase to a low temperature triclinic I phase. 

Therefore, we construct our model for CuCr02 according to case (ii) and consider t he 

scenario in which Q1 # 0 and Q2 = 0 (Eq. 8.33). Referring to Fig. 8.4, the transition 

temperature TN1 can be defined as TN 1 = Tc. In order to find the expressions for Q1(TNI) 

and TN 1 , we use Eq. 8.31 and the fact that the free energy is zero at T = TN1 as illustrated 

in Fig. 8.3. Vve obtain 

(8.34) 

where 

(8.35) 

Here, we set (31 and (33 to zero since they do not significantly change T N J and the order 

parameter Q1 . Even though the temperature dependence of acoustic modes in CuCr0 2 
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suggests a first order transition at T Nl, we observe no thermal hysteresis (Fig. 7.1). T herefore, 

we do not determine the characteristic temperat ures T0 and T1 (see Fig. 8.4). In order to 

find an expression for the order parameter Q1 below TN1 , we use Eq. 8.31 , which gives 

Q (T) = _!!._ _ JD2 + 36aB (TNl- T) . 
1 

2B 36B2 
(8.36) 

Next , we derive the temperature dependence of the elast ic constants Cmn using [112] 

(8 .37) 

where m , n = 1, ... 6 and i = 1, 2. Results, as a function of the order parameter Q1 (T ), are 

tabulated in Table 8.3. According to this model, five of the six independent elastic constants 

show softening due to bilinear coupling between the strains and order parameters. For 

T < TN1, 13 independent elastic constants, compatible with the monoclinic C2/ m phase, 

are obtained (Table 8.3). For these calculations, the elastic energy (Eq. 8.26) is defined 

relative to the t rigonal R3m phase using the convent ional coordinate system in which the 

threefold axis is along the z axis with the twofold axis along the x axis [94]. Since an 

R3m ----'- C2/ m structural transition must preserve the twofold symmetry, the calculated 

elast ic tensor for the monoclinic C2/ m phase conserves the twofold symmetry along the x 

axis as also stated in Ref. [1] . 

8 .2.1 Numerical calculations 

In order to estimate some of the model parameters, we use the temperature dependence of 

the Lx, TyF_-r;, TyPz, and TxPy modes (Fig. 7.1) . In Table 8.5, we show the effective elastic 

constants of the acoustic modes in the trigonal R3m and monoclinic C2/ m phases. In 

Table 8.4, we compare the elastic constants of CuCr02 obtained using Brillouin scattering 

(Section 6.2. 1) to the numerical values used to get bet ter agreement below TNl · At the most , 

these values differ from the experimental values by a factor of 2 in the case of C66 . Using the 
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Table 8.3: Temperature dependence of elastic constants for an R3m -"" C2/m ferroelastic 

transition. 

Trigonal R3m Monoclinic C2/ m 

Cu Cfl 
82 c o (81 +2/31 Qd - __2_ 

A(T) l l - Q1 (D+2BQJ)+~ 

c22 
c o o? 

11- A(T) 
c o - (8J- 2/3 JQJ)2 

11 QI(D+2BQ1)+~ 

c33 C33 
co _ 4QI!3~ 

33 
Q 1 (D + 2BQI )+~ 

c44 cx4 
o2 c o - 8~ _ ___:::2..__ 

A(T) 44 ':::...1._ 
QI (D+2BQJ)+ ca 

c 55 cx4 
o2 c o oi _ ___:::2..__ 

A(T) 44 - 0_ - 3DQJ 
Ca 

c66 C66 
o2 c o 0~ 4 - __2_ 

A(T) 66- s. 
Ca - 3DQJ 

c12 Cf2 
02 c o + of - 4!3iQl -~ 

A(T ) 12 
Q1 (D + 2BQ1 )+~ 

C 13 Cf3 
c o - 2Ql /33 (2QJ !31 +OJ) 

13 Qt (D+2BQ,)+~ 

c1" Cf4 
- .Mz_ 

A(T ) 
c o _ (8t + 2f3IQI)02 

14 
Q 1 ( D+2BQJ)+~ 

c23 Cf3 
c o 2QJ/33 (2Ql !3t - 8t ) 

13 - QI(D+2BQJ)+~ 

C24 c o + 0]02 
- 14 A(T) 

-Co + (o1- 2!31Qt)o2 
14 Q 1 (D+2BQJ)+~ 

c34 0 c o - 2Ql /3302 
34 Q1 (D+2BQI)+~ 

c 56 Cf4 
- .Mz_ Cf4 -

8182 
A(T) c 

':::...L-3DQ, Ca 
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Table 8.4: Experimental values of the bare elastic constants in CuCr02 at room temperature 

and their comparison with the values used in the model. 

Bare values Ou o 12 013 014 o33 o44 066 

Experimental (x 1010 N/ m2) 24.2 8 - < 1.4 47 2.35 8.2 

Model ( x1010 Nj m2) 24.2 15 25 -2.3 47 3.5 4.6 

Table 8.5: Expressions of pV2 for trigonal R3m and monoclinic 0 2/ m phases. 

Direction Mode R3m phase 02/ m phase 

Lx Ou Ou 

[100] T..-c Py ~(044 + 066- j(044 - 066)2 + 40r4) ~ (055 + 066- J(055 - 0 66)2 + 40g6) 

TxPz ~ (044 + 0 66 + J(044 - 066)2 + 40?4) H055 + 066 + J(055 - 0 66)2 + 40g6) 

Ly ~(Ou + 044 + J(Ou - 044)2 + 40?4) HOn + 044 + J(022- 044 )2 + 40 :?4) 

[010] TyPx 066 066 

T.vPz ~(On+ 044 - j(Ou - 044)2 + 40?4) ~ (022 + 0 44 - j(022 - 0 44)2 + 40i4) 
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elastic constants reported in Table 8.4, we estimate coupling coefficients using the reductions 

observed on the elastic constants 

(8.38) 

where Cef f corresponds to the effective elastic constant associated with the velocity of T.1: Py 

given in Table 8.5. We also arbitrarily set a = 1 and adjust the value of T0 in order to get a 

good agreement for the temperature dependence observed above TN l · 

The other coefficients are estimated using t he values of strains e1 and e2 

el(O K) - e2 (0 K) = 2(82Cl,~~ 81C44) Ql(O K), 

= 5.13 X 10- 4 

el (O K) + e2(0 K) = 2((33Cl3~ (31C33) Qi(O K), 

= -7.0 X 10- 6 

(8.39) 

(8.40) 

consistent with magnetostriction measurements [33] . Here, we set (33 to zero since the elastic 

constants which determine the velocity of the acoustic modes propagating along the x and 

y axes do not depend on the linear-quadratic coupling term {33e3(Qi + Q~ ) . The coefficients 

B and D are determined using the relations (Eqs. 8.34, 8.36) . 

2D2 C 
T N1 = To + -- + _! , 

9aB aCa 

Q (OK) =_!!._ JD2 + 36aBTN1 . 
1 2B + 36B2 

(8.41) 
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All coefficients used in the model are reported in Table 8.6. Using these numerical values, 

we present in Fig. 8.5 the temperature dependence of the order parameter Q t. As expected 

for a first order phase transition, the order parameter shows a discontinuity at the crit ical 

temperature TNt· In Fig. 8.6, we present the temperature dependence of the strains , which 

also show a discontinuity at TNl. 

0 

Table 8.6: Values of the coupling and other constant 

a To B D 61 82 /31 

1 -10 0.183 -3.80 7.97 X 105 -1.24 X 105 874 

25 

20 

15 

10 

5 

o~~~~~~~~~~~~~~~~~~~~~~~~~ 

0 5 10 15 

T (K) 

20 25 30 

Figure 8.5: Temperature dependence of the the order paramet r Q 1 (Eq. 8.36) 
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Figure 8.6: Temperature dependence of the strains (Eq. 8.29) 

In Fig. 8.7, we compare the temperature dependence of t he relative acoustic velocity 

variations and numerical predictions obtained for a cont inuous and a first order ferroelastic 

transition . For a second order phase transition, one can set B = 0 and ob tain the temperature 

dependence of elastic constants as reported in Ref. [1]. The experimental da ta a re represented 

by continuous lines, whereas the numerical predictions of a first and a second order Landau 

model are shown using dotted and dashed lines, respectively. For clarity all modes are plotted 

in separate graphs. In F ig. 8. 7, a) and b) show the transverse T."C PY and TyP."C, which mainly 

depend on C66 , whereas c) and d) show the longit udinal modes Lx and Ly , which depend on 

C11 . Finally, we present in e) and f) the transverse modes TyPz and T."C Pz the velocities of 

which are dominated by c44. 
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Figure 8.7: Temperature dependence of the normalized acoustic mode velocities in CnCr02 

and the predictions of the first and second order Landau models: a ) TxPy b ) TyPx c) Lx d ) 
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The predictions of the first order model (dotted lines in Fig. 8.7) are in good agreement 

with the data (continuous lines) above TNl except for the transverse mode TxPz. However, a 

good qualitative agreement is still obtained for the model. In general, the softening observed 

on the modes presented in Fig. 8. 7 is due to the bilinear coupling between the order parameter 

component and strains (Eq. 8.27). At TNl , t he steep increase observed in the acoustic mode 

velocities below TNl is qualitatively reproduced for the modes TxPy, TYP"' TxPz, and L y 

(see the inset of Fig. 8.7d). However, for other modes this behavior is not well captured. 

In order to reproduce this steep increase, higher order coupling terms might be necessary. 

In the inset of Fig. 8.7c, we notice a change of slope in the velocity of the longitudinal 

mode L x just before TNl . This behavior, which is accounted for by the model, is due to the 

linear-quadratic coupling /31(e1 + e2 )(Qi + Q~) . The change of slope just above TNl is also 

apparent in other modes, which cannot be reproduced with the model. Finally, below TNl , 

the numerical predictions qualitatively capture the temperature dependence of all modes. 

The predictions of the second order model (dashed lines in Fig. 8. 7) can account for the 

temperature dependence of some of the modes. However , there are noticeable differences. 

According to the second order model, the transverse mode TxPy should show complete soft­

ening at TN1, which significantly devia tes from our experimental observations. (continuous 

line in Fig. 8. 7a). The other difference between the numerical predictions and data is that 

the model does not predict an abrupt increase at TN1 in any of the modes, as expected for a 

second order, or continuous phase transition (see Sec. 8.1). The model also fails to reproduce 

the temperature dependence of the transverse modes TYP" and TxPz below T Nl· 

Considering tha t the first order model is more compatible with the data (Fig. 8. 7) , we 

conclude the transit ion at T N1 is a first order pseudoproper ferroelastic transition. In order 

to obtain more quant itative agreement between the model predictions and data, we may 

have to include higher order coupling terms. The fact that the transition is pseudoproper 

ferroelastic raises the question about the nature of the order parameter Q1 . According to 
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Ref. [27], the magnetic order between TN1 and TN2 , is collinear with the magnetic moments 

oriented along the z axis. In this case, a bilinear coupling term, which accounts for the 

softening observed on the acoustic modes (Fig. 8. 7), is not allowed due to time reversal 

symmetry. Therefore, the microscopic mechanism that leads to the ferroelastic transition in 

CuCr02 still remains unresolved. A possible mechanism in CuCr02 is investigated in the 

next chapter. 
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Chapter 9 

Raman Measurements on CuFe02, 

CuCr02, and CuCrS2 

This chapter presents the Raman measurements on CuFe0 2 and CuCr02 . As mentioned 

before, sound velocity measurements on CuFe0 2 [1 , 31] show that the magnetic transition 

at TNl = 14 K is induced by an R3m ----" C2/ m structural transit ion. According to the 

Landau analysis [1], the structural t ransition at TN1 = 14 K is identified as pseudoproper 

ferroelastic. Our sound velocity measurements indicate that the isostructural compound 

CuCr02 also undergoes an R3m ----" C2/m ferroelastic transition at TN 1 = 24.3 K (except 

that the transition in CuCr02 is first order). Since the order parameter of an R3m----" C2/ m 

structural t ransit ion belongs to the E9 irreducible representation [34], the transitions in both 

compounds could be driven by a Raman active E9 mode. Therefore, we performed Raman 

scattering measurements on CuFe0 2 and CuCr02 down to T = 5 K. Another frustrated 

magnet, CuCrS2 , also shows an R 3m----" C j m symmetry lowering transition at the antifer­

romagnetic transition temperature TN = 37.5 K. In that case, the order parameter should 

belong to theE irreducible representation of the R 3m space group [50] . Thus, we also mea­

sured the Raman modes in this compound to determine if the transition at TN is driven by 
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a soft optical mode. 

9.1 CuFe02 and CuCr02 

We first present polarized room temperature spectra of CuFe0 2 and CuCr02 and identify 

the symmetries of Raman modes in both compounds using Raman tensors. Then, we present 

the data obtained between room temperature and 5 K and analyze the results to possibly de­

termine the order parameters of the ferroelastic transitions observed in CuFe0 2 and CuCr02 

at low temperatures. 

9.1.1 Room Temperature Measurements 

Delafossite compounds (space group R3m) such as CuFe02 and CuCr02 have one formula 

unit per unit cell with a total of 12 possible vibrational modes, A 19 + E9 + 3A2u + 3Eu 

[113]. A modes correspond to vibrations of the Cu-0 bonds along the hexagonal c axis 

whereas E modes describe the vibrations in the basal plane (x y plane) . Due to the existence 

of an inversion center , the classification of normal modes is clone in terms of their parity 

[113] . Odd modes, denoted by the subscript u , refer to infrared active or acoustic modes 

while even modes, denoted by the subscript g, are Raman active. In order to determine the 

symmetry of the modes observed in CuFe0 2 (Fig. 9.1) and CuCr02 (Fig. 9.2), we performed 

polarized Raman scattering measurements at room temperature. 

Prior to experiments, CuCr0 2 and CuFe0 2 samples were mechanically polished as de­

scribed in Chapter 6. In the first set of experiments, performed with the Ar+ laser (>. = 514.5 

nm), the incident beam powers for CuFe0 2 and CuCr02 were 50 mW and 28 mW, respec­

tively. In the second set of experiments on CuFe0 2 and CuCr02 , performed by Dr Kim 

Doan Truong at the University of Sherbrooke, a HeNe laser with a wavelength of 632 nm 

was used. These measurements were performed using a micro Raman setup with a resolution 
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of 0.5 cm- 1
. Apart from the optical elements, the experimental setup consisted of a double 

grating spectrometer (Jobin Yvon, model Labram-800) and a liquid-nitrogen cooled CCD 

detector. In order to minimize sample heating, 0.3 m W was focused onto a 3 J-Lm spot size 

(4000 W /cm2
). All room temperature measurements were performed with a backscattering 

geometry. The experimental scattering geometries are represented using the Porto notation, 

ki(eies)ks. In Figs. 9.1 and Fig. 9.2 , the notation z(xy )z indicates that the incident light 

propagates along the z axis with a polarization along the x axis while the scattered light 

propagates along the z axis with a polarization along the y axis. In addition, the label z' 

designates a direction making an angle e relat ive to the z axis, where e = 50° for CuFe0 2 

while e = 15° for CuCr02 . The label y' designates a polarization direction in the yz plane. 

To our knowledge, no polarized Raman measurements on CuFe0 2 single crystals have 

been reported so far. At room temperature, the spectrum taken with the Ar+ laser using 

unpolarized (u) scattered light, Fig. 9.1a, shows modes at 349 cm- 1 and 690 cm- 1 in agree­

ment with results obtained on polycrystals [114, 41]. The intensity of the mode at 690 cm- 1 

disappears with cross (y' x) polarization while the mode at 349 em - 1 remains visible in both 

(y'u) and cross (y'x ) polarizations. Measurements with the He-Ne laser show Raman modes 

at 351 cm- 1 and 692 cm- 1 and a broad band a t 496 cm- 1 (See Fig. 9.1b). The spectra 

obtained with the HeNe laser has a much better signal-to-noise ratio than those obtained 

with the Ar+ laser. This is because in the Hen-Ne setup more scattered light is collected by 

the large collection cone of the scattered light provided by a lens with a small £:...number and 

short focal length in the micro-Raman setup using the HeNe laser. The mode at 692 cm- 1 

has a strong intensity in the parallel polarization (yy) and disappears in the cross polariza­

tion (yx) . The intensity of the mode at 351 cm- 1 is very weak which implies that the He-Ne 

excitation line at 632.8 nm is not in resonance with the vibra tions associated with this mode 

as observed in LiNi02 [115] . Despite its weak intensity, it is visible in both polarizations. 

Moreover , this mode was reproducible down to low temperatures (see Fig. 9.4b). 
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Figure 9.1: Polarized Raman Spectra of CuFe0 2 at room temperature obtained using the 

(a) Ar+ (,\ = 514.5 nm) and (b)He-Ne (,\ = 632.8 nm) lasers. See text for the description of 

the scattering geometries. In the spectra obtained with the Ar+ laser, a plasma line located 

at 521 cm- 1 is removed for clarity. 
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The symmetry of each mode can be identified using the Raman scattering tensors asso­

ciated with the trigonal point group 3m (Eq. 9. 1 and 9.2) [78, 81], 

a 0 0 

A1g(x) : 0 a 0 (9. 1) 

0 0 b 

and 

c 0 0 0 -c - d 

Eg(x) : 0 - c d , Eg(y) : -c 0 0 (9 .2) 

0 d 0 -d 0 0 

According to Eqs. 9. 1 and 9.2, a cross polarization configuration such as z(yx )z allows only 

E9 modes, while a parallel polarization configuration like z(xx )z allows the observation of 

E9 and A19 modes. T herefore, the mode symmetries are assigned as wA,
9 

= 692 cm- 1 and 

Ws
9 

= 351 cm- 1. 

In addition to the vibrational modes observed in CuFe0 2 , a broad band located at 496 

cm- 1 is also revealed using both laser sources. In the unpolarized (y'u ) spectrum obtained 

with the Ar+ laser, the intensity of this feature is within the background noise. In the parallel 

polarized spectrum obtained wi th the He-Ne laser, the broad peak is clearly observed down 

to 5 K (Fig. 9.4). This broad band is also apparent in the spectra down to 80 K obtained on 

polycrystals [41]. Polarized spectra obtained with both excitation lines show that the mode 

at 496 cm- 1 has A 19 symmetry. 

Similar to the case of CuFe02 , polarized Raman spectra of CuCr02 are not available in 

literature. In Fig. 9.2, we present polarized Raman spectra of CuCr02 obtained at room 

temperature. In these spectra, P indicates plasma lines. As in the case of CuFe0 2 , CuCr02 

should show two Raman modes. However , with unpolarized (u) scattered light (not shown) 

or a parallel polarization ( xx ) configuration with the Ar+ laser (Fig. 9. 2a), we observe modes 

at 104 cm- 1, 207 cm- 1, 382 cm- 1 457 cm- 1, 538 cm- 1, 557 cm- 1, 623 cm- 1, 668 cm- 1, and 
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Figure 9.2: Polarized Raman Spectra of CuCr02 at room temperature obtained using (a) 

the Ar+ and (b) He-Ne lasers. P indicates plasma lines. See text for the description of the 

scattering geometries. 
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709 cm- 1
. Using the He-Ne laser (Fig. 9.2b) , a similar spectrum is obtained except for the 

absence of a mode at 382 em - 1 and a new mode at 359 em - 1 . The symmetries of these 

modes can be assigned according to the polarized Raman measurements shown in Fig. 9.2. 

Since the modes at 104 cm-1, 212 cm- I, and 457 cm- 1 are observed in both polarization 

configurations, these modes belong to the E9 irreducible representation. The other modes 

are therefore assigned to A9 representation since their intensities are weak or disappear in the 

cross polarization configuration. So far , there have been four publications reporting Raman 

sp ctra on CuCr02 powder samples [42, 43, 44, 45]. Two of these publications show modes at 

207 cm- 1
, 444 cm-1

, and 691 cm- 1 [42, 43]. In addition, one of these works shows additional 

features with weak intensities at "'540 cm- 1 and "'560 cm- 1 [43]. Other publications [44, 45] 

reveal Raman modes only at 452 cm- 1 and 703 cm- 1 . By comparison, our polarized Raman 

results indicate that the Raman modes in CuCr02 correspond to WA
19 

= 709 cm- 1 and 

WE
9 

= 457 cm- 1 . 

As mentioned earlier, CuFe02 and CuCr02 should only have two Raman modes. How­

ever , both com pounds show addi tiona! features (Figs . 9.1 and 9. 2) similar to those observed 

in other delafossite compounds such as CuA102 [116] and CuGa02 [113] . In agreement 

with ab initio calculations, these additional modes in CuAl0 2 are attributed to non-zero 

wavevector phonons which are normally forbidden by Raman selection rules [116]. As sug­

gested, the selection rules are possibly relaxed by defects such as Cu vacancies, interstitial 

oxygens or tetrahedrally coordinated Cr+3 or Fe+3 on the Cu site [116] . Thus, the additional 

features observed in CuFe0 2 and CuCr02 could have an origin similar to that observed in 

CuAl02 [116] and CuGa0 2 [113]. They could also be crystal field excitations, which are 

clue to electronic transitions between two orbitals of an atom in a crystal field . The crystal 

field is simply the electric field arising from the electrons in the orbitals of neighboring ions, 

which can lift the degeneracy of atomic orbitals. In AB02 clelafossites such as CuCr02 and 

CuFe02, magnetic (Cr3+ and Fe3+) ions are in the center of an octahedron formed by the 
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oxygen ions, leading to the overlaps of the 3d orbitals of the magnetic ion and the p orbitals 

of the oxygen ions. This overlap results in energy splitting in the d orbitals (between e9 and 

t29 orbitals) . Crystal field excitations were revealed in the Raman spectra of a number of 

geometrically frustrated magnets including R2Ti2 0 7 , where R = Tb, Dy [117]. In Tb2Ti20 7 , 

the Raman shifts of the e excitations range betw en 7 cm- 1 and 135 cm-1 whereas the crys­

tal field excitation observed in Dy2 Ti20 7 appear at 287 em - 1 . All these excitations are due 

to R+ ions [117]. 

9.1.2 Low temperature m easurem ents 

Low temperature measurements on CuFe02 and CuCr02 were performed using the setups 

described in the previous section. Measurements u ing the HeNe laser were performed by Dr. 

Kim Doan Truong at the University of Sherbrooke. For these measurements, a backscattering 

geometry with an incident beam power of 0.3 m W was used. With the Ar+ laser, the 

scattering geometry for low temperature measurements was different from that used at room 

temperature. Fig. 9.3 hows a top view diagram of the sample orientation with respect to 

the incident beam and the direction of observation for low temperature measurements. The 

crystallographic axes of the samples are also shown. The incident light propagates at 25° 

relative to the normal (n) of the sample surface. The scattered light was collected at an angle 

of 90° with respect to the incident light. In CuFe0 2 , the focal length of the focusing and 

the collecting lenses were 12 em and 20 em (f/4), respectively. For CuCr02 measurements, 

the focal lengths were 20 em (f/4 and f/5, rc pectively) . Such a scattering geometry was 

preferred over the backscattering geometry in order to avoid the reflected beam from the 

cryostat windows. 

Unpolarizecl Raman spectra of CuFe02 obtained using 514.5 nm and 632.8 nm radiation 

arc shown in Fig. 9.4. Spectra using the Ar+ laser were obtained clown to 15 K. As a result , 
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Figure 9.3: A top view of the CuFe0 2 and CuCr02 sample orientation relative to the incident 

and scattered light for low temperature measurements performed with the Ar+ laser (,\ = 

514.5 nm) . 

we could not obtain spectra below TN 1 = 14 K with this excitation line. However, using 

the He-Ne laser, the temperature dependences of the Raman modes were obtained clown to 

5 K. Spectra obtained with both excitation lines show similar behavior. The intensities of 

all modes increase in accordance with the decrease in the Raman linewiclths. No significant 

change in the Raman shifts was observed in the temperature range studied. Due to the 

R3m--' C2/m structural transition at TNI [1, 30, 55], spectra obtained below TNl with the 

He-Ne laser should normally show additional Raman modes. The A 19 mode should transform 

into an A9 mode for the monoclinic space group C2/m whereas one would expect 
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(a) CuFe02 
A = 514.5 nm 

(b ) 
A = 632.8 nm 

A1 

Figure 9.4: Unpolarized Raman spect ra of CuFe0 2 using (a) t he Ar+ laser (.A = 514.5 nm) 

(b) HeNe laser (.A= 632.8 nm) obtained down to 15 K and 5 K, respectively. The HeNe la..o:;er 

mea..o:;urements were performed by Dr. Kim Doan Truong at the University of Sherbrooke. 
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the splitting of the E9 mode into an A9 and B9 mode [81]. However, no such splitting is 

noticeable in the monoclinic phase. We attribute this discrepancy to weak resonance with 

the He-Ne excitation line, which results in a weak intensity for the E9 mode and makes it 

difficult to resolve any possible splitting. Another possibility is that the temperature of the 

sample remains above TN1 even with a beam power of 4000 W /cm2. 

Unpolarized Raman spectra of CuCr02 obtained with the Ar+ and He-Ne excitation 

lines are shown in Fig. 9.5. While the spectra obtained with the 514.5 nm laser line do not 

show any significant changes with temperature, the spectra obtained with the ReNe laser 

display small differences as the temperature is decreased from room temperature down to 

8 K. With a close look at the E9 mode (458 cm-1), one can observe that its tail becomes 

broader on the right hand side below 160 K (Fig. 9.5b) . With further cooling, an additional 

mode is easily distinguished and its frequency increases to 470 cm- 1 at 8 K This mode is 

also observed with parallel and cross polarization configurations as shown in Fig. 9.6. It 

should be noted that the additional mode is unlikely due to the splitting of the E9 mode 

since neutron diffraction [30, 55], magnetostriction [33], and sound velocity measurements 

(Fig. 7.1) do not show any anomaly that could be associated with a structural deformation 

in the 150 K-200 K temperature range. This mode could be due to crystal field excitations or 

relaxation of the Raman selection rules because of defects [113, 117]. Moreover, the spectra 

of CuCr02 at 8 K and 15 K (Fig. 9.5b) deserve some attention. Unlike the spectra at 

other temperatures (above TNI), they develop a broad background feature centered at rv550 

cm- 1
. Since it appears below TN2, we could associate it with magnon modes arising from 

a proper screw ordering observed below TN2 [63, 118]. As seen in Fig. 9.6,the broad band 

is observed using both parallel and cross polarizations. Finally, despite the evidence for an 

R3m --' C2/m ferroelastic transition at TN1 = 24.3 K in CuCr02 presented in the earlier 

chapter , no additional Raman modes are observed below this temperature. Local heating 

clue to incident beam power density (4000 W /cm2) is a possibility (see Sec. 7.1.2); 
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Figure 9.5: Raman spectra of CuCr02 using (a) the Ar+ laser (,\ = 514.5 nm) (b) HeNe laser 

(>. = 632.8 nm) obtained down to 18 K and 8 K, respectively. The HeNe laser measurements 

were performed by Dr. Kim Doan Truong at the University of Sherbrooke. 
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however , the broad band observed in the spectra at 8 K and 15 K (Fig. 9.5) clearly shows 

that the sample temperatures for these spectra were below TNl. If the additional Raman 

modes associated with the monoclinic phase below TNl are weak, they might be suppressed 

by the broad magnon band. 
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Figure 9.6: Polarized Raman spectra of CuCr02 obtained at 8 K using the ReNe laser (A = 

632.8 nm). Data were collected with Dr. Kim Doan Truong at the University of Sherbrooke. 
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The temperature dependence of the Ra man modes in CuFe0 2 are presented in Fig. 9.7. 

Resul ts obtained using both setups show the same variations with temperature; i.e., the 

frequency of both modes increases as the temperature is reduced. The addit ional mode at w = 

495 em -l shows similar behavior with decreasing temperature to those of the Raman modes 

(not shown). According to the spectra obtained with the Ar+ laser (squares in Fig. 9.7), E9 

and A19 mode frequencies how no significant increase between room temperature and 15 K. 

On the other hand , the results obtained with the HeNe laser (triangles) show t hat t he E9 

and A19 mode frequencies increase by 2 cm- 1 and 5 cm- 1, respectively. The differences in 

the frequency variations obtained from two sets of measurements could be attributed to local 

heating. Comparing the temperature dependences of the Raman shifts in CuFe02 (Fig. 9.7) 

to earlier resul ts obtained between 400 K and 0 K [41], we see that re ults obtained with 

t he He e laser are in quantitative agreement . According to results obtained with the HeNe 

laser , the frequencies of the A19 and E9 mode in CuFe02 show no significant variation below 

TN1 = 14 K. In addition , the linewidths of all modes in CuFe02 decrease as the temperature 

is decreased (not shown). 

The frequency variations of the E9 and A 19 modes in CuCr02 are shown in Fig. 9 .. 

Results obtained with the HeNe laser (triangles) show that both mode frequencies increase 

between 290 K and 80 K. While the frequency of the A 19 mode remains constant between 80 

K and 8 K , the frequency of the E9 mode decreases slight ly in this range. Resul ts obtained 

with the Ar+ Ia. er ( quares in Fig. 9.8) show the same frequency variation clown to 160 K. 

Below 160 K , both modes show a drop in frequency. While t he E 9 mode decreases by 1 

cm- 1 the drop in the A 19 mode frequency is 2 cm- 1 . The origin of the differences below 160 

K obtained with the both laser sources is not clear. Interestingly, Raman pectra of CuCr02 

obtained with the HeNe laser shows the appearance of a new mode below 160 K (Fig. 9.5) . 

According to group theory [34], E 9-symmetric optic modes could be associated with the 

order parameters of the ferroelastic transitions at TNl in CuCr02 and CuFe02 [1]. A typical 
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Figure 9.7: Temperature dependences of the Raman shifts in CuFe02 obtained with Ar+ 

(514.5 nm) and ReNe (632.8 nm) lasers. Data obtained with the ReNe laser were collected 

by Dr. Kim Doan Truong at the University of Sherbrooke. 
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Figure 9.8: Temperature dependences of the Raman shifts in CuCr0 2 obtained with Ar+ 
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Figure 9.9: Figure is from Akta..<> et al. [5]. Soft opt ic mode in t he ferroela.<>t ic compound 

example of a soft optic mode is shown in Fig. 9.9, where the squared frequency of the B -

symmetric soft opt ic mode in the ferroela.<>t ic RbLiH3 (S04 ) 4 compound va ries linearly with 

temperature, wi t h a slope change at T N1 [5]. On the other hand , E9 modes in CuFe0 2 

and CuCr02 show an increa.<>e in frequency wit h no sign of softening. The temperature 

behavior of both modes in CuFe0 2 and CuCr02 is rather attributed to anharmonic phonon-

phonon interactions, in agreement with the analysis of Pavunny et al. [41]. With a decrease 

in temperature, anharmonic phonon-phonon interactions are reduced due to a decrea.<>e in 

phonon occupation number. As a result , t he strength of the atomic force constant increa.<>es, 

187 



leading to an increased frequency shift. Based on these results, we conclude that none of 

the Raman modes in CuFe02 and CuCr02 can account for the pseudoproper ferroelastic 

transitions observed at TNt = 14 K in CuFe02 [1] and at TN 1 = 24.3 K in CuCr02. While 

these results do not refute the nature of the ferroelastic transitions in CuFe02 [1] and CuCr02 

(Figs. 7.1-7.2 and 8.7), they leave the driving mechanisms unresolved. 

9.2 Raman scattering measurements on CuCrS2 

The triangular lattice antiferromagnet CuCrS2 has one formula unit per unit cell , resulting 

in 12 vibrational modes, 4A 1 + 4E [51]. Since the point group (3m) of CuCrS2 lacks in­

version symmetry, a ll modes are Raman and infrared (IR) active [51]. The At modes are 

associated with the displacements of the Cu and Cr atoms along the c axi with the S atoms 

moving in the opposite direction. On the other hand, degenerate E modes correspond to the 

displacements perpendicular to the z axis. 

Measurements were performed on single crystals of CuCrS2 provided by Dr. Julia C. 

E. Rasch at ETH Zurich ( ow at VDI/ VDE Innovation and Technology GmbH, Berlin). 

CuCrS2 samples have a platelet geometry with a large area in the basal plane and 200 J-Lm 

thick along the c axis. Measurements were performed using the 514.5 nm line of a multi 

mode Ar+ laser with a beam power of 25 m '0/. 

Fig. 9.10 shows Raman spectra of CuCrS2 obtained between room temperature and 13 K. 

All spectra were collected using backscattering geometry at an oblique angle of incidence 

relative to the surface normal of the sample. The scattering geometries can be represented 

with the Porto notation as z'( s1t) z' and z'(pu) z'. Here z' corresponds to a direction at an 

angle of 30° relative to the c axis. The notations p and s correspond to light polarizations 

parallel and perpendicular to the plane of incidence, whereas 1l corre pond to unpolarized 

scattered light. (The polarizations s and p do not necessarily corre pond to either of the 
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crystallographic axes since the crystallographic directions in the basal plane in the CuCrS2 

are unknown). In Fig. 9.10, the spectra plotted with the same color are collected at the same 

temperature, which is indicated on the right hand side of the spectrum pair. In each pair of 

spectra, the lower spectrum is collected with ( su) polarization whereas the top spectrum is 

collected with pu polarization. Spectra at all temperatures show two strong modes at 253 

cm- 1 and 319 cm- 1
. In addition, a low frequency mode partially hidden in the tail of the 

laser line is observed at 57 cm- 1 with (su ) polarization. Another mode, which is not easily 

seen at room temperature reveals itself as the temperature is decreased. A Lorentzian fi t to 

the data gives the frequency shift of this mode as 224 cm- 1 at 250 K. In order to determine 

mode symmetry, we compare our results to earlier Raman measurements by Abramova et al. 

[51]. They also calculate expected Raman frequencies using a valence force field model and 

simulate the Raman spectra of CuCr02 at room temperature. We refer to these calculations 

as simulations , which show 8 Raman modes: 4 A1 + 4 E [51]. Two of these modes with 

A1 and E symmetries are central lines. Three of these modes are located at 198 cm- 1 , 240 

cm- 1
, and 307cm- 1 and belongtotheA1 irreducible representation (IR) [51]. The remaining 

three modes have E symmetry with frequency shifts at 99 cm- I, 211 cm- 1 , and 257 cm- 1. 

Raman measurements by Abramova et al. [51] reveal three Raman modes. Similar to our 

results, two of these modes are located at 257 cm- 1 and 322 cm-1 and are identified as E 

and A 1 modes, respectively. The third mode appears as a shoulder of the 257 cm- 1 line and 

its symmetry is not specified [51] . Comparing our results to Raman spectra and calculated 

Raman shifts [51], we identify the modes in Fig. 9.10 as W E= 252 cm- 1 and WA
1 

= 319 cm- l, 

and w E = 57 em - l . The mode observed at 224 em - l could belong to eit her of the irreducible 

representations E and A1 , even though simulations [51] show that A 1 mode located at 240 

cm- 1 has a weak intensity. Thus , the mode at 224 is more likely to be an E mode. The 

remaining A1 mode which is not observed also has a weak intensity according to simulations 

[51], which might explain why the spectra of CuCrS2 do not reveal all Raman modes. 

189 



z'(pu)z' 
z'(su)z' 

155 K 

95 K 

~~........._,""""'--.,.... 65 K 

45K 

~~~"""""'"''...__. 25 K 

~~~~~~~~~~~~~~~~13K 
0 50 1 00 150 200 250 300 350 400 450 500 

Stokes Shift (GHz) 

Figure 9.10: Raman spectra of CuCrS2 obtained between 295 K and 13 K. 
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As the temperature is reduced, Raman spectra do not show significant change except 

for the appearance of a new mode at 418 cm- 1 at low temperatures (Fig. 9.10). This mode 

was observed at low temperatures in the previous measurements and was considered to be 

due to an electronic transition [51]. As in the case of CuFe02 and CuCr02 (Sec. 9.1.1 and 

9.1.2), this mode could be clue to crystal field excitations or defects [113, 117]. The broad 

band at 215 cm- 1 and the low frequency E mode at 57 cm-1 become more noticeable at 

lower temperatures. Below the antiferromagnetic and R3m ---'" Cm structural transition 

temperature TN = 37.5 K [47], spectra do exhibi t the splitting of theE mode. Local heating 

is ruled out clue to the low incident beam power density (;:::::::5000 W jcm2
). We conclude that 

the resolution in our experiments ( 4 em - 1
) is not enough to observe the splitting. 

The frequency shift vs. temperature of the four modes is plotted in Fig. 9.11. All modes 

shift to higher frequencies with decreasing temperature, between 295 K and 90 K and remain 

almost constant or increase slightly below 90 K. In addition, none of the modes seem to be 

affected by the structural and antiferromagnetic transition at T N. These results are similar 

to those obtained in earlier measurements [51]. However, there are several differences worth 

mentioning. According to the previous report [51], the broad A1 mode (at 215 cm- 1 at room 

temperature) slightly decreases with a decrease in temperature. In addition, they observe a 

splitting in the A1 mode observed at 319 cm-1 below 190 K [51] . The frequency separation of 

the two modes at 78 K is only 3 cm- 1 [51], which is smaller than our experimental resolution 

(4 cm- 1
). Although a minimum at the frequency shifts of theE modes is noticeable at 190 

K, we need more data points around this temperature to reach any conclusion. Considering 

that the frequencies of all the modes increase with decreasing temperatures, similar to those 

of CuFe02 and CuCr02 , we attribute the temperature behavior to thermal contraction 

anharmonic phonon-phonon interactions. As discussed in Sec. 2.2, Aizu [7, 49] classified a 

R3m ---'" Cm structural as a possible ferroelastic transition. The order parameter of such a 

transition should belong to the E irreducible representation. Our results show that none of 
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the £-symmetric Raman modes in CuCrS2 are associated with the order parameter of the 

antiferromagnetic and structural transition at T N l · 
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Chapter 10 

Summary and conclusions 

In this project, we studied the elastic and structural properties of triangular lattice antifer­

romagnets CuCr02, CuFe02, and CuCrS2 to investigate the role played by the spin-phonon 

coupling in the magnetic and multiferroic properties of a large class of geometrically frus­

tr·ated magnets. The emphasis was put on CuCr02 for comparison with CuFe0 2 which was 

extensively investigated using ultrasonic velocity measurements [1, 3, 31] . Our study consists 

of three major parts. 

The first part was to determine the elastic propert ies of CuCr02 and further investigate 

the elastic properties of CuFe0 2 • Similar to results obtained on the acoustic modes of CuFe02 

[1], ultrasonic velocity measurements on CuCr02 show that all acoustic mode velocities de­

crease as the temperature is reduced down to t he first antiferromagnetic transition observed 

at TNl = 24.3 K. The decrease observed in the acoustic mode velocit ies corresponds to soft­

ening of the elastic constants C66 , C11 , and C44 . Particularly, the softening observed in t he 

transverse mode TyPx indicates a,......, 35% reduction on the elastic constant C66 at TN 1 relative 

to its value at room temperature. Our analysis of the ultrasonic velocity measurements on 

CuCr02 using a Landau model indicates that the da ta are consistent with an R3m-'- C2/ m 

pseudoproper ferroelastic t ransition at TNl. In this context, the order parameter, which 
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belongs to the two dimensional E9 irreducible representation of the t rigonal 3m point group 

(R3m space group), bilinearly couples to spontaneous strains e5 = ih(e1 - e2, e6 ) + 82(e4, e5 ) 

and gives rise to softening on the acoustic modes with a nonlinear temperature dependence. 

In the model, a linear-quadratic coupling term (,B1 (e1 + e2)(Qi + Q~) ) is used to account for 

the drop in the velocity of the longitudinal Lx mode just before TNl· In addit ion, according 

to the model, the steep increase in the acoust ic velocities below TN1 is due to a. discontin­

uous change in the order parameter at the ferroelastic transition at T Nl, characteristic of 

first order phase transit ions. More importantly, the incomplete softening of the t ransverse 

mode T.-c Py is also due to the first order nature of the pseudoproper ferroelastic transition 

at TNJ in CuCr02. In a second order ferroelastic phase transition transition, one would 

expect complete softening in this mode (T.-c Py) as suggested in the case of CuFe0 2 [1]. Our 

Brillouin scattering measurements performed on CuFe0 2 to determine if this mode shows 

complete softening were not successful. Due to the opacity of CuFe0 2, Brillouin measure­

ments show only surface acoustic modes propagating in the xy and xz planes with a velocity 

that depends on the elastic constants C44 and C33 . As a result, we could not confirm the 

second order nature of the pseudoproper ferroelastic transition in CuFe0 2. Brillouin scat­

tering measurements which were also performed on CuCr02 for comparison with ult rasonic 

measurements show softening of the acoustic modes. However , local heating, due to incident 

beam power, does not allow us to observe the actual softening of the acoustic modes in 

CuCr0 2. Even though low temperature Brillouin measurements were not conclusive, room 

temperature measurements performed using reflection and backscattering geometries pro­

vided us with four of the six elastic constants in CuCr02. The values of the elastic constants 

were used to fi t the model to the experimental data.. 

In the second part of the study, we determined the magnetic phase diagram of CuCr02 for 

magnetic fields applied along the [110] and [110] directions (hexagonal basis). Measurements 

to determine the magnetic phase diagram of CuCr02 were performed simultaneously on the 
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E[no] dielectric constant and velocities of the Lr 1 IO], Tr1Io] Pr11o], and Tr1I o] Pc acoustic modes 

(hexagonal basis) . These measurements show zero-field transitions at TNl = 24.3 K and 

TN2 = 23.8 K, below which ferroelectricity is induced by a proper screw spin ordering. In 

addition , measurements with a magnetic field along the [1IO] direction confirm the first order 

transition that was previously observed at low temperatures with magnetization, dielectric 

constant and polarization measurements [4]. This first order transition, which is attributed 

to a 90° flop in the spin-spiral from the (110) plane to the (1IO) plane, is observed from low 

temperatures at H = 5.2 T up to T = 23.7 K at H = 4.4 T. Measurements for fields along 

the [1 IO] suggest that the minimum in t he velocity of the longitudinal Ly mode could be clue 

to the field dependence of magnetic susceptibility [107]. Our dielectric and sound velocity 

measurements with fields along the [110] direction do not indicate a spin flop transition. 

However, anomalies observed in the velocity of the Tr1101 Prn o] mode at H rv5 T suggest a 

reorientation in the magnetic domains, in agreement with earlier studies [4] . 

Assuming a collinear magnetic order between T Nl and T N 2 [27], since bilinear coupling 

between magnetic moments and strains breaks time reversal symmetry, the order parameter 

cannot be associated with magnetic moments. Therefore, in the last part of our study we 

investigated the temperature dependence of Raman modes in CuCr02 and CuFe0 2 to pos­

sibly determine if the order parameters of the R3m -'- C2/ m ferroelastic transitions at TN 1 

in CuFe0 2 [1] and CuCr02 are associated with an E 9-symmetric Raman active optic mode. 

Since the R3m-'- Cm structural transition at TNl = 38 K in CuCrS2 could be driven by an 

£ -symmetric Raman mode, we also measured Raman modes of CuCrS2 . Raman measure­

ments on all compounds show that mode frequencies increase with decreasing temperature 

in accordance with anharmonic phonon-phonon interactions. T hese results clearly indicate 

that none of the Raman active E9 modes observed in CuFe0 2 and CuCr02 drive the pseu­

cloproper ferro elastic transitions observed at the Nee! temperature T Nl · Therefore, the order 

parameters of the ferroelastic transitions at TNl in CuFe0 2 and CuCr02 are still unknown. 
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Similarly, CuCrS2 does not have any soft optic modes that could be associated with the 

structural t ransition at TNl. 

Our detailed investigation on the elastic properties of CuCr02 suggests that a ferroelas­

tic transition at TN1 releases the magnetic frustration and stabilizes the antiferromagnetic 

transition at the same temperature. Another important role of the ferroelasticity in CuCr02 

can be seen if one considers that spin driven ferroelectricity usually appears in low symmetry 

crystals. The ferroelastic transition reduces the symmetry of the crystal from trigonal (3m) 

to monoclinic (2/m) at TN1 , while at TN2 the proper screw spin structure lowers the crys­

tal symmetry to the monoclinic point group 2, inducing a ferroelectric polarization. Thus, 

a similar ferroelast ic transition can be expected in other delafossites such as AgCr02 and 

LiCr02 [26] . 

In Chapter 8, we analyzed the elastic properties of CuCr02 using a Landau model which 

ignores the magnetic degrees of freedom. For a complete quantitative analysis and under­

standing of magnetoeleastic coupling and its role in CuCr02 and other delafossites, the free 

energy has to be expanded to include magnetoelastic coupling terms and possible coupling 

between strains and magnetic moments. Using the complete model, one can also deter­

mine the nature of magnetoelastic coupling at the spin flop transition. Finally, our acoustic 

velocity measurements as a function of magnetic field show that the ultrasonic pulse echo 

method can be a useful tool to identify and distinguish between a spin flop transition and 

spin reorientation. 
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