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Abstract

Delay-tolerant networking effectively extends the network connectivity in the time

domain, and endows communications devices with enhanced data transfer

capabilities. Network coding on the other hand enables us to approach the

information capacity of networks by allowing intermediate nodes to process data en

route. Both of these were major principal breakthroughs in mobile and wireless

communications in the past decade or so. In the first half of this thesis, we consider

the problem of disseminating a large number of messages in such networks. With

the sparse and intermittently connected topology and with the unreliable and

low-rate radios, the strategy of which messages to transfer first and in what order is

a determinant of performance here. We compare a few such message prioritization

methods using computer simulation and observe their performance in terms how

widely and quickly information can be distributed across the network. Next, we are

interested in how network coding stacks against conventional epidemic routing

variants. We conducted tests with both real smart mobile devices and computer

simulation and found conditions where their results match. This would give us

confidence of using computer simulation to study larger delay-tolerant networks

with and without network coding at a much manageable cost.
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Chapter 1

Introduction

1.1 Mobile computing today

Since the invention of modern digital computers in 1946, the proliferation of this

technology has impacted every aspect of people’s life profoundly. The way comput-

ers are operated experienced four major paradigms. The initial batch systems would

allow a computer user to submit a batch of jobs and retrieve the results at a later

time. In the next paradigm, represented by real-time operating systems, the user is

able to interact with computers for much higher productivity. Till this time, accesses

to computers were mostly limited to university personnel and scientific researchers.

Started from the 1980’s, as computing hardware became more capable and cheaper

to manufacture, computers became household appliances and started the age of In-

formation Technology. With the privatization of the Internet, networked personal
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computers fostered disruptive technologies in many sectors, such as telecommuni-

cation, e-commerce, media publishing, entertainment, social studies, education, etc.

The most recent paradigm shift, however, is happening right now from personal

computing to mobile computing.

With further rapid development of computing technologies, a small device such as

a smart phone nowadays is packed more computing power than an Apollo Spaceship.

In addition, the communication connectivities on such devices are diversified, fast,

and energy-efficient. Combined with the high availability of cellular communication

and Wi-Fi infrastructure, smart phones and tablet computers allow us to to accom-

plish many things wherever and whenever we want to. On one hand, these include

porting day-to-day applications, such as e-mail, web, video conversation, shopping,

multimedia streaming, and gaming to mobile devices and merge them with conven-

tional telephone and short message services on a single device, making these devices

a true digital companion of people’s life. On the other hand, mobile devices provide

other values that are not possible on personal computers. They add a whole array

input sources, including location, motion, sound, light, air pressure, and so on. To

facilitate innovation on these devices, mobile operating systems, such as the Google

Android OS and Apple iOS, often open a large number of programming interfaces

to the third-party. The ecological systems thus cultured have not only advanced the

state of the art, but also created new business models for economic growth.

Innovations brought about my mobile computers do not stop here. In fact, the
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exploration of using the on-board short-range radios, such as Wi-Fi and Bluetooth, to

construct multi-hop wireless networks [30] has been ongoing for a couple of decades.

What used to be only feasible on personal computers is now becoming possible on

smart phones and tablet computers. Such a networking technology is also called

mobile ad hoc networking and wireless mesh networking, depending on what aspect

we emphasize on. Its application is to fill in the void of infrastructure as a result of

natural disaster or to be deployed to a geographical area where there is no such infras-

tructure at all. Disaster relief, emergency response, personnel rescue, just to name a

few, are what mobile devices would prove to be superior to personal computers.

1.2 Mobile computing tomorrow

The research community of mobile computing has been exploring for more creative

ways to facilitate cutting-edge or even unconventional ways of data communication.

Below are two of such streams of research relevant to this thesis.

1.2.1 Delay-tolerant network

Delay tolerant networking (DTN) is a recent, new data transfer model that expands

the network connectivity from the spatial domain to the temporal domain. In con-

trast to the “store-forward” paradigm of data transfer in the Internet or mobile ad

hoc networks, DTN utilizes the mobility of users in a very sparse network to “store-

carry-forward” data packets. It effectively connects two nodes that have never had
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an end-to-end paths in between during the entire operation of the network, as long as

the delay thus introduced is acceptable to the users and the application requirements.

Research on DTN started from the Interplanetary Networking project at JPL [11].

The networking problem in such a scenario considers predictable mobility of space

probes and surface stations, where the feedback loop can take a very long time to

complete due to both signal propagation delay and obstacles of other celestial bodies.

In a more general setting, the mobility of communication devices is unpredictable,

so scheduling networking activities in a deterministic fashion is no longer feasible.

A great deal of research has been done on data transfer in such a framework to

fulfill the simple goal of moving data from the source to its destination. A number

of excellent reviews and vision articles have been published on the architecture and

protocol aspects of delay-tolerant networks [21, 16, 29, 30].

The roaming of mobile devices their users provides an ideal scenario for studying

and applying DTN. It is just a matter of time that such a flexible way of operating

a wireless network would become the next wave of innovation.

1.2.2 Network coding

The concept of network coding was formulated in the seminal work of Ahlswede, Cai,

Li, and Yeung [19] in 2000, and the past decade has seen a tremendous momentum in

this area [17]. Its idea breaks the principal of traditional multi-hop networking, where

intermediate nodes only forward packets but do not modify their contents, much like
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cars traveling on a highway. Since bits are not cars anyway, network coding allows

intermediate nodes to combine packets from different input ports before forwarding

them. When treating a packet as a sequence of symbols, even linear network cod-

ing defined over small Galois fields can introduce significant throughput gain. The

readers are referred to an easy-to-read and yet informative primer by Fragouli, Le

Boudec, and Widmer [7]. Other benefits of network coding include improved robust-

ness of network operations, higher energy efficiency in wireless radios, and better

security against eavesdroppers. Network coding proves to be especially powerful and

flexible, and can be exercised along with other revolutionary networking paradigms.

For example, it was shown that opportunistic data forwarding in multi-hop wire-

less networks can further increase the capacity of these networks when intermediate

nodes strategically combine overheard packets and forward them [22, 12]. As another

example, the resilience to lost or delayed information brought about by network cod-

ing turns out particularly effective in DTNs, as evidenced by computer-simulated

experiments in Widmer and Le Boudec [14].

With the computing power packed on current smart phones and tablet computers,

we have a choice of trading some of this capability for bandwidth. This is even more

promising if we use the graphics hardware on these devices for their highly efficient

matrix computation capacity.
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1.3 This thesis

This thesis reports scientific research on how network coding improves the perfor-

mance of a DTN. The primary tools we use are computer simulation and using

commodity mobile devices. It attempts to address the following research problems.

1. In a DTN, the opportunity that two nodes are within range of each other can

be rare and is often unpredictable. In a short window of contact, a node must

decide which messages that it is currently carrying should be exchanged with

the other node first. Apparently, this decision affects the network performance

significantly, and we are interested in finding what approach of prioritizing

messages yields the best results.

2. We rely on computer simulation in validating our proposals, and use the

ONE [5] simulator in our study as many of our colleagues in DTN research.

However, the ONE needs to be modified extensively to suite our needs. For

example, we need link-layer support of packet broadcast, a link model with

certain packet-error rates, and implementation of network coding. With such

modifications, the simulator is closer to how we would operate a DTN with

network coding using real devices. We are curious how well the simulator

resembles the real world and under what conditions.

3. With a better tuned simulator, we are more confident in testing new data trans-

fer methods in DTN with it. In particular, we propose a handshake proceeding
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the actual coding and transfer of packets so that network coding can be better

tailored to the specific needs to a neighborhood of nodes rather than being

completely uninformed. We expect that the modified simulator to be able to

tell us how such our proposed method improves the vanilla network coding.

The rest of this thesis is organized as follows. Next chapter, we provide necessary

background in fundamentals of delay-tolerant networking and network coding, and in

the basics of the ONE simulator. In Chapter 3, we study four message prioritization

methods in the framework of Epidemic Routing [3]. Results reported therein are

obtained with a modified version of the ONE. In Chapter 4, we further investigate the

effect of adding network coding to the ONE. More importantly, we compare results

with experimenting with real Apple iOS devices. We summarize how the simulator

should be fine-tuned for a better match with the real world. Next, we propose an

improvement of the original network coding approach in DTN in Chapter 5. That is,

we allow nodes to exchange some metadata for an informed decision on what packets

are to be coded and exchanged subsequently. Using the modified ONE simulator, we

show a noticeable improvement in the data transfer capabilities of the network with

a reduced overhead. The thesis is concluded in Chapter 6 with a discussion of how

our research can be extended in some interesting ways.
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Chapter 2

Background

2.1 DTN Routing

2.1.1 DTN routing overview

Delay tolerant network is an intermittently connectivity environment. In this kind

of network, people can exchange non-time-sensitive data between different devices.

The characteristics of DTN make us have no stable and fixed routing path to deliver

data. Therefore, mobile nodes in such a network must make intelligent decisions to

route data with a possibly long delay. Nowadays, many routing protocols are put

forward by DTN researchers to address this issue. We summarize them as below.

1. In order to successfully deliver a set of messages to the destination in a delay

tolerant network, a naive approach is to use broadcasting. This is a method
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that a node forwards messages to all nearby nodes without any restrictions.

The representative routing algorithm is called Epidemic Routing [3]. It uses a

three-way handshake between two nodes before they decide to exchange real

data. After that, based on the knowledge obtained during the handshake,

two nodes begin the message exchange process. This routing protocol can

effectively distributes messages to all nodes in the network. However, it may

have a large operation overhead. Therefore, it is necessary for us to improve

Epidemic Routing to reduce the overhead.

2. The Spray andWait routing [23] is an efftective solution to the flooding problem

by reducing the copies of a message and the depths of the hops. It includes two

phrase: “spray” and “wait”. In the spray phrase, the sources is responsible for

creating several copies of a message and distribute it to the network. In the

wait phrase, the node holds a copy of a message and get ready to delivery it

once it meets the destination. By using the binary version of Spray and Wait

routing, every node transmits half number of copies of a message. Then, the

next node repeats the same process and give half of copies of this message to its

future encountering node until there are only one copy left. Finally, the node

which holds the single copy deliveries the message only to the destination. As

we can see, compared to Epidemic Routing, Spray and Wait controls the copies

of messages. It reduces the overhead and workload for the network.

3. Although Spray and Wait routing reduces the flooding effects from epidemic
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routing, its decision is still somewhat arbitrary. Therefore, it is necessary for

us to look for routing protocols which can delivery packets more selectively.

(a) MaxPro [13] is one of such protocols. Different from epidemic routing, it

deliveries packets from an ordered list which is calculated by the likeli-

hoods of a packet reaching a potential destination. Specifically, each node

maintains a vector with several probability values for reaching the other

nodes. When two nodes meeting each other, they exchange their vectors.

Then, during the process of moving, nodes create a matrix for all nodes

from these vectors and calculate the possible path from a source to desti-

nation. Last, the nodes send packets to the order list based on the least

sum of total likelihood of all possible paths. As we can guess, compare

to epidemic routing and spray and wait routing, this behavior can poten-

tially increase the average delivery ratio and decrease the average delay

time for all the messages due to its selective sending feature.

(b) PRoPHET [4] has a similar idea as MaxPro. It is a also probabilistic

routing protocol using history of encounters and transitivity. Rather than

assuming a totally random mobility pattern, PRoPHET supposes that

in real world, the movement of nodes more or less has a certain pro-

file. By predicting the movement pattern from the history of encounters,

PRoPHET delivers messages among each nodes. This protocol allows

each node in the network to maintain a table which records the deliv-
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ery predictabilities P (M,D) where M is the current node and D is the

destination. By adding effect from current delivery predictability to the

previous value P (M,D) based on several rules, the node updates this de-

livery predictabilities table and deliver messages selectively. This protocol

efficiently decides productivity paths or nodes for a certain amount mes-

sages based on the probability. It performs better than Epidemic Routing

and Spray and Wait routing.

(c) DTN routing can be treated as a resource allocation problem. e.g. RAPID [6]

RAPID uses a utility function to calculate a utility value Ui to every packet

i in terms of the optimization of three metrics: average delay, missed dead-

lines, and maximum delay. At the beginning, nodes exchange metadata

between each other in order to assist each packet to calculate their own

utility values. Then, based on the utility value, it orders these packets

in the node buffer. Next, a node replicates the packet based on a cer-

tain condition in the ordered buffer and injects it in the network. Last,

the node stops injecting packets when all packets have been replicated or

when the contacts to other node break.

2.1.2 Epidemic routing and message prioritization

The detailed steps of Epidemic Routing [3] are as below. when two nodes (or devices)

come into transmission range of each other, they conduct a 3-way handshake for one
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Figure 2.1: Steps for nodes to start to messages exchange
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device to send messages to the other (Figure 2.1). In particular, when nodes A and

B discover each other, node A sends an array of the IDs of all of its known messages

to B in an iHave packet. After receiving this array and comparing it to its own set

of buffered messages, node B replies with a subset of these message IDs as request

indicating that these are the messages that A has but B does not in an iRequest

packet. In the third message, iSend, node A sends the requested message to B.

This process is triggered every time two nodes come close to each other. Epidemic

routing can be a foundation for fulfilling both unicast and broadcast data transfer

services. Apparently, given that nodes typically store more messages than that can

fit in a single handshake packet, the strategy taken to include which messages in the

advertisement and in what order affects the system performance significantly. We

call such a strategy message prioritization, and it is investigated in the next chapter

of this thesis.

2.2 Some DTN Projects

Here, we name a few projects using the DTN technology.

1. Haggle [8] is one of the most poplar platforms that offers people a handy way to

produce applications and conduct experiments. It was funded by the Europe

Commission and is treated as a research project in Autonomic Opportunistic

Communication. From 2006 to now, five European countries have joined this

project to maintain and improve it. Haggle has a great vitality due to the
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good technical support from these strong research groups. As for the imple-

mentation, Haggle concentrates on data exchange among mobile devices by

either Wi-Fi or Bluetooth in challenged networks. Mobile operation systems

and platforms (such as Android OS, iOS, and J2ME) are the main supported

environments, although it can run in personal computer operation systems such

as Windows, Linux, Mac OS and Unix. Moreover, Haggle has a feature, called

“Content Sharing”. This feature creates a virtual bridge to connect Haggle

users who have the similar interests and profiles. Haggle user only needs to

set up the personal interest keywords. Then, he/she will automatically receive

news, pictures, and messages that match their individual profiles.

2. DTN2 is another DTN platform for conducting experiments on Linux and Mac

OS X. Because it was originally created in 2005 by the Delay Tolerant Network-

ing Research Group (DTNRG) [1, 2], it combines several robust and flexible

tools designed especially for DTN research rather than application developers.

Moreover, from its official website, we can see that the APIs and program tu-

torials are not detailed enough for some elementary programmers and DTN

amateurs to learn. Potentially, proficiently using this platform requires high

programming skill, and deep understanding of some knowledge related to DTN.

3. PodNet [24] is also a DTN platform which concentrates on mobile distribution

of user-generated contents. It is a both experimental platform and applica-

tion development platform. A research group in Sweden created this platform
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in 2008. The key points and technical details related to this platforms were

initially published in International Conference on Mobile System [25]. This

platform has similar features to Haggle [8], but without sources code.

4. In contrast, DoDWAN [9], Document Dissemination in mobile Wireless Ad

hoc Networks, is a relatively open and flexible DTN platform for us to create

applications and conduct experiment, which is produced by a research group in

France in 2005. It combines two ideas from two papers published in 2007 and

2010 respectively [10, 15]. It is a Java-based platform with some development

documents. As with the Haggle project, DoDWAN is a good choice for DTN

experiments and application development.

2.3 Network Coding Primer

Network coding [7] is a quite new technique for efficiently exchanging messages in

Delay Tolerant Networks among other things. It has inspired a large number of

researchers to produce exciting results. Its basic idea is to combine a set of messages

in a node storage space,possibly linearly, as a single packet before transmitting it.

This process is called “encoding”. Once, any device receives such encoded packets,

they are inserted into a decoding matrix. Network coding allows information to be

diffused in the network guidely and is very resilient to link failure.

Encoding is a process in network coding to combine a set of messages which are
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generated by one or several sources before transmitting as a single packet. Let us

assume that there are n original messages in the network, denotedM1,M2, . . . ,Mn.

All exchanged packets are generated from these original messages with coefficients

g = {g1, g2, . . . , gn} in F2e , where g is called encoding vector and F2e is a Galois field.

Both symbol M i and coefficient gi are taken from F2e . Finally, the generated packet

equals to X =
∑n

i=1 giM
i, we call it information vector [18].

Often is sufficient to use bit-wise operation, so we can set F2e = F2, namely,

gk = {0, 1}, where 0 means kth M is not combined in this packet while 1 means

kth M is in the combined packet. After that, we include encoding vector and the

information vector in one packet and send it to the network.

When a combined packet X arrives at a node, the node decodes for the original

messages by inserting this combined packets to a matrix and solves it with Gaussian

elimination. This assume that the rank of the decoding matrix is full. Otherwise,

the receiving node only needs to maintain a reduced echelon form.

2.4 The ONE Simulator

The ONE (Opportunistic Network Environment) simulator is a research tool for

conducting experiments on Delay Tolerant Networking [5]. It gives the users the

power to extend movement patterns, routing protocols, rules of generating messages,

and so on. Compared to NS-2 [20], the learning curve of ONE is relatively smooth

for a beginners, and its configuration is not so difficult. Therefore, in our research,
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we chose to use ONE simulator.

2.4.1 Framework

The ONE is written in Java and provides both a graphic user interface and a batch

mode interface for user to conduct experiments. Moreover, it offers us source codes

of some known DTN routing protocols, such as spray and wait [23], MaxProp [13],

PRoPHET [4], and so on. Based on these implementations, researchers can easily

understand the main logic of some DTN routing algorithms and improve it. In our

research, we use version 1.4.1 of ONE due to no newest version of ONE available

when we began this research.

2.4.2 Features

Here, we summarize three main features of this simulator: Mobility Management

Component, Event Management Component, Node Information Management Com-

ponent as shown in Figure 2.2.

• Movement Management Component: This component is used for the simulator

to move nodes in a certain area. It originally includes several well known

movement patterns, such as random waypoint, map-based movement, cluster

movement, and so on. By changing the value of property “movementModel”

in ONE configuration file, users can easily use any movement pattern.
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Specifically, the map-based movement offers a very flexible structure for users

to dynamically import or create their own maps. It uses a so called Well-

Known Text (.wkt) file to define a map with different paths. It is defined by

the Open Geospatial Consortium (OGC) to render vector geometry objects.

In ONE, it has already included many wkt files for us to use, such as roads,

main roads, pedestrian paths, shops and so on of various cities in the world. In

our experiments, we mainly use the WKT Markup Language – “LineString’ or

“MultiLineString” to describe our own movement paths based on the geometry

of Engineering Building of Memorial University in Figure 4.1.

• Event Management Component: In order to handle a series of events in the

simulation, ONE offers an Event Management Component. This component

processes each event by fetching it in an event queue. We can schedule events,

such as message generating, network topology snapshotting, network messages

statistics, nodes connections, and so on, to achieve global control in a simu-

lation. Also, we can dynamically change the properties for each node in the

component during the simulation. The ONE simulator provides us various

types of events in order to help us to customize events for our own research

needs.

• Node Information Management Component: This is a rather complex compo-

nent in ONE simulator. It is responsible for the message exchange behaviors

of each node. Originally, it gives us two basic approaches to manage messages
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– Active Router and Passive Router. These two approaches only allow us to

delivery and exchange messages without much control. In order to implement

various features of routing protocols, we need to inherit one of the two routers

and implement our own routing protocol. In the ONE, it provides us some

well-known routing protocols such as epidemic routing, prophet routing, spray

and wait routing and so on. By using, learning and modifying these included

routing protocols in depth, we can construct our own routing protocol. After

that, we can use its report system to generate a set of different formatted trace

files for further analysis.

2.4.3 What else we need

• ONE version 1.4.1 does not have a physical layer mode, That is to say, we can

not fully simulate packet collision. Therefore, packets loss and retransmission

mechanisms for the routing protocols in ONE are not accurate.

• After studying the ONE simulator, it seems that the epidemic router in ONE

does not fully implement the mechanism of three way handshake of Epidemic

Routing. We need a true broadcast support Epidemic Routing in the simulator.

• In our research, we try to use ONE to conduct some experiments using network

coding. However, this feature was not supported by the simulator. We need to

implement network coding ourselves
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Figure 2.2: Components of ONE simulator
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• The reporting system of the ONE simulator needs to be further enhanced for us

to analyze protocol execution, such as packet type, outcome of a transmission

and reception, state position of a node during a transmission , etc.
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Chapter 3

Message Prioritization in Epidemic

Routing

This chapter reports computer simulation results on four message prioritization meth-

ods of Epidemic Routing. These results are also published in our ICNC conference

article [27].

3.1 Methods of Message Prioritization

Recall that, for Epidemic Routing ([3] and Section 2 of this thesis), when two nodes

(or devices) come into transmission range of each other, they conduct a 3-way hand-

shake for one device to send messages to the other. In particular, when nodes A and

B discover each other, node A sends an array of the IDs of all of its known messages
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to B. After receiving this array and comparing it to its own set of buffered messages,

node B replies with a subset of these message IDs as request indicating that these

are the messages that A has but B does not. In the third message, node A sends the

requested message to B. This process is triggered every time two nodes come close

to each other. Apparently, epidemic routing can be a foundation for fulfilling both

unicast and broadcast data transfer services.

Here, we study the particular operation of information dissemination (i.e. mes-

sage broadcasting) in DTNs. We do not assume any temporal self-similarity in the

mobility of devices, so we do not rely on extrapolating previous contact informa-

tion. We focus on the case where the number of buffered messages is so large that

any form of compact representation of all stored messages, such as digest or ID,

would not be accommodated in a single handshake packet. Therefore, when a node

advertises about the messages it has received so far, it must pick strategically a sub-

set of them to fit in a single packet. Such a strategy affects how quickly messages

can be disseminated to a large number of nodes. We implemented the message dis-

semination framework with three prioritization approaches in our customized ONE

simulator [5], and tested them with one baseline approach. We observe that a well

designed message prioritization method can significantly expedite such a broadcast

service in DTNs.

Apparently, given that nodes typically store more messages than that can fit

in a single handshake packet, the strategy taken to include which messages in the
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advertisement and in what order affects the system performance significantly. We

call such a strategy message prioritization. In this work,we are interested in a few

simple, and yet very different such methods. In all methods, we assume that node

A fills the advertisement packet with l digests of some of its stored messages.

1. Round robin — A node maintains a FIFO queue of the messages it has received

and generated so far, i.e. by the time it is injected into the network. It circulates

through the queue to compile the message digests using a pointer. When it is

about to initiate a handshake, it processes l messages and advance the pointer

accordingly. Here, the node maintains separate pointers for different nodes.

Note that as the system continues, the time it takes to finish a round becomes

longer, and when it does, it starts from the head of the queue again.

2. Tiered — Messages stored at a node are ranked according to three quantities

to favor new, short messages, i.e. forward history, age, and length. The fewer

times it has been forwarded till reaching this node, the later it was created, and

the shorter it is in length, it is ranked higher in the storage queue. These ranked

messages are split into three segments of equal number of messages, the upper,

middle, and lower tiers. Three separate round-robin schedules are executed

on the tiers. The upper tier has three opportunities to send an advertisement

containing l digests of its own, the middle tier has two, and the lower tier has

one. As such, the system helps newly injected message to spread in the network

more quickly.
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3. Oblivious — A node maintains a FIFO queue of all messages by the time they

are injected into the network as in Round robin. When the node needs to create

an advertisement packet, it simply takes the last l messages in the queue. In

this method, the node never looks back after it has past a message in the queue,

thus, always rigidly favoring the latest messages in the system.

In addition to the three above, we also implemented a random prioritization method

as a comparison baseline. In this approach, a node would randomly pick l messages

and advertise their digests. All four methods have different ways to allocate opportu-

nities to messages to be advertised in the network. We tested these different message

prioritization methods to see how effective they are in helping messages to spread in

the system.

3.2 Revisions to the ONE Simulator

The ONE provides us a great foundation for experimenting message prioritization.

It is well-suited for DTN research and has a reasonably smooth learning curve. Nev-

ertheless, we had to revise it in a few ways for our particular needs. These revisions

are summarized below.

1. The ONE has an idealized link layer implementation, where a packet is always

received as long as the sender and receiver are within range of each other. To

make simulation closer to real environments, we introduced a parameter at the
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link layer to control the packet error rate. Its default value is 50% regardless

how far the two nodes are provided they are within range. Such a high error

rate is used account for a harsh operation environment and also the fact that

it does take the two nodes some time to create a link after they move close.

2. The implementation of Epidemic Routing in the ONE does not have the three-

way handshake as described in Section 2.4.3 and [3]. Thus, we implemented

the three way handshake mechanism by adding two new control packet types

to ONE simulator, called iHave and iRequest.

3. The original simulator implements a broadcast of packet by a sequence of uni-

casts. We extended this by allowing multiple nodes to receive a packet at the

same time in order to faithfully reflect how wireless channels are used on real

devices.

4. The ONE has a succinct trace file format for post-test analysis. We enhanced

its format extensively for us to be able to reconstruct how messages propagate

through the network.

5. Last, we disabled the nodes from dropping packets when the buffer is full so

that we can simulate scenarios with significant load and delay.
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3.3 Simulation

We used the ONE to evaluate how different message prioritization methods affect the

performance of the system. We measured the latency in transferring messages to the

destinations and a variant of message delivery ratio. We observe that the Oblivious

prioritization method is significantly superior to the other approaches despite its

simple nature.

3.3.1 Settings

Figure 3.1: Engineering Building

We used the map mobility management of The ONE simulator, where a topolog-

ical structure of the simulation area is used to specify how nodes can move around.

During the simulation, a node can decide a destination position, such as an inter-
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section or a specific point on an edge, and moves there via the shortest path at a

certain velocity. When two nodes are within transmission range (set to 10 meters in

simulation), they discover each other and start to transfer messages. The map that

we used in our tests is part of the first and second floors of the Engineering Building

at Memorial University of Newfoundland (Figure 3.1). We picked this particular

venue because in a parallel project we implemented prototype applications on the

iOS and Android OS so that we can compare the real and simulated test results in

future.

We assumed using the Bluetooth 4.0 radios on the iOS devices. As such, the

maximum size of a single packet in the handshake is limited to 90kB. Around every

400 seconds, a device injects a message of size uniformly distributed in [2000, 5000]

bytes. Parameter settings are summarized in Table 3.1.

3.3.2 Results

We are interested in how widely and quickly messages are disseminated in the net-

work, measured in two quantities, i.e. extent and progression. After a message is

generated, it is first stored at the originator, and as time goes on, it reaches more

and more nodes. We observe how many other nodes a particular message has reached

after d seconds, where d is called delivery deadline (d = 3000 in simulation). For a

given message m and delivery deadline d, we denote the set of nodes in the network

that m has reached after d other than the message originator itself by Om,d. Thus,
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Parameter Value

number of nodes in network n 10, 20 or 30

total simulation time T 20,000 seconds

node movement velocity v 0.5 ∼ 1.5 m/s

message generate rate per device t every 400 seconds

message length s 2, 000 ∼ 5, 000 bytes

number of digests in advertisement packet l 10 messages

interval of digest advertisement τ every 150 seconds

transmission range r 10 meters

maximum packet length S 90 kB

delivery deadline d 3000 seconds

Table 3.1: Simulation parameters

the extent of message m is defined as |Om,d|, i.e. how many other nodes the message

has reached up till the deadline. We consider the messages injected during the first

14, 400 seconds of the entire 20, 000 seconds of simulation so that all messages would

have sufficient time to be disseminated. For a network n nodes (n = 10, 20 or 30),

360×n messages are injected in total, collectively denoted by M . As such, we plot a

histogram of the extent over M , for n = 10, 20 or 30 respectively, in Figures 3.6, 3.7

and 3.8. In all three figures, we can see that there is a behavioral difference between

Oblivious and the other three. Specifically, Oblivious is able to spread the majority
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of the messages to most of the other nodes while the other three have much smaller

extents. The reason is that Oblivious outperforms the other three methods is that

it persistently advertises the newest messages to boost their initial presence in the

system. This is evidenced by Figure 3.2, where we plot the number of times that a

message is placed in an advertisement packet in the simulation a 10-node network.

We can observe that compared to the other methods, Oblivious is able to distribute

the opportunities for messages to be advertised most equally, while the others are

more or less skewed towards older messages.
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Figure 3.2: Number of times a message is advertised in 10-node network
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Next, we turn our attention to how fast messages can be broadcast in the network

using a generalized notion of latency, called progression. For a given message m in

an n-node network, we use the vector 〈m1, m2, . . . , mn−1〉 to denote the time it took

to reach the ith other node (i = 1, 2, . . . , n − 1). For the simulation of each of the

message prioritization methods in a 10-node network, we summarize the message

progression in a separate plot in the top half of Figure 3.3. Statistics shown in these

plots include median, 25/75-quantile, 95% confidence, and outliers. In the bottom

plot of the figure, we have the medians of the four methods together. Figures 3.4

and 3.5 present the same information for simulation in 20 and 30-node networks. We

observe that the message progression rate of Oblivious is about an order of magnitude

faster than the other methods, indicating that it is very effective directing messages.
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Figure 3.3: Message delivery progression in 10-node network
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Figure 3.4: Message delivery progression in 20-node network

In this chapter, we reported computer simulation results on a variety of message

dissemination methods for a comparative study of their relative performance. With

emphasis on newly injected messages, the Oblivious method is able to effectively

distribute message across the network quickly. Our next step is to port these methods

to actual mobile devices and test them at the same, real venue in the next chapter.

By comparing the results to those reported here, we will be able to fine-tune some

parameters in the ONE, so that we can use the simulator to test larger networks

with better confidence.

32



1 5 9 14 19 24 29

0
50

00
10

00
0

15
00

0
20

00
0

Random

nodes

de
la

y

1 5 9 14 19 24 29

0
50

00
10

00
0

15
00

0
20

00
0

Round robin

nodes

de
la

y

1 5 9 14 19 24 29

0
50

00
10

00
0

15
00

0
20

00
0

Tiered

nodes

de
la

y

1 5 9 14 19 24 29

0
50

00
10

00
0

15
00

0
20

00
0

Oblivious

nodes

de
la

y

0
20

00
60

00
10

00
0

Four prioritization methods

nodes

de
la

y

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

Random
Round robin
Tiered
Oblivious

Figure 3.5: Message delivery progression in 30-node network
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Figure 3.6: Message delivery extent in 10-node network
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Figure 3.7: Message delivery extent in 20-node network
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Figure 3.8: Message delivery extent in 30-node network
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Chapter 4

Network Coding Using Real

Devices

The concept of network coding was formulated in the seminal work of Ahlswede, Cai,

Li, and Yeung [19] in 2000, and the past decade has seen a tremendous momentum in

this area [17]. Its idea breaks the principal of traditional multi-hop networking, where

intermediate nodes only forward packets but do not modify their contents, much like

cars traveling on a highway. Since bits are not cars anyway, network coding allows

intermediate nodes to combine packets from different input ports before forwarding

them. When treating a packet as a sequence of symbols, even linear network cod-

ing defined over small Galois fields can introduce significant throughput gain. The

readers are referred to an easy-to-read and yet informative primer by Fragouli, Le

Boudec, and Widmer [7]. Other benefits of network coding include improved robust-

35



ness of network operations, higher energy efficiency in wireless radios, and better

security against eavesdroppers. Network coding proves to be especially powerful and

flexible, and can be exercised along with other revolutionary networking paradigms.

For example, it was shown that opportunistic data forwarding in multi-hop wire-

less networks can further increase the capacity of these networks when intermediate

nodes strategically combine overheard packets and forward them [22, 12]. As another

example, the resilience to lost or delayed information brought about by network cod-

ing turns out particularly effective in DTNs, as evidenced by computer-simulated

experiments in Widmer and Le Boudec [14].

In this chapter, we evaluate the how network coding stacks against conventional

message passing in DTNs using both real iOS devices and in the ONE simulator in a

university building. Our goal is to assess to what extent the ONE as one of the best

and most widely used simulators for DTN research can mimic the real world. On

one hand, we used real Apple iOS devices to measure how message propagate among

roaming users over the built-in Bluetooth radios. On the other hand, we enhanced

the ONE with a more realistic link layer by adding a few parameters. We are able

to claim that the simulator work fairly closely to iOS devices with these parameters

tuned properly. As part of a bigger research project, we may be confident that

the simulator can work in place of real devices for efficient studies of larger-scale

networks [28].
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4.1 Implementation

In random network coding, when a set of packets are combined and sent by an inter-

mediate node, both the combined message (i.e. the information vector) and how they

are combined (i.e. the encoding vector) are to be included as being transmitted [7].

The dimensionality of the information vector is simply the number of symbols in the

message content, say M , while the dimensionality of the encoding vector, denoted

m, is the maximum number of original messages that can be combined. Apparently,

when a packet is sent, m +M symbols are transmitted. The greater m is, a higher

percentage of communication capacity is consumed by such a coding overhead. When

a packet is received by a node, it is inserted in its decoding matrix. Depending on

whether the packet is innovative, the rank of the decoding matrix may or may not

increase by 1. In any case, the rank of the matrix can be up to m, and is usually

in that ballpark in a stable network. Because matrix operations on general-purpose

processors can be expensive, a large value of m also implies a large computational

overhead. Thus, for practical purposes, we can divide packets into non-overlapping

generations and only allow packets of the same generations to be combined as in

Chou, Wu, and Jain [18]. By tuning the size of a generation, we can control the

communication and computation overhead. Widmer and Le Boudec [14] show that

the generation size is a crucial parameter for the performance in their simulated

studies of DTNs.

In this research, we set the generation size G = 50 globally in our tests. Provided
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we have n = 10 devices, every device contributes 5 messages to each generation.

Specifically at any given time, for device i (i = 1, 2, . . . , n), its jth message (j =

1, 2, . . . , g for some latest generation g) belongs to generation ⌈j/5⌉ of the network.

In addition, this message takes dimension i× (n−1)+ (j mod 5) in that generation.

During the operation of the network, a node would have generated and received

packets of various generations. We use Pk to denote the set of packets of generation

k, where k = 1, 2, . . . , g. Thus, collectively, we use P = {P1, P2, P3, . . . , Pg} to

denote the generations of packets stored at said node. When a node is within range

of any peer, it periodically (every τ = 15 seconds in our experiments) generates

a set of random combinations of the packets it has received so far and broadcasts

them to its neighbors. These packets are generated as follows. For generation k

(k = 1, 2, 3, . . . , g), it creates max
{

w ×
RPk

2g−k , 1
}

random combinations of all packets

in this generation, where w is a parameter to control the overall load on the radio, and

RPk
is the rank of the decoding matrix corresponding to the kth-generation packets

Pk. That is, each generation contributes at least one random packet combination.

In addition, when w = 1, the latest generation g contributes random combinations

of at most its rank, the second latest generation g − 1 contributes up to half of

its rank, generation g − 2 a quarter, and so on. Once created, these packets are

broadcast in the neighborhood with the latest generation first and earliest generation

last. Apparently, the greater w is, the more packets are broadcast periodically, the

larger the communication overhead of the protocol is, and the higher the network
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throughput may be. Essentially, the purpose of such a weight allocation among

generations is to boost the late generations with sufficient initial presence in the

network for them to propagate through.

4.2 Experiments

We conducted experiments both on a set of 10 Apple iOS devices and in the ONE

simulator. These experiments were designed for the same scenario in part of the

Engineering Building on campus of Memorial University of Newfoundland. The 10

mobile users follow some prescribed paths in the building in a 30-minute iteration.

The users are divided into three groups of 3, 3, and 4 devices, respectively. Each

group has a “base” in the building, as numbered in Figure 4.1. During the test, a

user from a group leaves his/her base, walks along the path, for example as depicted

in the figure, makes a stop at the other two bases for about a minute each, and

returns to the base. Subsequently, the next user in the group would repeat the

same routine. Users of different groups follow slightly different paths, especially in

opposite directions in certain segments, so that they can meet users of other groups en

route. These routines were intended to mimic both grouped and individual mobility

patterns in an academic setting, and were used both in real-device and simulated

tests.
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Figure 4.1: Path of a mobile user

4.2.1 Real-device

To have a heterogeneous network, we used a set of different iOS devices because there

is no interoperability between iOS and Android OS over Bluetooth with GameKit.

Their model, processor clock, Bluetooth version, and quantity are listed in Table 4.1.

We tested the network-coding-based broadcast against the other four forwarding-

based approaches, each in a separate iteration. During an iteration, a devices gener-
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Model SoC and CPU cores Bluetooth version Quantities

iPod touch 4 A4, 1@0.8GHz 2.1 1

iPhone 4 A4, 1@1.0GHz 2.1 1

iPad 2 A5, 2@1.0GHz 2.1 2

iPod touch 5 A5, 2@1.0GHz 4.0 2

iPad mini A5, 2@1.0GHz 4.0 3

iPad 4 A6X, 2@1.4GHz 4.0 1

Table 4.1: iOS devices used in experiments

ates a message every 90 seconds. The messages are randomly coded and sent every

15 seconds (Section 4.1) or selectively advertised as digests every 15 seconds (Sec-

tion 3.3). For the case of network coding, we set the generation size to 50 messages,

i.e. 5 messages per device per generation. To have about the same link layer data

load across these five different methods, we are particularly interested in the gen-

eration allocation weight w to 0.5. When w = 0.5, we were able to keep the data

sending rate at about 25kbps and receiving rate at about 50kbps across the board.

(Note that we are using a broadcast service from the API, so there is no conservation

of data flow.) Relevant parameters are summarized in Table 4.2. We recorded when

messages were decoded (for network coding) and received (for non network coding)

on each device. At the end of the test, these logs were uploaded to a server for

centralized synthesis and post-processing.
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Parameter Value

number of nodes in network n 10

total simulation time T 1,800 seconds

node mobility model walk along prescribed paths

message generate rate per device t every 90 seconds

message length s 4,000 bytes

number of digests advertised l 10 messages

size of network coding generation G 50 messages

interval of digest advertisement τ every 15 seconds

interval of coded packets broadcast τ every 15 seconds

generation allocation weight w 0.5, 1, 2

Table 4.2: Parameters of device tests

We are interested in how widely messages are disseminated in the network, mea-

sured in extent, which is somewhat similar to the packet delivery ratio in unicast.

After a message is generated, it is first stored at the originator, and as time goes

on, it reaches more and more nodes. We observe how many other nodes a particular

message has reached by the end of the 30-minute test. For a given message m, we

denote the set of nodes in the network that m has reached other than the message

originator itself by Om. Thus, the extent of message m is defined as |Om|, i.e. how

many other devices the message has reached in the end. Among our 10 devices, 200
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messages are injected in total, collectively denoted by M . As such, we plot a his-

togram of the extent over M for network coding with w = 0.5, 1, and 2, and for the

non-coding approaches in Figure 4.2. Note that w = 0.5 is the case when network

coding has comparable communication overhead as the non-coding approaches.
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Figure 4.2: Broadcast extent for real devices

In the figure, we can see that the non-coding approaches all end up with many

messages not being delivered to any other node, i.e. the case of extent 0, because of

the very sporadic connections among devices. Among these methods, when there is

more equal opportunities of messages being advertised, as with the cases of Random
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and Round robin, the extent is slightly better. The other two approaches, Oblivious

and Tiered, would favor newly injected messages but, unfortunately, they can be

relentless moving on with new messages and permanently leave certain old messages

behind if they miss the window. In stark contrast, the three network coding variants

are able to send nearly half of the messages to all 9 other devices. Although for

w = 2 the number of messages reaching all devices is slightly higher than when

w = 0.5 or 1, they are fairly comparable, showing that w = 0.5 being very effective

and efficient. Table 4.3 is a consolidation of the histogram into two cases, messages

reaching only the minority in the network (0-4 other devices) and those reaching the

majority (5-9 other devices). We can see that network coding was able to utilize

the transient links very well while the non-coding forwarding could hardly make any

progress. Note that for the messages generated near the end of the experiments, they

barely had any time to propagate afar, and all these approaches would have better

extent metrics if we gave them more time by allowing a “damping” period bat the

and of the test.

4.2.2 Simulated

Although The ONE supports an arbitrary data rate at the Link Layer for nodes

within a given range, our preliminary tests show that it could not closely simulate

the iOS Bluetooth radios as is. Apparently, we needed the ability to customize

other aspects of the link layer. Thus, we modified the simulator by adding two
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Method 1 ∼ 4 5 ∼ 9

Network coding (w = 2) 45.0% 55.0%

Network coding (w = 1) 31.5% 68.5%

Network coding (w = 0.5) 34.5% 65.5%

Oblivious 96.0% 4.0%

Tiered 100.0% 0.0%

Random 100.0% 0.0%

Round robin 100.0% 0.0%

Table 4.3: Number of messages reaching 1-4 and 5-9 devices

parameters to control its behavior. First, we added a connection delay d for the

time that it takes the GameKit to negotiate and connect two devices when they

come in range. Second, we also gave a link a failure probability p to accommodate

the fact that some transmission may fail when the radio is busy. (Note that these

changes are by no means to catch how exactly the Bluetooth radios negotiate among

each other, how they create and maintain synchronous or asynchronous links, or how

they resolve collisions and provide reliability as it would in ns-2. They are simply

to parameterize their synthesized effects on the higher layers.) We then simulated

a 10-node network, where all nodes are identical hardware-wise and the data rate

was 2Mbps for Bluetooth EDR. After testing various combinations of d and p and

measuring the message deliver extent, we found that when we gave d a uniform
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value between 0 and 10 in the experiment and set p = 50%, the ONE has a very

close behavior as using actual iOS devices. Due to limit of space, we only report

results for these particular values in Figure 4.3. Furthermore, we consolidated the

data the same way as with real devices and summarize it in Table 4.4. We can see

that the simulator yields very similar relative performance between network-coding

and non-coding based approaches in this case.
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Figure 4.3: Broadcast extent in simulation

We started out with a goal of experimental studies of DTNs of medium-to-large

sizes to assess their performance with and with out using network coding. Due
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Method 1 ∼ 4 5 ∼ 9

Network coding (w = 2) 40.5% 59.5%

Network coding (w = 1) 29.0% 71.0%

Network coding (w = 0.5) 29.5% 70.5%

Oblivious 54.0% 46.0%

Tiered 62.0% 38.0%

Random 54.0% 46.0%

Round robin 43.0% 57.0%

Table 4.4: Number of messages reaching 1-4 and 5-9 nodes in simulation

to the prohibitive cost of using real devices, both in terms of monetary and time

senses, the process of directly working with mobile devices can be very laborious

and error-prone. We then decided to find out how a simulator widely-used in DTN

research, the ONE, would mimic real devices by a side-by-side comparison between

the exactly same, real and simulated, scenario of 10 devices. The performance gain

of network coding over conventional data forwarding was evident through real-device

experiments. More importantly, we found that, after enhancing the link layer with a

few necessary parameters to simulate the iOS GameKit, tests using the ONE would

produce very similar performance to using the Apple iOS devices. We now have more

confidence that the ONE would yield more reliable results in larger networks after

the enhancement.
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Chapter 5

Enhancement with Handshake

In Chapter 4, we found that random network coding very powerful in message de-

livery in a DTN compared to the four traditional message prioritization approaches.

On the other hand, we wonder if such a completely random method can be improved

in anyway. In this chapter, we describe a three-way handshake mechanism that can

increase the efficiency of network coding by giving nodes more situational awareness.

We are able to show that such a design allows messages to propagate further with

comparable or less overhead using the ONE.

5.1 Challenges

In the thee-way handshake operation, when two nodes come into range of each other,

the first exchange their knowledge of coded messages, and then decide if and how
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to transfer coded packets from one node to the other. In order to do this, we must

address the following challenges.

1. As an extra control overhead, the handshake packets must be informative and

compact. What information should be included in such control packets?

2. When multiple nodes are within range of each other, preceding handshakes

should benefit all nodes in range so that they may not need to repeat some of the

information already broadcast. Furthermore, any data packet containing coded

messages can potentially eliminate the need of other nodes sending redundant

information subsequently. As such, an orderly way for nodes to coordinate the

handshaking process is crucial to the design.

3. After exchanging the control packets, if a node decides to go forth and broad

cast a data packet, which messages of which generations should be included in

order to yield the best performance?

In the next section, we attempt to describe our three way handshake to resolve these

challenges.

5.2 Design

The design of the handshake is centered around a crucial data structure that each

node maintains. Nodes exchange such a data structure and extract useful information
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through the handshake. The handshake has three types of packets as in Chapter 3,

iHave, iRequest, and iSend. Nodes periodically broadcast iHave packets, and any

node within range would reply with an iRequest. The node that sent the iHave

replies with an iSend packet, containing coded messages of various generations.

5.2.1 Knowledge base

Besides a decoding matrix for each generation 2.3, each node, v, maintains a knowl-

edge base when hearing from other nodes. It is essentially a table keyed on the

generation ID, denoted by T. It has the following attributes for each row.

1. Generation ID — the unique identity for identifying a generation of messages

in the network, denoted by g.

2. Rank — the rank of the decoding matrix of the corresponding generation,

denoted by rg.

3. Full-rank nodes — a list of nodes whose decoding matrix for generation g

has full rank according to the latest knowledge of v including node v itself,

denoted by V F
g . The purpose of this field is to decide if a neighbor can benefit

from a coded message any more.

4. Reached nodes — a list of nodes who have received any coded messages of

this generation including node v itself, denoted by V R
g . This field indicates the

presence of a generation within the proximity of v.
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5. Penetration rate — a fraction of how many nodes are full-rank for this gener-

ation to the best v’s knowledge. It is defined as
|V F

g |
|V R

g |
.

5.2.2 Handshake procedure

Assume that node u’s timer triggers at a specific point of time. It broadcasts an

iHave, which is received by node v and other nodes.

1. The iHave carries the knowledge base of u, denoted T(u). We also use |T(u)|

to denote the number of entries in the table, i.e. the number of generations

messages that node u is aware of.

2. After receiving the iHave, node v first updates its knowledge base. Specifically,

assume that for a given generation g, if the list of full-rank nodes from u is

V F
g (u), node v updates its own with V F

g (u) ∪ V F
g (v). Similarly, v updates its

list of reached nodes with V R
g (u) ∪ V R

g (v)

3. Next, node v prepares its iRequest packet by extracting a subset of the rows

in T(u). This subset has two parts. First, it has all generations contained in

T(u) but not T(v). Second, for each of the remaining generation g in T(u), we

calculate the difference rg(u)− rg(v). (If node v is not aware of generation g,

we let rg(v) = 0.) This second part of the subset is sorted by the difference

above, from high to low. The iRequest packet constructed as such signifies

which generations from node u would benefit the growth of node v’s decoding
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matrix of the different generations more as a priority list. We denoted it by

T
′(v).

4. Because multiple nodes can be within range of node u, as with node v, and

would send an iRequest, we want to give nodes that request more generations

of messages a higher priority. This is achieved by enforcing a waiting time

before the transmission of iRequest. Specifically, we make node v wait for

β ×
(

1− |T′(v)|
|T(u)|

)

seconds, where β is a control parameter in the experiments.

As a result, if node v requests everything, it waits for no time, while if it

requests just a few generations, it would wait for nearly β seconds. Thus, we

give nodes with “different levels of needs” different priorities. (Note that we are

not dealing with possible collisions caused by the Hidden Terminal Problem [26]

because the link layer may well have taken that into consideration.)

5. When any node w, which may or may not be node u, receives an iRequest

T
′(v) intended to u, it first updates its own knowledge base as in Step 2. Next,

it responds according to the following cases.

• If w 6= u and does not have a pending iRequest packet for u, it exits the

handshake.

• If w 6= u and has its own pending iRequest packet for u, it removes

generations in T
′(w) that are requested in T

′(v), and continues to wait

for the time to transmit its own iRequest as long as T′(w) is not empty.
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(While it waits, it may receive additional iRequest packets.)

• if w = u, it goes to the next step to transmit an iSend packet.

6. For node u to prepare the iSend packet, it needs to determine 1) which gen-

erations of coded messages should be included, 2) in what order, and 3) how

many messages in a generation. The first two questions can be answered by

the composition of the iRequest just received. Assume that the request T
′

carries message generations {g1, g2, . . . , g|T′|}. Because this is an ordered set

to indicate the “importance” of generations being requested, the iSend will

include these generations in the exact same order. For the third question, our

ideas are to let generations with rapidly changing penetration rate
|V F

g |
|V R

g |
include

more coded packets. Specifically, for generation gk (k = 1, 2, 3, . . . , |T′|), the

number messages to include is

pgk =











rgk if change of
|V F

gk
|

|V R
gk
|
is 0

rgk +
G
n
×

(
∣

∣V R
gk

∣

∣−
∣

∣V F
gk

∣

∣

)

otherwise,

where G is the number of messages in a generation and n is the number of

nodes in the network as defined in Table 5.1.

Node u then proceeds to transmit the iSend packet prepared as such.

7. Any node receiving the iSend packet should process it, extract the coded mes-

sages, and insert them into the decoding matrices of the corresponding gen-

erations to utilize the broadcasting nature of wireless channels as much as

possible.
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5.3 Experiments

To evaluate the performance improvement using handshake, we used the ONE to

compare it with three variants of the network coding in the same map-based scenario

as in Chapter 4). Moreover, in order to make the experiment results contrastive, we

set the period of generating a message from 90 seconds in the previous experiments

to 30 seconds in this experiment, so as to simulate a large number of messages in the

network. Other parameters are detailed in Table 5.1.

Parameter Value

number of nodes in network n 10

total simulation time T 1,800 seconds

node mobility model walk along prescribed paths

message generate rate per device t every 30 seconds

message length s 4,000 bytes

number of digests advertised l 10 messages

size of network coding generation G 50 messages

interval of digest advertisement τ every 15 seconds

interval of coded packets broadcast τw every 15 seconds

interval of iHave broadcast τhs every 100 seconds

generation allocation weight w 0.5, 1, 2

Table 5.1: Parameters of simulation
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Figure 5.1: Message delivery extent

First, we plot the number of devices that messages reach at the end of the simu-

lation in Figure 5.1. The same data are also summarized in Table 5.2. We observe

that the handshake mechanism is able to boost message dissemination so that many

more can reach at least 5 other nodes in the network compared to without using

handshake.

To see how much communication overhead (i.e. control and data) these different

methods incur, we summarize the number of bytes sent and received in Table 5.3.

(Note that the network may send many more bytes than receiving because once an
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Methods 1 ∼ 4 5 ∼ 9

Network coding (w = 0.5) 100% 0%

Network coding (w = 1) 100% 0%

Network coding (w = 2) 94% 6%

Network coding with handshake 85% 15%

Table 5.2: Number of messages reaching 1-4 and 5-9 devices

iSend is prepared, it will be transmitted regardless whether any other is in range

or not. The simulator could be further optimized by aborting the handshake in this

case but this is beyond the goal of this thesis.)

Methods sent received

Network coding (w = 0.5) 3,750,392 1,995,939

Network coding (w = 1) 5,448,862 2,594,400

Network coding (w = 2) 9,371,103 4,365,113

Network coding with handshake 8,994,722 5,737,374

Table 5.3: Overhead

In this chapter, we are able to show that, by introducing handshaking to guide

network-coding based message passing, messages can be further propagated in the

network at no extra communication overhead. We do not believe that the way we
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implemented the handshaking is the only option, so we expect that the performance

can be improved even more by fine-tuning it for the future.
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Chapter 6

Conclusion and Future Research

6.1 Concluding remarks

This thesis was motivated by the need to communication in extreme networking con-

ditions of DTN, where an end-to-end path connecting two nodes rarely exists in the

network but nodes are highly mobile. We started with modifying the ONE simu-

lator to truly support epidemic routing with a 3-way handshake. We implemented

4 variants of message prioritization to study how they affect the rate messages are

disseminated in the network. The general observation was that favoring recently

generated messages would boost their initial presence in the network for them to

have equal opportunities to reach the destination as older messages.

We implemented network coding in the ONE simulator and on real iOS devices

to study 1) how network coding improves the network performance of DTN, and 2)
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in what conditions the simulator would produce matching results as real devices. We

found that with proper modifications, the simulator can be a trustworthy tool to

produce satisfactory simulation results, with and without network coding, in certain

conditions.

We further revised epidemic routing using network coding by transmitting more

targeted coded messages than being completely random. This is inspired by the

3-way handshake from epidemic routing. To do this, nodes convey summaries of

their decoding matrices to their neighbors in order to compose packets of coded mes-

sages that can better serve the neighborhood. We were able to show with computer

simulation that network coding can indeed be further enhanced with such a guidance.

6.2 Future research

The research reported in this thesis can be extended in a few very interesting ways.

Some of these are related to the proposed methods while others are able the ONE

simulator itself.

• In network coding with handshake (Chapter 5), an iSend packet usually con-

tains a large number of rows. The current implementation in ONE is to use

a queue to accommodate all such iSend packets as soon as they are prepared.

Once in this queue, they will be sent by the antenna event if the requester has

left the transmission range. It would be more efficient if a node can detect

the departure or arrival of another with the help of the Link Layer so that
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transmission of an iSend packet can be aborted. In a future extension, this

can be achieved by maintaining the iSend packets in a queue that is managed

by our user space code. With an intelligent dropping and reordering capability,

such a queue management can potentially increase the network performance

significantly.

• The generation size G is an effective parameter to control network coding. If

the number of nodes in the network is known a priori, setting this parameter

to a fixed value may serve this purpose. However, a more flexible and scalable

approach would be to obtain a good value of it as the network operates and

to allow it to adjust to the network conditions dynamically. This issue was

studied in the simulated tests of Widmer and Le Boudec [14], and we intend

to further investigate it using real devices. This would turn out to be much

harder problem if the number of nodes in the network is unknown. A node

must find a way to determine the index of each message of a generation using

local information.

• Throughout the thesis, we assumed that each node has a message for all other

nodes in the network. Therefore, we resorted to epidemic routing, with our

without network coding and handshaking. It would interesting to test how to

network coding may help if a message only needs to get to a single destination.

How would the number of coded copies of a message affect the performance.
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• One of the central issues of message passing in a DTN is the performance-

resource trade-off. Whether it is 1-to-all or 1-to-1 communication, it may be

helpful to incorporate a mechanism to stop propagating a certain message and

clear it out of the network.

• When we work on 1-to-1 communication, a crucial issue is striking the balance

between efficacy and cost by controlling the number of copies of the same

message in the network.

• We used the Apple iOS mobiles for real-device tests. It would be interesting to

see how much our observation from these devices can be consistent with other

mobile platforms, such as the Android OS.

• The original ONE simulator has a simple Link Layer model of a fixed circular

transmission range. In our experiments, we enhanced it by introducing a packet

error rate for better mimicking the real world. It would be useful to include

an 802.11 MAC model and possibly a PHY propagation model for even more

realistic simulation.
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