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Abstract

With the of multimedia and ia, video sequence segmentation is
becoming more and more important. This thesis prasents a new paradigm in the field of video
sequence segmentation research. This new approach employs a limited number of landmarks to
represent image features and segments video sequences into distinct moving objects according to
the relation between different kinds of motion. The strength of this approach lics in the fact that
the motion computations are performed only on the landmarks. By adjusting the number and
positions of the landmarks, the scheme controls the motion estimation and motion segmentation
procedure.

To serve distinct purposes, the scheme uses three different approaches to produce
landmarks: the manual mode, the tiling mode, and the automatic mode. For these three modes. the
selection of motion esti lustering, and motion ion are applied on
standard video sequences. Two new methods for identifying landmarks automatically have been
developed and are presented. These methods are compared with typical feature point detectors
over different kinds of image pictures, showing that the new methods are more efficient than
previous methods. One novel aspect of the scheme is the coupling of automatic landmark
identification with motion estimation, producing very accurate motion estimation.

an_application, bubble tracking for multiphase fluid flow is presented and
demonstrated. To validate the scheme, a motion analysis platform has been developed to
implement the overall scheme. This platform, with comprehensive functions for motion analysis
and image processing, makes a practical contribution to video analysis.
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CHAPTER 1

INTRODUCTION

1.1 Background

Motion analysis involves motion estimation and motion recognition. Motion analysis has many
applications including video coding (MPEG), image understanding (depth and structure from
motion), obstacle avoidance, object tracking and surveillance. video annotation and indexing and
composing. The motion analysis of this thesis includes motion estimation and motion

segmentation [1], [16], [7].

This thesis developed from a research program in Multiphase Flow. which is seeking new
insights from image processing and computer vision to enrich the understanding of multiphase
fluid dynamics. To serve this research, I built a basic modular platform for the processing and
computation of multiphase flow images, and I have produced bubble-tracking sequences. The
image processing of multiphase flow, therefore, becomes a primary application of my research.
From the point of view of computer vision, there is significant interest in other motion analysis
and applications. T have thus developed a compact motion analysis platform to serve many

purposes.

A practical ivation for the of motion i i is the eventual

to object-based video. Object-based video is one goal that multimedia
communications has been pursuing so far [30]. The primary advantages of object-based video
arise from several sources. First, the statistics of an object will be more uniform than of blocks in
an arbitrary grid dividing the image picture. Second, video objects can be coded by different
techniques and updated at different rates. In addition, given a priori knowledge, a system can
choose to degrade objects differentially in response to limited channel resources. Motion

Fe be Motion Estimation and Motion i 1
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segmentation is still in the research stage and has not become standard. I would like to contribute
in this field. Feat: based motion estimation and motion ion is presented as such a

contribution.

1.2 Approach

There are several novel aspects to the approach presented here. Motion segmentation methods
typically compute on every pixel within an image picture. To be efficient. the motion
segmentation methods need to tolerate all kinds of noise and boundary points, and therefore
incorporate complex computations and require a high degree of robustness. The first novel point
in the approach is that, distinguished from typical motion segmentation methods, the scheme
employs a limited number of landmarks to represent image features and the video sequence is
then segmented according to the relation between the motions of the landmarks. The advantage of
the approach is that since the motion computations are performed only on the landmarks, through
the adjustments of the number and positions of landmarks, the motion estimation and motion
segmentation procedure can be controlled. This kind of control offers valuable flexibility to

motion segmentation. Further, robustness is naturally obtained from this scheme.

One of the primary goals is to implement automatic landmark identification and motion
segmentation. The second novel point for the strategy is to couple identifying landmarks
automatically with motion estimation through the matching strategy, which leads to the accurate

motion estimation of the landmarks and therefore provides reliable input to motion segmentation.

The third novel point of the approach is that two efficient methods have been invented for
identifying landmarks automatically. The power of the methods is that they are very efficient and

flexible enough for many types of pictures.

The fourth novel point in the scheme is the use of a manual approach. This approach introduces
subjective judgments and actions, which help to implement motion segmentation for non-rigid

objects and further correct errors resulting from motion estimation.
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In a video sequence, what we try to segment out could be a real object, part of an object, or the
background. Segmented objects are further classified into rigid objects and non-rigid objects.
Since rigid objects do not change their shape, their motion is gradual and continuous.
C motion i i are able to capture this kind of rigid motion

accurately, which provides reliable input data to the motion segmentation.

Non-rigid moving objects, on the other hand, vary in size and texture, which makes them difficult
to recognize and track. The result from the motion estimation therefore cannot be guaranteed to
be correct. Accurate motion estimation of highly non-rigid objects remains elusive. My original
research, however, has to cope with this problem. Specifically, the original rescarch deals with
bubbles. slugs and chums from multi-phase fluid flow. To implement the computations on these
fluid non-rigid objects, I choose a manual method to obtain the appropriate solutions. To achieve
efficiency, the manual strategy is implemented in an easy and quick method. The motion analysis
scheme on multiphase fluid flow has performed computations on fluid objects and provided data

for the multiphase fluid research.

How to Implement Motion Segmentation on a Video Sequence
Motion analysis on a multiphase fluid is 2 special case of the motion analysis of non-rigid objects.
Other research is carried out on standard test video sequences. What we normally deal with in a
video sequence are rigid objects or non-rigid objects with gradual and continuous changes (if
any). Conventional techniques can be used for this case. The results from the motion estimation

explain the data of video images with a certain degree of confidence. This kind of motion

allows for motion

Motion segmentation separates the image data into distinct objects according to the relation
between different kinds of motion. So far, no optimized motion estimation can recover the motion
perfectly. Not all the estimated motions are completely correct, which poses a question: how can
I set up a correct and reasonable segmentation? There are two points arising from this
question:

1. Motion segmentation should correctly segment the data into distinct objects based on

the estimated motion;
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2. Motion segmentation should recognize and correct the errors resulting from the

motion estimation.

The first point requires an iate method to correct The second

point requires the motion segmentation to be robust. Errors happen at the motion boundaries and
noise points. In the scheme developed here, these points are segmented out to prevent them from
contaminating the regular data. The scheme uses a limited number of landmarks to represent
image features and performs segmentation between different kinds of motion. This kind of
correctness is partly judged by human control, which is employed in the manual segmentation.

Manual segmentation serves two purposes: to implement motion segmentation for non-rigid
objects and to behave as a benchmark to judge the results from the automatic motion
segmentation. My primary work focuses on the automatic motion segmentation, which has

broader applications.

The scheme of motion estimation and motion segmentation is outlined in figure 1.1.
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Figure 1.1 The scheme diagram of motion estimation and motion segmentation
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1.3 Thesis Overview

The remainder of this thesis is organized as follows:

Chapter 2 reviews conventional techniques for motion estimation and introduces their
constraints. This chapter also reviews classification methods in pattern recognition and selects
the method for motion segmentation. The strategy for motion estimation and motion

segmentation is presented.

Chapter 3 describes the of the motion esti and motion ion. I develop

2 motion analysis platform, which is presented in this chapter. This chapter explains the primary

theory in motion analysis and outlines the main stages.

Chapter 4 describes in detail the for identifyi Four
primary methods of identifying landmarks are compared and the most efficient method is

selected.
In Chapter 5, experimental results on finding landmarks are presented and explained.

Chapter 6 describes in detail the clustering of landmarks. Clustering is performed on the manual
method and the automatic method. For each primary method of identifying landmarks, motion
estimation is employed to produce the motion vectors; then clustering is performed. The clusters

resulting from the four automatic detectors are compared and explained.

In Chapter 7 video sequences are segmented into distinct moving objects. From the four
clustering results from the previous chapter, the most satisfying result is selected. Then, according
to this result, the segmentation of the video sequence is implemented. In this chapter, one primary

application of the motion estimation and motion to i fluid flow is also

presented.

In Chapter 8, the contributions of the thesis are reviewed, and ideas for future work are

presented.




CHAPTER 2

MOTION ESTIMATION AND
CLASSIFICATION

2.1 Motion Constraints

AAll methods for motion estimation have to make i about t: The i 1

adopt here are as follows.
Data Conservation

It is assumed that the intensity or gray level of a point in an object remains unchanged between

two ive video frames. C i for motion are based on this

primary assumption. This assumption is used more widely than the other two assumptions.

Structure Constraint

This assumption is that the intensity distribution within a small enough patch of the scene

changes only gradually.

Temporal Constraint

It is assumed that within a short enough duration, the acceleration of scenes remains constant.

This assumption follows fundamental kinetic theory.

Fe based Motion Estimation and Motion i 6




MOTION ESTIMATION AND CLASSIFICATION

These three are i but they can be violated at the motion

boundaries and structural boundaries. Where violation occurs, the results from motion esimation
are not reliable. In my research, the violated part is segmented out as outliers from the normal

data. Outliers represent noise and all kinds of boundary points.

2.2 Motion Estimation

Conventional techniques [4], (18] for motion estimation fall into four types: one is the gradient-
based approach, which has been exploited by many researchers. A second approach is correlation.
Feature extraction and matching is another avenue to recover the flow field. The last approach

uses spatio-temporal filtering to measure motion vectors [11].

The gradient-based approach is more widely used in research than other three. and the correlation
approach is more widely used in applications [4], [18], [11], [25]. I therefore concentrate on these

two alternatives.

Gradient-based Approach
Gradient-based optical flow by Homn and Schunck [4], (18] assume the

data conservation that the gray level of a pixel remains constant over a video sequence, as

described in equation 2.1,

I(x, ,0) = I(x+ 8¢, y + 3,1 +6),
= I(x+udl,y+ vl t+3) @1
where /{x,y,t) represents the intensity at a pixel (x, ) at time £; [u vJ” is the horizontal and vertical
velocities; & is small. This equation states that the intensity value at a pixel (¥, ) remains

unchanged in a later image at a location offset by the optical flow.
Taking the first order Taylor serics expansion of the equation 2.1 yields

I(x,y.0) = I(x, p,t)+ Tudt + [ vét + 1,6t + & 22)
where I, I, and 7, are the first derivatives of the intensity function /(') with respect to x, y, and £,

and & embodies the higher-order terms. Dividing by & gives
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Tu+I v+l =VI-[u v[ +1, 23)
The error function is thus formed as equation 2.4
E,=(1,-uvt,-ver) 2.4

Minimizing the error function yields the motion vector [4],

5 -
0 It 11, 11,
(Zr T (E -
v) \Zon X 21,
This gradient-based optical flow approach tends to give a good estimate of the true motion of
images but there are problems with this approach. First, since a smoothness assumption is implied
in optical flow, the approach cannot estimate sudden motion, occlusion or dis-occlusion for

example. Second, since the problem is under-constrained, there is no guarantee of a unique

solution. Third, this type of optical flow calculation cannot estimate large motions.

Model-based Motion Estimation
Further development of the gradient approach leads to model-based motion estimation. Allowing

for the affine model,

u=a,+a(x-x.)+a,(y-y)
> (2.6)
v=a,+a,(c-x)+a(r-y.)

The motion model is described by six parameters g, @/. @, as, as, as, where (x..y,) represents the
coordinate of some region center. The parameters are derived by using a LSE method to solve

equations (2.3) and (2.6).

An affine motion model is more general than a translational model, and therefore is much closer
to real motion. This affine model represents rotation, zooming, shears, and all kinds of linear

combinations of these movements.
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Another more accurate model is the eight-parameter projective model. which reflects perspective
motion. These motion models can be further implemented in a multi-resolution scheme for the

purpose of optimization.

Block Matching
The correlation method is normally implemented as block matching. This method searches for the
correlation of a block between two frames. The theory of block matching is in four steps: firstly,
two frames are selected, which are close enough in time; secondly, both frames are divided into
uniform blocks; thirdly, for each block within a frame (the reference frame), 2 matching block is
searched for in another frame; fourthly, the distance in between the two blocks is denoted as the

motion vector. The correlation equation is formulated as,

b b
E, o) =Min( Y3 U, Gev by + D=L (x, +63, + 1)) ) @7
==
Where /() tepresents intensity function; (x, y) represents the center coordinate of the block to be
matched; (i, yJ represents the coordinate of a point within the searching area. The searching area

is represented by s; & is the block size. In the scheme, the size of s is chosenas 16 and b is 5.

Block matching gives straightforward computations on the motion at each pixel, and the motion
of a pixel will be obtained immediately. But there are two limitations. Only translation is assumed
at each pixel in block matching, which is not true for real motion. Another disadvantage is that
block matching does not assume any coherence between blocks, which results in some blocks

belonging to the same object having inconsistent motion.

An example of motion estimation using block matching is shown in figure 2.1. For each block in
figure 2.1(a), block matching searches for the block in figure 2.1(b) that meets equation (2.7). The

needles in the second frame represent the motion vectors of the blocks.
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®)

Figure 2.1 An example of motion estimation using block matching
(a) framen  (b) frame n+1

For these two frames in figure 2.1, the motion can be observed on the tree, which is the moving
object.
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My Solution for Motion Estimation

In this thesis, block matching is used for motion estimation. The reason comes from the emphasis
on landmarks. First, one of my automatic schemes for landmark identification usesa block match
search in the current frame. It is natural to use the same strategy in motion estimation. This novel
design results in accurate motion estimation of landmarks. Second, since motion computation is.
performed only on separate landmarks, the limitations on block matching do not impair the
scheme. Third, optical flow is not the best solution because of its smoothness constraint, which
assumes computation over the whole frame, whereas here motion computation is performed only

on a limited number of landmarks.

2.3 Classification

Having estimated the motion of landmarks, my scheme then classifies them on the basis of
similarity of motion. T therefore now survey the techniques of supervised and unsupervised
pattern classification. This section serves as an overview of principal approaches. For further

reading, one is encouraged to refer to relevant textbooks and references [10], [27].

2.3.1 Supervised Methods

During supervised classification, some samples are labeled in advance and used to set up models.
These derived models are applied to more samples for the purpose of classification. Supervised
methods are classified as parametric or non-parametric. Among typical methods for parameter
estimation, statistical parameter estimators are the most efficient. Two primary statistical methods
are used to estimate parameters: the maximum likelihood (ML) estimator and the maximum @
posteriori (MAP) estimator [10], [27]. The maximum likelihood estimator L(6) is expressed in

equation (2.8).

LO)=Prsyco (5o

xﬂ:5)=1f[p,,_,,(x,»:€) 8

6 represents the model parameter to estimate and is derived by maximizing L(6).
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The maximum a posteriori (MAP) estimator is

Porg sy, @1 %0, %2

M(©)=p, (0)-[?[;’(_“; (x:16) (2.10)

The model parameter 6 is derived through maximizing equation (2.9), which is the same as

maximizing equation (2.10).

Non-parametric methods merge samples according to the distances in between them, and include

the nearest-neighbor, Parzen-window, and the linear Fisher discriminant methods [10], [27].

2.3.2 Unsupervised Methods

Unsupervised classification does not use the labeled training samples. Unsupervised methods
include parametric and non-parametric methods. Since sample data are normally parametrically
identifiable, the maximum likelihood estimator of equation (2.8) and the Bayesian estimator are
employed to estimate the parameters of models. The main non-parameter methods are K-means

and hierarchical clustering [10], [27].

2.3.3 My Solution for Classification

In my scheme, hierarchical clustering is chosen to merge data. The landmarks are locations with
associated motion vectors, but they are not pre-labeled and no other prior information about
motion is available. Furthermore the motion cannot be described parametrically. I therefore
choose hierarchical clustering for classification, which, as such, is an unsupervised non-
parametric method. Another typical non-parametric method, K-means, requires the prior
estimation of K, the number of classes, which in my work is usually unknown. The basic

algorithm of hierarchical clustering is as follows,

Initially, the number of clusters to be merged is set equal to the number of data to assign; the
minimum distance between clusters is found, then those clusters with the minimum distance are
merged into one new cluster; the number of the merged clusters is subtracted from the number of
clusters to obtain the current number of clusters. The procedure is repeated until some stopping

criterion (e.g. number of cluster or minimum distance) is true.

12
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Figure 2.2 illustrates the process.
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2.4 Motion Segmentation

Motion segmentation is still in the research stage and has not become standard. There are two
primary fashions to motion segmentation. The first fashion is to describe multiple models
simultaneously. Wang and Adelson [1] addressed the problem by computing 2D affine motion
models. Objects are then represented through different layers. Due to the smoothness assumption
in optical flow and the limitation of the specified clustering, the resultant layers cannot describe
some types of image data well. Darrell and Pentland [9] used a robust M-estimation and MDL
framework to estimate parameters for multiple motions. Black and Yacoob [28] applied robust

optical flow and the EM algorithm to their multiple motion estimation.

The second fashion is to segment out multiple motions by solving a dominant model at each
stage. Irani and Hsu [16] addressed the problem by computing moving objects over image
sequences. Black and Anandan [6] incorporated robust M-estimators in solving the dominant

‘motion estimation.

[ present fe based motion estimation and motion i I would like to make a

contribution in this field. Both styles of motion segmentation have been interlaced in my scheme.
The scheme not only segments moving objects simultaneously but also sets up objects one by

one.

In the scheme ped here, two are used for ion: triangle grouping and

nearest neighbor (NN). Since landmarks represent image features and are distributed across the
image, they are utilized to make a triangular segmentation of the image. The triangles are then
grouped according to the clusters of landmarks to obtain objects. The advantage of this is that the
scheme does not need to perform the computation of segmentation on each point. One immediate
benefit is the approach tolerates noise and odd points. The reason is that the points within a
triangle are plainly rendered and do not distract the segmentation. For the manual process,

triangle grouping is used for segmentation because the manual landmarks are easier to control.

Regions from grouped triangles contain moving objects. On the other hand, those segmented
regions often include parts of foreign regions. For objects to emerge from the foreign regions, the
nearest neighbor (NN) method is employed. I use NN in this way: for each point within an object




MOTION ESTIMATION AND CLASSIFICATION

region, a certain number of nearby landmarks are located; the point is assigned to the cluster in
which most of the landmarks are located. NN is mainly used in the automatic process for

trimming.

15



CHAPTER 3

FRAMEWORK

3.1 Methodology: Feature-based Motion Estimation and
Motion Segmentation

The entire scheme for motion estimation and motion ion is based on These

landmarks are not usual feature points, but those points which are suitable for mmatching. A
limited number of landmarks are selected to represent image features. It is these landwnark motion
that are calculated and analyzed. Different methods for finding landmark prodluce distinct

which serve distinctive purposes. My work studied three methods to produce.

landmarks: placing landmarks manually; generating landmarks from tiling the picture: and

identifying landmarks automatically.

Linvestigated four methods for automatic landmark identification: the Moravec method [25], the
SUSAN method [24], the sub-block matching method, and the variance-based approach (VBA).
Moravec is a conventional comer detector; SUSAN is very recent, and is also used Kor detecting
comers. Both these methods assume that comers make good landmarks. One goal of my scheme
is to seek for a kind of landmarks that are the best for matching. For this purpose, I investigated
two new methods for identifying landmarks: sub-block matching and VBA. All the fiour methods
are efficient for identifying feature points. In particular, sub-block matching and VBBA are more
efficient for the matching purpose than Moravec and SUSAN. The resultant landmarks will
undergo motion estimation and clustering. Motion segmentation utilizes the resulting clusters to
produce moving objects. From the segmentations of these four automatic methods.. the overall

performance can be compared.

Fe based Motion and Motion i 16
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Block matching is employed for motion estimation. Hierarchical clustering is used for classifying
landmarks. The entire scheme is divided into three processes: manual process, tiling process. and
automatic process. During an implementation, at a particular time, only one of these three

processes runs.

Image warping and the nearest-neighbor (NN) method are used for motion segmentation.
Warping is a common technique in the area of image processing, and for further reading, one is
encouraged to refer to [25]. Since the scheme has landmarks at hand, it is wise and efficient to
utilize image warping directly to obtain the moving regions. However, in the automatic process.
image warping introduces foreign regions for each moving object. NN is, therefore, used to

eliminate those invasions and obtain exact moving objects.

3.2 The Platform of Motion Estimation and Motion
Segmentation

To support experiments in my research and also to make it convenient for others to implement the
entire procedure, a platform has been developed for motion estimation and motion segmentation.
This platform implements many functions of motion analysis and image processing, including

motion imation and motion i Distinctive of landmarks and the

technique of image warping are included in the platform. The platform of motion estimation and

motion segmentation is shown in figure 3.1.
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Figure 3.1 The platform of motion estimation and motion segmentation

This platform consists of four primary sections: basic utility functions; landmark identification;
image warping; and sequence segmentation. The primary functions of these four sections are
described as follows:

Basic Utility Functions (Top of screen)

This section implements basic image processing functions, image loading, image saving, image
scaling and image clearing. It also provides functions for tiling images, landmark locating, motion
compensation and motion estimation of block matching, and the triangulation of consecutive
frames.

Landmark Identification (Panel on left of screen)

This section involves distinctive landmark generators, the Moravec corner detector, the sub-block
matching approach and VBA. This section also includes landmark loading, image picture loading,
variance calculation, and landmark selecting.

18
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Image Warping (Bottom left of screen)
The primary function of this section is image triangulation from landmarks and warping between

consecutive frames. This section also provides for image saving.

Video Sequence Segmentation (Bottom right of screen)

The primary functions of this section embrace the clustering of landmarks, the display of the
clustering state, the display of each resultant cluster, the results from motion segmentation, and
the display of moving objects. In addition, this section can trigger the display of a video

sequence, and the display of the clustering evaluation figure.

3.3 Envir ts for Progr

The user interface and all the algorithms of image and video processing are done by using the
software of Powersoft Power++ developed by Sybase™ company, and MCLGallery, which is
built by the PhD student Li-Te Cheng. Powersoft Power++ is a kind of RAD C++ tool for
building robust client/server, distri and Intemnet applications. MCLGallery

many basic functions of Power++ into a series of image-oriented components and modules, and
makes Powersoft Power++ more convenient for processing image and video. Except for the
melgallery.dil file necessary for the executable file, the release version of the executable file of

the entire motion analysis program is 1.4MB in size.

3.4 Manual Process

One of the purposes of the manual process is to obtain the motion segmentation for non-rigid
objects. Another purpose is to set up the standard of segmentation for evaluating automatic
segmentation. Landmarks are placed manually on the selected frames. Objects are either assumed
during the manual process or result from motion segmentation. Once unlabeled landmarks are
produced, they will undergo motion estimation and clustering. Further motion segmentation

yields moving objects.




FRAMEWORK.

3.5 Tiling Process

Tiling process is used to obtain a regular sampling. For two consecutive frames, the scheme tiles
one frame, and then performs motion estimation to obtain corresponding landmarks on another
frame. These landmarks produced through the tiling process will undergo motion estimation and

clustering. Moving objects are obtained from motion segmentation.

3.6 Automatic Process

‘The more advanced goal of the motion segmentation is to obtain automatic motion segmentation.
In the automatic process, landmarks are selected either with the maximum intensity variance
within the neighborhood or with the maximum dissimilarity within the neighborhood. Those
landmarks produced through the automatic process will undergo motion estimation and

clustering. Moving objects are yielded through warping frames according to the landmarks.

The overall framework of motion analysis is outlined in figure 3.2.
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CHAPTER 4

METHODOLOGY OF FINDING
LANDMARKS

The scheme begins with finding landmarks. Different finding landmark methods produce distinct

which serve distinctive purposes. Landmarks are produced in three processes:

the manual process, the tiling process, and the automatic process.

4.1 Manually Placing Landmarks

There are two purposes for manual process. One purpose is to deal with non-rigid objects. Since it
is very difficult to track non-rigid objects automatically, landmarks are placed manually. Another
purpose for the manual process is to serve as a standard for segmentation. An example of
manually placing landmarks is shown in figure 4.1. In this example, the pictures are two
consecutive frames of the Flower Garden sequence. Different color points represent distinct

clusters. There are two clusters on the pictures, which are represented by red and yellow.

‘The block matching approach can be used to enhance the accuracy of manually placed landmarks

by a small shift in position in one or other frame.
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Figure 4.1 An example of placing landmarks manually
(a) frame n (b) frame n+1

4.2 Landmarks from Tiling Picture

A regular pattern is formed through tiling a frame with samples at an even spacing. Landmarks
are produced through the tiled frame. An example of tiling pictures is shown in figure 4.2, where
the pictures are two consecutive frames from the Table Tennis sequence. Red points are from
tiling the picture; green points are the corresponding points resulting from motion estimation.
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Figure 4.2 An example of tiling frames
(a) framen (b) frame n+1
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4.3 Automatically Identifying Landmarks

The current goal is to identify landmarks automatically. These landmarks capture image features.
In the scheme, four primary methods are used to identify landmarks: the Moravec method [25],
the SUSAN method [24], the sub-block matching method, and the VBA method. For further

reading, one is encouraged to refer to [251, [24].

The Moravec method is a conventional comer detector. The SUSAN method is very recent and
also used for detecting comers. Moravec selects corners as those points with the biggest local
variance. This approach detects comers efficiently for many pictures. SUSAN generates corners
based on the proportion of neighbor points close to the center landmark. For these two methods,
corners are used as landmarks. To better serve the matching purpose, I have developed two new
methods: sub-block matching and VBA.

Sub-block Matching

The idea of sub-block matching is to find a point that does not match its neighbors very well. At
each point, sub-block matching finds the position with the second best matching value within a
certain neighborhood of the point. The best match is at the point itself. Then it selects landmarks
as those points with the biggest second best matching values. The correlation at pixel (x. y) is

formulated in equation (4.1)

E (xy)= Mm(i zh: (Uc+ivy+)—1I(x, +i,y, + j))lJ (4.1)

where /() is the image intensity; (x. y) represents the center coordinate of the block to be matched;
(%, yJ represents the coordinate of a point within the searching area; s represents the search area;
b represents the block size. In my scheme, the size of s is chosen as 16 and b is 5. The algorithm

of sub-block matching s as follows,

For each pixel, a block is fixed around it (5x5 is selected in the experiment); within a certain
search area around the pixel, the second best match block to the original is searched for. Since
the best matching is the original itself; it is ignored. Then record on the position of the pixel the

matching difference with the second best matching pixel. The second best match picture of the
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original image is thus generated. Landmarks are generated through taking the largest-valued

points from the second best match picture.

Variance-based Approach (VBA)
VBA combines two methods for identifying the round-neighbor approach and the 12-

variance approach.
The four-variance approach is that for each point, select the least variance among its four

orientations (as in figure 4.3) as the variance; then select feature points as those with the variance

greater than some threshold.

Figure 4.3 A demonstration of four orientations around a point.

The algorithm of the round-neighbor approach includes two principal steps, as follows,

Step 1: The four-variance approach above is employed to obtain the original landmarks

candidates: then the below step is followed to obtain the final landmarks.

Mini-variance number (MVN) refers to the number of variances (that are greater than a
threshold) within a neighborhood.

Step 2: for each landmark candidate ¢;
if there exist other candidates ( ag.—, am) within its r-pixel radius
for each pair c;and a; (m 2j 20)
if MVN of c;is greater than that of a;

remove a;
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else
if ci's MVN less than a;'s
remove c;
else

if ¢'s orientation equals a;'s

compare the responses pe and pq resulting from

equation (6)(below)
if peequals p,
remove both c; and a;
else
if pe less than p,
remove a;
else
remove c;
iflie)—1k)| < threshold

8
neigh(k) =
0 {o. otherwise

=Y neigh(k)
¥

5)

(6)

where () represents the image intensity; & neighbor point within the d-pixel radius around

candidate ¢;.

The resultant points are denoted as landmarks. The round-neighbor approach is able to reject

those points with the similar pattern to a remarkable degree, and therefore is suitable for

identifying landmarks. The 12-variance approach, on the other hand, is able to prevent edge

points from being selected as landmarks. Instead of the conventional four variances (figure 4.3),

this approach calculates twelve variances around a point. Two from twelve variance patterns are

shown in figure 4.3. The 12-variance approach takes the variance of three pixels along an arrow,

and then selects the least variance as the current variance. Since these twelve variance patterns

emulate edge situations efficiently, this approach eliminates most edge points among the

candidate points and captures feature points accurately.
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v

Figure 4.4 Two of twelve variance patterns

VBA combines round-neighbor and 12-variance by applying weights to these two approaches.
Weights can be adjusted from two ends: a small value and a large value: then move from two
ends to some value in between. If the small value is less than some threshold (1 is assumed in my
adjustment of weights), only round-neighbor is utilized. If the big value is greater than
2000(which is also assumed in the adjustment), only 12-variance is utilized; if the value is in
between. both methods play a role and their weights explain how important they are. Through
adjusting weights, VBA can be tailored to various types of pictures. Moreover, for the same
picture, by adjusting weights, multiple outputs with different numbers and positions of landmarks
can be obtained. So far, the automatic setting of the weights on a per-picture basis remains an

open question.
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CHAPTER 5

EXPERIMENTS ON IDENTIFYING
LANDMARKS AUTOMATICALLY

This chapter will show the experimental results from four main methods for identifying
landmarks automatically: the Moravec method, the SUSAN method, the sub-block matching

method, and VBA. The goal is to search for the best matching effect among the four methods

The tested pictures are selected from distinct but standard video sequences: Flower Garden.

Calendar, and Table Tennis.

5.1 Flower Garden

Figure 5.1 shows the experimental results from four methods: Moravec, SUSAN. VBA, and sub-
block matching. The number of landmarks is partly determined by the content of picture. For the
Flower Garden sequence, 200 landmarks are selected, because this is around the minimum
number of landmarks that can cover distinct regions of the picture appropriately. Except for the
SUSAN method, the landmarks resulting from the other three methods are distributed fairly

evenly and at the same time occupy the feature positions of images.
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EXPERIMENTS ON IDENTIFYING LANDMARKS AUTOMATICALLY

(C1]

Figure 5.1 Landmarks of Flower Garden from the four methods

a. landmarks from VBA b. Sub-block matching
¢. Moravec method d. SUSAN method
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5.2 Calendar

Figure 5.2 shows the experimental results from the four methods: VBA, sub-block matching,
Moravec, and SUSAN on the Calendar sequence. For each method, 200 landmarks have been
selected, which is again around the minimum number of landmarks to cover the distinct regions
appropriately. On the calendar, some points belong to a repeating pattern. These points are not
good landmarks because they match other nearby locations. It can be observed that only sub-
block matching and VBA reject points within repeating patterns, but Moravec and SUSAN

cannot.
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@

Figure 5.2 Landmarks of Calendar from the four methods

a. landmarks from VBA; b. sub-block matching
c. the Moravec approach; d. The SUSAN approach
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5.3 Table Tennis

Figure 5.3 shows the experimental results from the four methods, VBA, sub-block matching,
Moravec, and SUSAN on the Table Tennis sequence. VBA selects about 60 landmarks, and other
three select 80 landmarks. For each method, the number of landmarks is around the optimal
number for identifying important regions. It is observed that only sub-block matching rejects all
boundary points with a repeating pattern. Sub-block matching searches for those points that do

not have self-similarity.
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Figure 5.3 Landmarks of Table Tennis from the four methods

a. landmarks from VBA b. Sub-block matching
c. the Moravec method d. SUSAN method
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5.4 Comparison to Sub-block Matching

The algorithm of sub-block matching has been recounted in chapter 4. Block matching is a
conventional correlation method. The best protection against a block matching a wrong block is
to find an area of picture that does not have self-similarity, i.e., that does not repeat itself.
Matching a block against its neighborhood is a way of doing this. Sub-block matching searches
for a pixel that does not match its neighbors very well and generates the sub-block matching
picture which results from recording on the position of the searched pixel the matching difference
with the second best matching pixel. The second best match value can be calculated from
equation 5.1 at any point. Because of the outstanding performance of the second best matching, it
is used as a benchmark to compare with the other methods. At each point where a method places
a landmark, the second-best-match value is calculated. These are added together to get a total
sub-best match value for the particular set of landmarks. The comparison results are shown in

figure 5.4. The lower the curve is, the better the matching effect.

Sub-block matching evolves from the second best matching approach. However, sub-block
matching samples at even spacing; thus, it does not find all those points with the biggest second
best matching value and therefore works out differently from the second best matching. In figure
5.4, sub-block matching is at the bottom, representing the best matching effect; but it is still over
the axis. VBA is next to sub-block matching; Moravec and SUSAN are above them.

For Calendar, the numbers of landmarks for tested sets are 60, 100, 150, 200, and 250. For
Flower Garden, the numbers of landmarks for tested sets are 40, 60, and 80. For Table Tennis, the

numbers of landmarks for tested sets are 30, 40, 50, and 55.
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Table Tennis
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Figure 5.4 Comparison using sub-block matching as the benchmark

The labels on the graph represent the sum of corresponding sub-block matching values of all
chosen landmarks (that is, interests points in figure) for each method. Therefore, each curve is
supposed to rise monotonically; however, to highlight the difference between the four methods
and avoid big values, a downward scaling is applied at 200 and 250 of landmarks for Calendar,
which explains the fall-down of the curve at 200.

Since sub-block matching has the best matching effect, it falls below the other three curves as
expected. VBA is above the sub-block matching curve, but falls below the Moravec curve and
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the SUSAN curve. This indicates that the matching effect of VBA is better than Moravec and
SUSAN, which agrees with the visual judgements of the landmarks.
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CHAPTER 6

CLUSTERING OF MOTION
VECTORS

Clustering has been performed on three standard video sequences: Flower Garden, Table Tennis,
and Salesman. Hierarchical clustering is used in classification. Please refer to Chapter 2 where the
algorithm of hierarchical clustering was recounted. For each sequence, clustering is applicd to the
motion of landmarks obtained from the manual process, the tiling process, and the automatic
process. In each case, the actual motion of the landmark is estimated by block matching. Since
SUSAN cannot separate landmarks with enough space, it is precluded from the automatic

process.
6.1 Robustness in Clustering

Since not all motion vectors are correct due to the errors from the motion estimation, robustness
is needed against erroneous vectors. Outliers are defined for clustering as those points with
erroneous motion vectors. They should be separated to prevent them from contaminating the
clustering of landmarks. Outliers usually occur at motion boundaries and structural boundaries
where it is difficult to recover motion vectors correctly. Outliers thus reflect the conditions of
‘motion boundaries and structural boundaries and further help to improve the segmentation. This

character of outliers will be utilized in later motion segmentation.

The theory of detecting outliers is developed as follows,
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Since outliers are few in number, the ratio between them and the tofal points is used to
circumvent outliers. The ratio is controlled through a pre-assumed threshold (as in equation 6.1).
In my scheme, outliers are implemented as those points that meet the cquation 6.1. The
identification of outliers is inserted in the implementation of hierarchical clustering. This
implementation tries to capture those erroneous or non-classifiable points. Experiments will show

this capture of outliers is very efficient for many types of pictures.

Nowwer <, (6.1)

Nt
‘Where Nouiier and Nyge: stand for the numbers of outliers and the frame size; Ry stands for the

ratio threshold.

In the experiments of clustering, different colors represent distinct classes, and the black cross is

reserved for outliers.

6.2 Selection of Landmarks

A limited number of landmarks are selected for each sequence. For the automatic process, 200
landmarks are selected for Flower Garden, 180 landmarks for Salesman, and 180 for Table
Tennis. The ratio between landmarks and number of pals in the frame is described in table 6.1.

The number of landmarks is determined according to the image size and the content of the image

picture.
The number of The size of Ratio of landmark
landmarks Frame to the frame
Flower Garden 200 84480 0.002367424
Salesman 180 103680 0.001736111
Table Tennis 180 84480 0.002130682

Table 6.1 The ratio between landmarks and frame size
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6.3 Clustering of Flower Garden Sequence

Manual Process

The clustering has produced two classes, as shown in figure 6.1. The landmarks on the tree have

been grouped into one class, and those on the house and the meadow into another class as the
background. One point with erroneous motion vector has been separated as an outlier.

45



CLUSTERING OF MOTION VECTORS
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Figure 6.1 The clustering of manual landmarks for Flower Garden

(a) the current frame (b) the reference frame showing pairs of corresponding landmarks
(c) clustering on the landmarks

Tiling Process

Figure 6.2 shows the two classes obtained from the clustering of tiled landmarks. Those points at
‘motion boundaries or with erroneous motion vectors have been separated as outliers. Although
some points have not been clustered correctly, the overall clusters describe the moving objects
correctly. In figure 6.2 (b), pairs of i are by two colors, red
and green; and the difference in between a pair denotes the landmark’s motion.




CLUSTERING OF MOTION VECTORS

47



CLUSTERING OF MOTION VECTORS

©

Figure 6.2 The clustering of tiling landmarks for Flower Garden

(a) the current frame (b) the reference frame with pairs of corresponding landmarks
(c) the clustering

Automatic Process

For each ic method of identifyi (Moravec, VBA, and sub-block matching),
the clustering has produced two classes. These are shown in figures 6.3, 6.4, and 6.5.
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Moravec

Two clusters result; one is on the tree, representing the dominant motion; another is on the house
and meadow. Some pixels, whose motion cannot be recovered correctly, have been categorized as
outliers. Although some pixels on the end of the tree branches are clustered away from the tree,
the overall clusters can be observed to describe the moving objects correctly. In figure 6.3 (b),
pairs of di are d by two colors, red and green; and the difference
between a pair denotes the landmark motion.
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©

Figure 6.3 The clustering of Moravec landmarks for Flower Garden

(n)mecmmtﬁamewnhmehndmukschmn (b)n‘nemfﬂvncefmmewtﬂx
pairs of (c) the

Sub-block Matching

The points on the tree have been clustered into one moving object, representing the dominant
motion; the points on the house and the meadow have been clustered into another object. All the
points with erroneous motion vectors have been separated out as outliers. Although some points
are incorrectly classified, the overall clusters can be observed to describe the moving objects
correctly. In figure 6.4 (b), pairs of i are by two colors, red
and green; and the difference in between a pair denotes the landmark motion.
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©

Figure 6.4 The clustering of sub-block matching landmarks for Flower Garden
(a) the current frame with the Iandmarks (b) the reference frame with pairs of

rks (c) the clusteri
VBA
The overall clusters describe the moving objects correctly. In figure 6.5 (b), pairs of
are by two colors, red and green; and the difference in

between a pair denotes the landmark motion.
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Figure 6.5 The clustering of VBA landmarks for Flower Garden

(a) the current frame with the landmarks chosen (b) the reference frame with
pairs of i (c) the cl ing
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6.4 Clustering of Salesman

Manual Process

Landmarks on the arms have been clustered into two classes, which are shown in figure 6.6. Two

landmarks on the box, which has motions different from both background and the arms, cannot be
categorized as any cluster, and are segmented out as outliers.
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Figure 6.6 The clustering of manual landmarks for Salesman

(a) the current frame with the landmarks placed manually (b) the reference frame with
pairs of di (c) the cls i
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Tiling Process

The resulting landmarks from tiling are clustered as outliers that occur at motion boundaries or
embody erroneous motion vectors or noise. In tiling, the boundary between noise and moving
points is blurred, and it is difficult to tell which is which. Correct clustering does not result from

the tiling process.

Automatic Process

For the three automatic methods of identifying landmarks (Moravec. VBA. and sub-block
matching), two classes have been obtained from the clustering. Compared with the other three
methods, the landmarks from the SUSAN method cannot be evenly spaced and are ot suitable
for matching, and therefore the SUSAN performs poorest of automatic processes.

Moravec
Landmarks have been clustered into two classes. It can be observed that the classification is partly
correct. Clustering segments the unchanged scene out as the background, and recognizes the
consistent motion of one arm as another cluster. Non-classifiable points are segmented out as
outliers, and these represent more complex motions. In figure 6.7 (b), pairs of corresponding
landmarks are represented by two colors, red and green; the difference between a pair denotes the

landmark motion.
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Figure 6.7 The clustering of Moravec landmarks for Salesman

(a) the current frame with landmarks chosen (b) the reference frame with pairs of
corresponding landmarks (c) the clustering

Sub-block Matching

The clustering has generated one class and outliers. Outliers involve all moving points. The class
of landmarks comes from the background. In figure 6.8 (b), pairs of corresponding landmarks are
represented by two colors, red and green; the difference in between a pair denotes the landmark
motion.
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©
Figure 6.8 The clustering of Sub-block matching landmarks for Salesman
(a) the current frame with landmarks chosen (b) the reference frame with pairs of

(c) the

VBA

The clustering has generated outliers and two classes. The landmarks on the arms have been
uniformly grouped into outliers. In figure 6.9 (b), pairs of corresponding landmarks are
represented by two colors, red and green; the difference in between a pair denotes the landmark

motion.
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Figure 6.9 The clustering of VBA landmarks for Salesman
(a) the current frame with landmarks chosen (b) the reference frame with pairs of
Ao Tandh (©) the cl

6.5 Clustering of Table Tennis

Manual Process

Two classes have been obtained from the clustering of the landmarks, as shown in figure 6.10.
The landmarks on the ball have been grouped into one class, and the points on the arm and the bat
have been grouped into another class.
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Figure 6.10 The clustering of manual landmarks for Table Tennis
(a) the current frame with fandmarks placed manually (b) the reference frame with
pairs of corresponding landmarks (c) the clustering

Tiling Process

The resulting landmarks from tiling have been grouped into one class and outliers. Outliers
embody noise and scarce points with large motion. As in Salesman, noise and moving points
cannot be distinguished from each other in the tiling case. Correct clustering cannot be obtained
from tiling,
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Automatic Process

The clustering is performed on the landmarks from three automatic methods of identifying
landmarks. The three methods involve Moravec, VBA, and sub-block matching.

Moravec

Two classes have been obtained from the clustering. Noise points and the landmarks with motion
have been grouped into outliers. Those points on the table edge with same patterns have been
erroneously clustered into a cluster because their motion vectors are not correct. As a result, noise
and moving points cannot be distinguished from the clustering. The resultant clusters are not

correct.
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Sub-block Matching

Two classes have been obtained from the clustering. Outliers embody all the points on the ball
and some from the background and few from the arm. Actually, outliers form a class and can be
further utilized to obtain a moving region. Most of the landmarks on the arm have been clustered
into one class. Noise and many landmarks in the background have been grouped into another
class. The clustering from sub-block matching can be observed to be correct. In figure 6.11 (b),
pairs of i dmarks are rep d by two colors, red and green; the difference in
between a pair denotes the landmark motion.
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Figure 6.11 The clustering of sub-block matching landmarks for Table Tennis

(a) the current frame with landmarks chosen (b) the reference frame with pairs of
corresponding landmarks  (c) the clustering
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VBA

Two classes and outliers have been obtained from the clustering. Noise and the landmarks on the
ball have been grouped into outliers. The landmarks on the arm and part of the landmarks on the
background have been grouped into one class. Some of the landmarks on the background have
been grouped into another class. This classification is not satisfactory; however, it does outline
the trend of clustering. Outliers can be further utilized to separate the ball. The result is not as
good as sub-block matching, but s better than Moravec. In figure 6.12 (b), pairs of corresponding
landmarks are represented by two colors, red and green; the difference in between a pair denotes
the landmark motion.
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Figure 6.12 The clustering of VBA landmarks for Table Tennis
(a) the current frame with landmarks (b) the reference frame with pairs of
i (c) the cl i

6.6 Discussion

To summarize, among the three processes of manual, tiling, and automatic, it is the manual
process that garners the best clustering result because the manually placed landmarks are intended
feature points. The tiling process only works for Flower Garden, and fails for Salesman and Table
Tennis, which indicates that image-dependent feature points are needed. The automatic process
provides for this kind of need. Among the three results from the clustering for the three automatic
methods, Moravec works for Flower Garden and Salesman but fails for Table Tennis; whereas
'VBA and sub-blocking matching work for all three standard sequences. Furthermore, sub-block
matching offers better clustering than the other two. The main reason is that the landmarks from
sub-block matching are a kind of feature-outstanding points, around which there is no similar
point to compete as a match. Moreover, since this approach for identifying landmarks is coupled
with motion estimation through the matching strategy, the motion vectors of those points are
more reliable than average points. The clustering is then performed on the correct motion vectors
and the correct clusters result.
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On the other hand, Moravec employs angular information. As this type of identifying landmark
method does not have much coherence with the matching strategy, the resultant motion vectors
are only partly reliable. The ensuing clustering tries to capture this kind of difference. but it
cannot ensure success. To some degree, VBA is in between sub-block matching and Moravec
because it is usually successful, but is simple and fast. Whatever method is employed. once the
trend of clustering is identified, the clusters must be further refined to set up the accurate

segmentation.

Although outliers correspond to erroneous motion vectors, they tend to occur at motion

boundaries, and can therefore be used as a class in their own right to identify these boundaries.
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CHAPTER 7

EXPERIMENTS ON FINDING
MOVING OBJECTS

To obtain moving objects from the clustered motion on is The
tiling process is precluded from the segmentation because it cannot provide correct clusters. For

the manual process and the automatic process. i have been on

three standard video sequences: Flower Garden, Salesman and Table Tennis. Please refer to
Chapter 2 where the algorithms of motion segmentation were recounted. For the manual process.
triangle grouping is used to obtain moving objects. Both triangle grouping and nearest-neighbor
are used for the automatic process. Clusters from sub-block matching are utilized for the

automatic process.

7.1 Manual Process

7.1.1 Flower Garden Sequence

The segmentation of Flower Garden is shown in figure 7.1. The landmarks can be observed as
clustered correctly because they are chosen from distinct moving regions. According to the
clusters, this sequence has been segmented into two moving objects. Figure 7.1 (a) shows the
results from the clustering. Since the tree moves relative to the background, it is separated as an
independent moving object, shown in figure 7.1 (b), from the background (figure 7.1 (c)). Some
background is also combined into the tree object. The reason is that the tree object is obtained by
assigning and grouping triangles in the image according to the landmarks. One of the solutions to
this problem is to use motion plus other attributes to label each pixel within the segmentation.
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Figure 7.1 The manual motion segmentation of Flower Garden
(a) the clustering of the landmarks (b) the first moving object (c) the second moving object

7.1.2 Salesman Sequence

Since landmarks are chosen from distinct moving regions, these landmarks are clustered
correctly. According to the clusters, two moving objects have been obtained from the
segmentation, which are shown in figure 7.2.
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Figure 7.2 The manual motion segmentation of Salesman
(a) the clustering of the landmarks (b) the first moving object (c) the second moving object

7.1.3 Table Tennis Sequence

Two objects have been obtained from the segmentation of the sequence, which are shown in
figure 7.3. Since the landmarks are chosen from distinct moving regions, these landmarks are
clustered accurately and moving objects are produced correctly.
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Figure 7.3 The manual segmentation of Table Tennis

(a) the clustering of the landmarks (b) the first moving object
(c) the second moving object

7.2 Automatic Process

For the automatic process, sub-block matching is used to produce the landmarks. However, VBA
is also efficient for many types of pictures, as demonstrated in the clustering experiments. By
adjusting weights, VBA can provide distinctive sets of landmarks with different numbers and
positions of Therefore, as an ive, VBA remains its significance for the future.

Since sub-block matching offers stable and efficient segmentation, this approach is chosen for the

current motion segmentation.

7.2.1 Flower Garden Sequence
One moving object and the background have been segmented out from the sequence, as shown in
figure 7.4. The moving object of the tree represents the dominant motion.
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Figure 7.4 The segmentation of the Flower Garden sequence

(a) the clustering of landmarks ~ (b) moving object  (c) the background

7.2.2 Salesman Sequence
One moving object has been obtained from the segmentation, as shown in figure 7.6. The

remainder is segmented as the background.
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Figure 7.5 The segmentation of the Salesman sequence

(a) the clustering of landmarks ~ (b) moving object  (c) the background

7.2.3 Table Tennis Sequence
Two moving objects of the ball and the moving hand have been segmented out of the sequence,

and the has been as the as shown in figure 7.7. The resulting

segmentation is correct because it shows the fundamental shapes of different objects, and

therefore outlines the trend for further segmentation.
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Figure 7.6 The segmentation of the Table Tennis sequence

(a) moving object 1 (b) moving object2  (c) the background

7.3 Summary

For the manual process, all moving objects have been segmented out accurately. Those intended

landmarks are placed across moving objects and have accurate motion vectors.

In the automatic process, clustering performs best for the sub-block matching method. Since this
approach for identifying landmarks is coupled with motion estimation through the matching
strategy, the resulting motion vectors are more accurate than other landmark detectors. The best
clusters are selected as the input to the segmentation. Image pictures arc segmented around the
clusters. According to this strategy, for a moving region, accurate segmentation results provided
that the moving region embraces a large enough number of landmarks.
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7.4 Application to Multiphase Fluid Flow

Moving objects in multiphase fluid flow are bubbles, slugs, and chums. These objects are highly
non-rigid objects. To obtain data about a bubble, it is virtualized into a globe and landmarks are
placed manually on the frames. It is noted that the manual process for fluid flow is distinguished
from that for standard sequences. For fluid flow, there is no automatic clustering or motion
segmentation as for the standard sequences. Moving objects are determined in advance through
human control, and landmarks are placed according to distinct objects. Once the manual
landmarks are obtained, they are used to calculate the surface areas and the velocities of the
objects. Since bubbles are virtualized into globes, through calculating the surface area and the
volume of the globe, I obtain approximate data about bubble volumes. To calculate the velocities,
a bubble-tracking scheme has been developed. A display of the tracking scheme is shown in

figure 7.7.
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Figure 7.7 The display of bubble tracking

Computation of Flow Images

The segmentation of the flow sequence into three moving bubbles is shown in figure 7.8.
Landmarks are placed on those moving bubbles according to the predicted segmentation. The
computation of flow involves the calculations of the volume, the surface area, and the velocity of
moving bubbles. Although bubbles keep ing during the they can be

unchanged within a short enough duration. To approximate the volume, a bubble is virtualized as

a globe; corresponding points are placed manually around the maximum circumference of the
globe; the volume and surface area of the globe are approximated as those of the bubble. The
gravity center of the globe is represented by the mean of the corresponding points
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e e = %i(x, 1) (7.1)

where (x;, ;) denotes the coordinate of a boundary point.

Then the velocity

(.v,) (S‘A’f') 2

where the numerator (s,, s,/ denotes the difference in x-axis and y-axis directions between any

two positions of the center and the denominator At is the corresponding time.

Although this kind of approximate calculation involves error, since the gravity center resulting
from the averaging of corresponding points is used to calculate the speed, it is statistically robust
against noise errors and therefore the resultant speed is accurate. All the distance is calculated in
pixels. To transform image data into the physical distance, it is necessary to record the size ratio

between the video frame and the real scene during shooting of the video sequence.

(a)
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Figure 7.8 Manual segmentation of the flow sequence
(a) frame n (b) frame n+1 (c) object 1 (d) object2 () object 3

The average velocities for the three bubbles have been calculated in pixels/frame. They are
43113 pi; 4.5979 pi and 5.1029 pi The moving states those
velocities present have been verified to agree with results from the multiphase fluid dynamics

experiments. If the resulting velocities are converted into physical ones, they should match those
from the multiphase fluid experiments. The sizes of the bubbles vary with their horizontal
movements. The surface area to the horizontal distance for the bubbles is shown in figure 7.9.

In figure 7.9, for each bubble, the surface area varies with the horizontal movement. Although
accurate data on the size cannot be obtained, my approximate calculation provides the
comparison among the bubbles in terms of size against velocity. This kind of comparison
suggests that at these velocities, the bubbles are highly non-rigid objects, varying greatly in size
as they move.
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Figure 7.9 Comparison of surface area at different horizontal points
(a)bubble 1 (b) bubble2 (c) bubble 3

TS
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CHAPTER 8

CONCLUSIONS

8.1 Contributions

In this thesis, I have proposed, implemented, and demonstrated a new kind of motion analysis

platform for video sequence segmentation. This thesis has made five primary contributions:

L. This thesis has proposed, implemented and demonstrated a new scheme for motion estimation

and motion segmentation. The scheme employs a limited number of landmarks to represent image

features and performs motion segmentation. Distinguished from typical motion segmentation, the

scheme does not need to compute motion on each pixel. Motion computation is performed only

on landmarks. The strength of the approach lies in the fact that through the adjustment of the

number and positions of landmarks, the scheme controls the motion estimation and motion
procedure. Also, is naturally obtained through the scheme.

2. The scheme couples i i with motion estimation through the
matching strategy. This approach provides accurate motion estimation of the landmarks, which

prepares reliable inputs to motion segmentation.

3. Two efficient methods have been developed for identifying landmarks automatically in this
scheme: sub-block matching and VBA, which are more efficient than typical feature point

detectors. These methods are powerful enough and very flexible for many types of pictures.
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4. The scheme allows human control. Human or subjective control not only plays a key role in

the manual approach, but also serves as a standard for motion segmentation.

5. This thesis has made a practical exploration into applications. A platform has been developed
to serve comprehensive motion analysis. All types of landmark generators, motion estimation.
‘motion segmentation, and all kinds of controls and result displays are integrated in the platform.
The software is fast enough to be utilized in the applications. The power of the software lies in

the fact that with many kinds of switches and controls, the platform provides ample flexibility.

8.2 Future Work

Future work can be deployed in two directions: to improve the segmentation of video sequence

and to more icati of the ion. One avenue for future research would

be to improve the segmentation; for example by incorporating other attributes, such as texture,

position and color, in the motion segmentation.

To further validate this kind of strategy of motion analysis, various applications need to be

implemented. For example, object tracking, video editing, video composing, and video coding

can have their own strategies of i ion. The of various icati will

allow more examination of the present scheme and help to design better future methods.
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