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Abstract

In this thesis, we study the unit group $U(ZS)$ of the integral semigroup ring $ZS$ of a finite semigroup $S$. Throughout, we assume that $ZS$ has an identity, and, unless mentioned otherwise, it is assumed that $QS$ is a semisimple Artinian ring.

In the first part, we study large subgroups of $U(ZS)$. First, two types of units are introduced: the Bass cyclic units and the bicyclic units. These are appropriate generalizations of the analogous group ring case. In the main theorem, it is shown that, as in the case of integral group rings, both the Bass cyclic units and bicyclic units generate a subgroup of finite index in $U(ZS)$, for a large class of integral semigroup rings. Because the proof ultimately relies on the celebrated congruence theorems, one has to exclude some semigroups which have some specific Wedderburn simple components of degree 1 or 2 over $Q$.

In chapter 3, we deal with some examples. We consider the class of semigroups $S$ that are monoid extensions of elementary Rees semigroups. An algorithm is given to compute generators for the full unit group $U(ZS)$. The algorithm is then applied to a specific example.

Finally, we classify the semigroups such that the unit group $U(ZS)$ is either finite or has a free subgroup of finite index. The former extends Higman's result to the case of semigroup rings.
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Introduction

The unit group $U(R)$ of a ring $R$ is a fascinating object at the cross roads of several mathematical topics, such as group theory, representation theory, number theory and ring theory. Some of the important and best known examples for which this group has been investigated are the ring of algebraic integers $\mathcal{O}_K$ of a number field $K$ of finite degree and the integral group ring $\mathbb{Z}G$ of a finite group $G$. The unit group $U(\mathcal{O}_K)$ is described by the classical Dirichlet unit theorem. It is a direct product of the finite group of roots of unity of $\mathcal{O}_K$ (the trivial units) and a free abelian group of rank $r_1 + r_2 - 1$, where $r_1$ and $r_2$ are such that $\dim \mathcal{O}_K = r_1 + 2r_2$ and $K$ has $r_1$ real and $2r_2$ complex embeddings. It is still an open problem to describe free generators of this free abelian group, even for cyclotomic fields. In the latter case, however, the cyclotomic units generate a subgroup of finite index.

In case $G$ is a finite abelian group, Higman showed an analogue of the Dirichlet unit theorem: $U(\mathbb{Z}G) = \pm G \times F$, where $F$ is a free abelian group of rank $\frac{1}{2}(|G| + 1 + n_2 - 2c)$, where $n_2$ is the number of cyclic subgroups of $G$ of order 2 and $c$ is the number of cyclic subgroups of $G$. Again, in general, free generators for $F$ are unknown, but one can obtain a large subgroup of $U(\mathbb{Z}G)$. Bass and Milnor constructed finitely many generators for a subgroup of finite index in $U(\mathbb{Z}G)$. These units are called the Bass cyclic units and are closely related to the cyclotomic units.

In case $G$ is nonabelian much less is known on the structure of the unit group $U(\mathbb{Z}G)$. Recently, Jespers and Leal have constructed, in terms of some non-central idempotents, a finite set of generators of a subgroup of finite index of $U(\mathbb{Z}G)$ for all groups satisfying some restrictions on the Wedderburn simple components of degree 1 or 2 over $\mathbb{Q}$ of the rational group algebra $\mathbb{Q}G$. The restrictions are such
that the celebrated congruence theorems hold for the maximal orders in these simple components. For many groups, such as nilpotent groups of odd order, it then turns out that the Bass cyclic units together with the bicyclic units generate a subgroup of finite index in \( \mathcal{U}(\mathbb{Z}G) \). The bicyclic units are all the units of the type \( 1 + (1-g) h \hat{g} \) and \( 1 + \hat{g} h (1-g) \), where \( g, h \in G \) and \( \hat{g} = \sum_{i=1}^{n} g^i \), \( n \) the order of \( g \). These results are a continuation of the work started by Ritter and Sehgal. We refer the reader to a recent survey on the topic by Sehgal [37]; note that, in the latter, only the units of the type \( 1 + (1-g) h \hat{g} \) are called bicyclic units. Earlier surveys on the topic can also be found in [18], [27] and [36].

The ring of algebraic integers in a number field of finite degree and the integral group ring of a finite group both are \( \mathbb{Z} \)-orders in a semisimple Artinian ring. In this thesis, we study the unit group of the integral semigroup ring \( \mathbb{Z} S \) of a finite semigroup \( S \). Unless otherwise stated, we assume that \( \mathbb{Z} S \) is a \( \mathbb{Z} \)-order in a semisimple Artinian ring, that is, we assume that \( \mathbb{Z} S \) has an identity and \( QS \) is semisimple Artinian. Munn showed that the latter is equivalent with \( S \) having a principal series with completely 0-simple factors such that the respective sandwich matrices are invertible over the group algebras of maximal subgroups.

In Chapter 1, we introduce the basic definitions and notations. We also recall some essential results from the theory of (semi-)groups, (semi-)group rings and orders.

In chapter 2, we study subgroups of finite index of the unit group \( \mathcal{U}(\mathbb{Z}S) \). First, two types of units are introduced: the Bass cyclic units and the bicyclic units. These are appropriate generalizations of their analogues in the group ring case. To define these units, it is sufficient to note that, essentially, all that is needed is a finite cyclic
subgroup in $S$. In the main theorem, it is then shown that, as in the group case, under some restrictions, both the Bass cyclic units and the bicyclic units generate a subgroup of finite index in $U(ZS)$. Again, because of the celebrated congruence theorems, the restrictions are such that certain Wedderburn simple components of $Q.S$ of degree 1 or 2 over $Q$ have to be excluded. The main outline of the proof is as follows. First one shows that the group generated by the proposed units contains a subgroup of finite index in the centre of $U(ZS)$. In some sense, it will be shown that the Bass cyclic units “exhaust” the centre. Second one shows that, for every simple Wedderburn component $M_n(D)$ of $Q.S$, $2 \leq n$, $D$ a division ring, the group generated by the Bass cyclic units and the bicyclic units contains a subgroup of finite index in the special linear group $SL(n, \mathcal{O})$, where $\mathcal{O}$ is a maximal order in $D$. To prove the former part is “hardest”; we will make use of the fact that the result is known for integral group rings. The proof of the second part is, in some sense, easier than in the group ring case, because there are more idempotents in semigroups than in groups, and thus there are many more bicyclic units. Hence, making use of the methods developed by Jespers and Leal, this proof will follow rather immediately.

In Chapter 3, we investigate some examples. We consider the class of semigroups that are monoid extensions of elementary Rees semigroups. These are in some sense the “easiest” semigroups not previously dealt with concerning units. An algorithm is given to compute generators for the unit group $U(ZS)$ of such semigroups. The algorithm is then applied to a special example.

In the last chapter we classify the semigroups such that the unit group $U(ZS)$ is either finite or has a free subgroup of finite index. In particular, we extend Higman’s result to the case of semigroup rings.
Chapter 1

Semigroups and Integral Semigroup Rings

Our study of the unit group of the integral semigroup ring of a finite semigroup is in the first place based on the structure theory of finite semigroups and on the characterization of semisimple Artinian rational semigroup rings of finite semigroups. A second important, though elementary, fact is that to study large subgroups of \( Z - orders \), one may often replace one \( Z - order \) by another.

In this first chapter, we therefore collect the basic definitions, notations, and the structure theory for finite semigroups. The characterization of semisimple Artinian integral semigroup rings is recalled. And finally we include some background on unit groups of \( Z - orders \).

We try to keep the same notations and terminologies as in \([4], [23]\) and \([29]\).

1.1 Basic semigroup definitions

A semigroup \( S \) is a non-empty set with an associative operation. We will denote this operation multiplicatively. If, moreover, \( S \) has an identity \( 1 \) then it is called a
monoid and \( U(S) = \{ s \in S \mid sr = rs = 1 \text{ for some } r \in S \} \) is called the group of invertible elements of \( S \). A monoid \( S \) with \( S = U(S) \) is called a group.

If \( S \) is a semigroup without an identity, we can adjoin one simply by adding a new element \( 1 \) and extending the multiplication by defining \( 1s = s1 = s \) for all \( s \in S \cup \{1\} \). We denote this new semigroup by \( S^1 \). If \( S \) has an identity already, then we agree that \( S^1 = S \).

An element \( z \) of semigroup \( S \) is a zero of \( S \) if it is a left and right zero, that is \( zs = z = sz \) for all \( s \in S \). If \( S \) has a zero element, it will usually be denoted by \( 0 \) or \( 0_S \). A null semigroup is one in which the product of any two elements is the zero element \( 0 \) (so a null semigroup must have a zero). In a very similar way to adjoining an identity, we can always adjoin a zero element \( 0 \), and we write \( S^0 = S \cup \{0\} \) for this new semigroup. Adjoining zeroes often simplifies arguments.

A subsemigroup of a semigroup \( S \) is a non-empty subset which is closed under multiplication. A subgroup \( G \) of \( S \) is a subsemigroup which is a group. Note that the identity of \( G \) need not be the identity of \( S \) (indeed \( S \) need not even have an identity). We will denote the union of all subgroups of \( S \) by \( GR(S) \).

For a semigroup \( S \), the subset \( Z(S) = \{ z \mid zs = sz \text{ for all } s \in S \} \) is called the centre of \( S \). It is a commutative subsemigroup of \( S \), that is, any two elements commute with each other.

An element \( e \) of semigroup \( S \) which satisfies \( e = e^2 \) is called an idempotent. We write \( E(S) \) for the set of idempotent elements of a semigroup \( S \). The set \( E(S) \) can be partially ordered by \( e \leq f \) if and only if \( ef = fe = e \). If \( e \in E(S) \), then \( eSe = \{ ese \mid s \in S \} \) is a submonoid of \( S \). Note that \( eSe = \{ s \in S \mid es = se = s \} \), the set of elements of \( S \) for which \( e \) is an identity element. Let \( H_e = U(eSe) \),
the group of units of the monoid \( eS_e \). Then \( H_e \) is a subgroup of \( S \) and it is the largest subgroup for which \( e \) is the identity element. Such subgroups are called the maximal subgroups of \( S \). Since \( e \) is the unique idempotent element of \( H_e \), there is a one-to-one correspondence between idempotents and maximal subgroups. Note that distinct maximal subgroups are disjoint.

For a non-empty subset \( A \) of a semigroup \( S \), we write \( \langle A \rangle \) for the subsemigroup generated by \( A \). If \( A \) is finite, say \( A = \{a_1, a_2, \ldots, a_n\} \), we often write \( \langle a_1, a_2, \ldots, a_n \rangle \) instead of \( \langle A \rangle \). A semigroup \( S \) is cyclic if \( S = \langle s \rangle \) for some \( s \in S \). An element \( s \) of a semigroup \( S \) is a periodic element if \( \langle s \rangle \) is finite. A finite cyclic semigroup always contains an idempotent.

A homomorphism of semigroups is a function \( f: S \rightarrow T \) from a semigroup \( S \) to a semigroup \( T \) such that \( f(st) = f(s)f(t) \) for all \( s, t \in S \).

A non-empty subset \( I \) of \( S \) is said to be a left (right) ideal of \( S \) if it is closed under left (right) multiplication by elements of \( S \). A non-empty subset \( I \) of \( S \) is said to be an ideal of \( S \) if it is both a left and right ideal of \( S \). If \( S \) has a zero element \( \theta \), then \( \{\theta\} \) is always an ideal of \( S \). The ideal generated by \( a \) is \( S^\dagger a S^\dagger = SaS \cup Sa \cup aS \cup \{a\} \).

If \( I \) is an ideal of \( S \), the Rees factor semigroup \( S/I \) is the set \( (S \setminus I) \cup \{\theta\} \) subject to the multiplication "\( \circ \)" defined by the formula

\[
s \circ t = \begin{cases} \ 
st & \text{if } st \not\in I \\ \theta & \text{if } st \in I \end{cases}
\]

### 1.2 Structure of finite semigroups

The basic building blocks of the structure theory of finite semigroups are the simple and 0-simple semigroups.
Let $S$ be a semigroup. We say that $S$ is a \textit{simple semigroup} if it has no ideals other than $S$ itself. This definition is not very interesting if $S$ has a zero element $\theta$, for in that case $\{\theta\}$ is always an ideal of $S$. So we say that a semigroup $S$ with a zero is a \textit{$0$–simple semigroup} if (i) $S^2 \neq \{\theta\}$ and (ii) $\{\theta\}$ is the only proper ideal of $S$.

A semigroup $S$ is a \textit{completely $0$–simple semigroup} if it is $0$-simple and it contains a \textit{primitive idempotent}, that is, a minimal non-zero idempotent with respect to the earlier defined partial ordering.

**Proposition 1.2.1** [4, Lemma 2.20, p.67] Let $S$ be a semigroup with a zero $\theta$ such that $\{\theta\}$ is the only proper ideal of $S$. Then either $S$ is $0$-simple or $S$ is the null semigroup of order 2.

Note that if $S$ does not have a zero and $S$ is simple, then $S^0$ is $0$-simple. This means that any results about $0$-simple semigroups can be easily applied to simple semigroups. For this reason, we will usually restrict our attention to $0$-simple semigroups.

Let $S$ be a semigroup with a zero. A \textit{strictly decreasing series}

$$S = S_1 \supset S_2 \supset \cdots \supset S_n \supset S_{n+1} = \{\theta\}$$

is a \textit{principal series} if each $S_i$ is an ideal of $S$ and there are no ideals of $S$ strictly between $S_i$ and $S_{i+1}$, that is, each $S_i/S_{i+1}$ is either the null semigroup of order 2 or a $0$-simple semigroup.

Note that our definition of principal series differs slightly from that of [4]. Our series ends with the zero ideal rather than the empty set. Of course, this restricts
our definition to semigroups with zeroes, so we will always adjoin a zero before considering principal series.

**Proposition 1.2.2** Finite semigroups always have principal series.

Note that the analogue for semigroups of the Jordan H"older-Schreier Theorem asserts that the principal factors of any two principal series are isomorphic (in some order).

To describe the structure of completely 0-simplc semigroups, we need to introduce more notations.

Let $G$ be a group, $n_1$ and $n_2$ positive integers, and let $P$ be an $n_2 \times n_1$ matrix with entries from $G^0$. For $g \in G^0$, $i \in \{1, 2, \ldots, n_1\}$, and $j \in \{1, 2, \ldots, n_2\}$, write $(g)_{ij}$ for the $n_1 \times n_2$ matrix with $(i, j)$-entry $g$ and all other entries equal to $0 = 0_{G^0}$. Let $\mathcal{M}^0(G; n_1, n_2; P)$ be the set whose elements are all such $(g)_{ij}$, with all $(0)_{ij}$ identified, and define a multiplication on this set by

$$AB = A \circ P \circ B,$$

where $A, B \in \mathcal{M}^0(G; n_1, n_2; P)$ and `$\circ$' denotes ordinary multiplication of matrices. So, $(y)_{ij}(h)_{kl} = (yp_{jk}h)_{il}$, where $p_{ij}$ is the $(i, j)$-entry of the matrix $P = (p_{ij})$. The set $\mathcal{M}^0(G; n_1, n_2; P)$ endowed with this operation is a semigroup, called a Rees matrix semigroup. Its zero element will also be denoted simply by $0$. The matrix $P$ is called the sandwich matrix. Also, $P$ is called regular if it has at least one non-zero entry in every row and column. A Rees matrix semigroup of the form $\mathcal{M}^0(\{1\}; n_1, n_2; P)$, where $\{1\}$ is the trivial group, is called an elementary Rees matrix semigroup. Clearly these semigroups have only trivial subgroups.
Theorem 1.2.1 [4, Theorem 3.5, p. 9] A finite semigroup is completely 0-simple if and only if it is isomorphic with a Rees matrix semigroup \( M^0(G; n_1, n_2; P) \), where \( P \) is a regular sandwich matrix and \( G \) is a finite group.

The following is now easily verified (see for example [23, p.7])

Lemma 1.2.1 If \( S = M^0(G; n_1, n_2; P) \) is a completely 0-simple semigroup with sandwich matrix \( P = (p_{ij}) \), then

(i) \( \{ (p_{ij}^{-1})_{ij} \in S \mid p_{ij} \neq 0 \} \) is the set of non-zero idempotents of \( S \);

(ii) for any \( i, j \), if \( p_{ji} \neq 0 \), then

\[
S_{(i)}^{(j)} \rightarrow G^n : (z)_{ij} \rightarrow zp_{ji}
\]

is an isomorphism, where

\[
S_{(i)}^{(j)} = \{ (g)_{ij} \in S \mid g \in G^n \};
\]

(iii) the maximal subgroups of \( S \) are all \( G_{ij} = S_{(i)}^{(j)} \setminus \{0\} \), with \( p_{ji} \neq 0 \).

1.3 Semigroup rings and Munn Algebras

Definition 1.3.1 Let \( R \) be an associative ring with an identity and let \( S \) be a (semi-)group. Then the set \( RS \) consisting of all formal sums of the form

\[
\alpha = \sum_{s \in S} a_s s
\]

with only finitely many nonzero coefficients \( a_s \in R \), is called the (semi-)group ring of the (semi-)group \( S \) over the ring \( R \) when it is equipped with the following addition,
multiplication and scalar multiplication (only needed when defining a (semi-)group algebra):

\[ \alpha + \beta = \left( \sum_{s \in S} a_s s \right) + \left( \sum_{t \in S} b_t t \right) = \sum_{s \in S} (a_s + b_t) s \]

and

\[ \alpha \beta = \left( \sum_{s \in S} a_s s \right) \left( \sum_{t \in S} b_t t \right) = \sum_{s, t \in S} a_s b_t s t = \sum_{z \in S} c_z z \]

where \( \alpha = \sum_{s \in S} a_s s \), \( \beta = \sum_{t \in S} b_t t \in RS \), and \( r \in R \),

\[ c_z = \begin{cases} \sum_{s, t \in S} a_s b_t & \text{if } A(z) \neq \emptyset \\ 0 & \text{if } A(z) = \emptyset \end{cases} \]

and \( A(z) = \{ (s, t) \in S \times S \mid st = z \} \).

In particular, \( QS \) and \( ZS \) are the rational and integral (semi-)group rings, where \( Q \) and \( Z \) denote the rational field and the ring of integers respectively.

Similarly to the centre of a semigroup; we denote by \( Z(R) \) the centre of ring \( R \); that is, \( x \in Z(R) \) if and only if \( xr = rx \) for all \( r \in R \).

Let \( S \) be a semigroup with zero \( \emptyset \). By the contracted semigroup algebra \( S \) over \( R \), denoted by \( R_0 S \), we mean the factor algebra \( RS/RO \). Thus, \( R_0 S \) may be identified with the set of finite sums \( \sum \alpha_s s \) with \( \alpha_s \in R \), \( s \in S \setminus \{ \emptyset \} \), subject to the componentwise addition and multiplication given by the rule

\[ st = \begin{cases} st & \text{if } st \neq \emptyset \\ 0 & \text{if } st = \emptyset \end{cases} \]

defined on the basis \( S \setminus \{ \emptyset \} \). If \( S \) has no zero element, then we put \( R_0 S = RS \).

From the definition it follows directly that, for any semigroup \( S \), we have \( R_0 S^0 \cong RS^0/RO \cong RS \). We will often use the following extension of this fact.
Proposition 1.3.1 [23, Lemma 7, p.38] Let I be an ideal of a semigroup S. Then \( R_0(S/I) \cong R_S/R I \). 

Proposition 1.3.2 [23, Corollary 9, p.38] Assume that S has a zero element. Then \( RS = R0 \oplus R_S(1 - 0) \cong R0 \oplus R_0S \cong R \oplus R_0S \).

This and the fact that, for any S, \( RS^0 \cong R \oplus R_0S^0 \cong R \oplus RS \), will allow us to switch from one of the algebras \( RS, R_0S \) to the other whenever convenient. Also, it is clear that \( RS \) is semisimple if and only if \( R_0S \) is semisimple.

Now, we describe an important class of (contracted) semigroup algebras, called Munn algebras, arising from completely 0-simple semigroups. The construction of a Munn algebra is rather similar to that of a Rees matrix semigroup. Again \( n_1 \) and \( n_2 \) are positive integers, but instead of a group \( G \), we now consider a \( K \)-algebra \( A \), where \( K \) is a commutative ring. Let \( P \) be an \( n_2 \times n_1 \) matrix with entries in \( A \). The Munn algebra \( R = M(A; n_1, n_2; P) \) is the set of all \( n_1 \times n_2 \)-matrices with entries in \( A \). Addition and scalar multiplication by elements of \( K \) are defined component-wise. Matrices multiply by insertion of the sandwich matrix \( P \); that is, if \( X \) and \( Y \) are two elements of \( R \), then the product of \( X \) and \( Y \) is

\[
XY = X \circ P \circ Y,
\]

where 'o' again denotes the ordinary matrix multiplication. In case \( n_1 = n_2 \) and \( P \) is the identity matrix \( I \), then \( R = M(A; n, n; I) \) is the classical matrix ring over \( A \). We denote this ring by \( M_{n,n}(A) \). So matrix rings are examples of contracted semigroup algebras.

Note that if \( S = M^n(G; m, m; P) \) is a completely 0-simple semigroup, then we
will often consider $S$ in a natural way as a subsemigroup of the Munn algebra $M(RG; m, m; P)$, for any commutative ring $R$. In particular, under this identification, the zero $0 \in S$ is identified with the zero element $0 \in M(RG; m, m; P)$.

The Lemma below ([4, p.162-163]) is very important for our investigations in chapter 2. The notation $M \cong_{iso} N$ indicates that the algebras $M$ and $N$ are isomorphic under the isomorphism $iso$.

Lemma 1.3.1 Let $m$ and $l$ be two natural numbers. Let $T = M^0(G; m, l; P)$ be a finite completely $0$-simple semigroup. Then $QT$ is semisimple Artinian if and only if $m = l$ and $P$ is invertible in $M_m(\mathbb{Q}G)$. As a consequence, if $QT$ is semisimple Artinian, then

(i) $Q \eta T \cong M(\mathbb{Q}G; m, m; P)$, where $\eta$ is the natural mapping;

(ii) the mapping $f_P : M(\mathbb{Q}G; m, m; P) \rightarrow M_m(\mathbb{Q}G) : \Lambda \rightarrow \Lambda \circ P$ is a ring isomorphism; in particular, $P^{-1}$ is the identity of $M(\mathbb{Q}G; m, m; P)$;

(iii) if $P^{-1} \in M(\mathbb{Z}G; m, m; P)$, then

$$f_P(M(\mathbb{Z}G; m, m; P)) = M_m(\mathbb{Z}G).$$

Often in this thesis, we skip the matrix multiplication symbol `$\circ$'. This will not create confusion as it will be clear from the context which product has to be taken.

Generally, we have that (see for example [4, Corollary 5.34, p.174] or [23, Theorem 24, p. 173])

**Theorem 1.3.1** Let

$$S^0 = S_0 \supset S_1 \supset S_2 \supset \cdots \supset S_n \supset S_{n+1} = \{0_S\}$$
be a principal series of a finite semigroup $S^i = S \cup \{0\}$. Then $QS$ is semisimple Artinian if and only if $S_i/S_{i+1} \cong S \oplus M^0(G_i; m_i, m_i; P_i)$, $G_i$ a group, $i = 0, 1, \ldots, n$, and each $P_i$ is invertible in $M_{m_i}(QG_i)$. Further, if $QS$ is semisimple Artinian, then

$$QS^0 \cong \bigoplus_{i=0}^n Q_0 \left( \frac{S_i}{S_{i+1}} \right) \oplus Q\theta_S \cong \bigoplus_{i=0}^n M(QG_i; m_i, m_i; P_i) \oplus Q\theta_S$$

$$\cong \bigoplus_{i=0}^n M_{m_i}(QG_i) \oplus Q\theta_S,$$

where each $\eta_i, f_i$ is defined as in Lemma 1.3.1, and $\psi$ is the natural isomorphism.

Note that if $ZS$ has an identity $1$ and $QS$ is semisimple Artinian, then the identity $1$ is "known": it is determined by the inverses of the matrices $P_i's$. In general, determining when $ZS$ has an identity for any arbitrary semigroup $S$ is difficult.

1.4 Orders and reduced norms

In this section, we recall some elementary facts about orders, norms and reduced norms.

Let $A$ be a finite dimensional $Q$-algebra with identity $1$. A subring $\mathcal{O}$ of $A$, $1 \in \mathcal{O}$, is said to be a $(Z)$-order in $A$ if it is a finitely generated $Z$-module such that $Q\mathcal{O} = A$. Further, an order $\mathcal{O}$ in $A$ is said to be maximal if it is not properly contained in a bigger order. Every order in $A$ is contained in a maximal order (see for example, [37, Lemma (4.4), p.18]).

Clearly, the ring $\mathcal{O}_K$ of algebraic integers of an algebraic number field $K$ is an order in $K$ and the integral group ring $ZG$ of a finite group $G$ is an order in $QG$. Similarly, $ZS$ is an order in $QS$ if $S$ is a finite semigroup such that $ZS$ has an identity.
It is easily verified that the intersection $\mathcal{O}_1 \cap \mathcal{O}_2$ of two orders $\mathcal{O}_1$ and $\mathcal{O}_2$ in $A$ is again an order in $A$. Also if $\mathcal{O}$ is an (maximal) order in $A$ then $M_n(\mathcal{O})$ is an (maximal) order in $M_n(A)$ (see for example, [37, Lemma (4.2), p.17] and [29, (8.7) Theorem, p.110]).

**Lemma 1.4.1** [37, Lemma (4.5), p.18] Let $A$ be a semisimple finite dimensional $\mathbb{Q}$-algebra with Wedderburn decomposition

$$A = \bigoplus e_i A = \bigoplus A_i$$

into simple algebras $A_i$ where $e_i$ are the primitive central idempotents. $A_i$ is a full matrix ring $M_{n_i}(D_i)$ over the division ring $D_i$.

(i) Let $A$ be a maximal order in $A$. Then $A = \bigoplus \Lambda_i$, $\Lambda_i = e_i A$. Moreover, $\Lambda_i$ is a maximal order of $\Lambda_i$.

(ii) Any maximal order in $\Lambda_i$ contains $\mathcal{O}_i$, where $\mathcal{O}_i$ is the ring of integers of the algebraic number field $\mathbb{Z}_i$, the centre of $D_i$.

The following proposition shows that the unit groups of orders are in some sense closely related. Because this fact is crucial to our investigation, we include a proof.

**Lemma 1.4.2** [37, Lemma (4.6), p.19] Suppose that $\mathcal{O}_1 \subseteq \mathcal{O}_2$ are two orders in $A$. Then

(a) the index of their unit groups $[\mathcal{U}(\mathcal{O}_2) : \mathcal{U}(\mathcal{O}_1)]$ is finite;

(b) if $u \in \mathcal{O}_1$ is invertible in $\mathcal{O}_2$, then $u^{-1} \in \mathcal{O}_1$.

**Proof.** (a) Since $\mathcal{O}_2$ and $\mathcal{O}_1$ are two $\mathbb{Z}$-orders, they have the same rank as $\mathbb{Z}$-modules. Thus the index of additive groups $[\mathcal{O}_2 : \mathcal{O}_1] = l < \infty$. Consequently,
Suppose we have \( x, y \in \mathcal{U}(\mathcal{O}_2) \) such that \( x + l\mathcal{O}_2 = y + l\mathcal{O}_2 \). Then \( x^{-1}y - 1 \in l\mathcal{O}_2 \subseteq \mathcal{O}_1 \). It follows that \( x^{-1}y \in \mathcal{O}_1 \). Similarly, \( y^{-1}x \in \mathcal{O}_1 \). It follows that \( [\mathcal{U}(\mathcal{O}_2) : \mathcal{U}(\mathcal{O}_1)] \leq [\mathcal{O}_2 : l\mathcal{O}_2] < \infty \).

(b) We observe that the index of additive groups

\[
[\mathcal{O}_2 : u\mathcal{O}_1] = [u\mathcal{O}_2 : u\mathcal{O}_1] \leq [\mathcal{O}_2 : \mathcal{O}_1],
\]

which implies that \( u\mathcal{O}_1 = \mathcal{O}_1 \) as required.

Let \( K \) be a field, and \( A \) a finite dimensional \( K \)-algebra. Each \( \alpha \in A \) determines a \( K \)-linear transformation \( \alpha_L \) on \( A \), by left multiplication. Define \( \text{char.pol.}_K \alpha = \text{char.pol.}_K \alpha_L \), where \( \text{char.pol.}_K \alpha_L \) indicates the characteristic polynomial of \( \alpha_L \).

Then, it is known that [7, p.366]

\[
\text{char.pol.}_K \alpha = \det(XI - (a_{ij}))
\]

\[= X^m - (T_{A/K}\alpha)X^{m-1} + \cdots + (-1)^m N_{A/K}\alpha,\]

where we suppose that \( A = \bigoplus_{i=1}^m K\mathfrak{u}_i \), and

\[\alpha \mathfrak{u}_j = \sum_{i=1}^m a_{ij} \mathfrak{u}_i, \quad a_{ij} \in A, \quad 1 \leq j \leq m.\]

We call \( T_{A/K}\alpha \) the trace map, and \( N_{A/K}\alpha \) the norm map. The trace and norm have the following properties:

\[T(r\alpha + s\beta) = rT(\alpha) + sT(\beta), \quad N(\alpha\beta) = N(\alpha)N(\beta), \quad N(r\alpha) = r^m N(\alpha),\]

for \( r, s \in K, \alpha, \beta \in A \).
Now assume $A$ is a central simple $K$-algebra, that is, $A$ is a simple $K$-algebra with centre $K$, such that $(A : K)$ is finite. For $a \in A$, define its reduced characteristic polynomial as in [29, p.112-113]

$$\text{red.char.pol.}_{A/K} a = \text{char.pol.} \beta(1 \otimes a),$$

where $\beta$ is the isomorphism $E \otimes_K A \cong M_n(E)$, $(A : K) = n^2$, and $E$ is a splitting field extension field of $K$. Further, if

$$\text{red.char.pol.}_{A/K} a = X^n - tr(a)X^{n-1} + \cdots + (-1)^n \text{nr}(a), \quad a \in A.$$

Then we call $tr(a)$ the reduced trace of $a$, and $\text{nr}(a)$ the reduced norm of $a$.

For a (maximal) order $\mathcal{O}$, we will write $GL(m, \mathcal{O})$ for the unit group of $M_m(\mathcal{O})$ and $SL(m, \mathcal{O})$ for the subgroup in $GL(m, \mathcal{O})$ that consists of all elements having reduced norm one.
Chapter 2

Large subgroups of unit groups of Integral Semigroup Rings

2.1 Introduction

The ultimate aim in studying the unit group $\mathcal{U}(\mathbb{Z}S)$ of the integral semigroup ring $\mathbb{Z}S$ of a finite semigroup $S$ is of course to obtain a full algebraic description of this group, in particular, to obtain a presentation for this group. But, as explained in the introduction of this thesis, that is, in general, an extremely hard problem. Even for commutative groups, this is unsolved. So, as a compromise, we look for generators of a subgroup of finite index. In the case of integral group rings $\mathbb{Z}G$, many nice results have been achieved in the last decade (see for example [3],[31], [32], and so on). The main result of this development has recently been improved by Jespers and Leal ([11]) and ([12]), for many groups $G$. To be more precise, generators for a subgroup of finite index of $\mathcal{U}(\mathbb{Z}G)$ are given for all finite groups $G$ which are such that every non-abelian homomorphic image is not fixed point free, and furthermore, the rational group algebra $QG$ has no simple components of the following types:

(i) a $2 \times 2$-matrix ring over the rationals;
(ii) a $2 \times 2$-matrix ring over a quadratic imaginary extension of the rationals;

(iii) a $2 \times 2$-matrix ring over a noncommutative division algebra.

Recall that a group $G$ is said to be fixed point free (see for example [32]) if it has a complex irreducible representation $\rho$ such that for every nonidentity element $g$ of $G$, $\rho(g)$ has all eigenvalues different from one. These groups were characterised in a fundamental paper [39] and are well known. Also see [8, p.73] and [26, p.96 and 204].

The reason we exclude these types of simple rings is that the congruence subgroup theorems for $2 \times 2$-matrix rings over maximal orders in the respective division rings fail.

To prove the above mentioned results, it is essential that $\mathbb{Z}G$ is a $\mathbb{Z}$-order in the semisimple Artinian ring $\mathbb{Q}G$. A natural question therefore is to investigate if the results on group rings can be extended to other $\mathbb{Z}$-orders in semisimple Artinian rings. In this chapter, we consider this question for the integral semigroup ring $\mathbb{Z}S$ (with identity) of a finite semigroup $S$ such that $\mathbb{Q}S$ is a semisimple Artinian ring (Theorem 1.3.1), that is, $S^0$ has a principal series

$$S^0 = S_0 \supset S_1 \supset S_2 \supset \cdots \supset S_n \supset S_{n+1} = \{0_S\},$$

where, for $i = 0, 1, \ldots, n$, each principal factor $S_i/S_{i+1} \cong M^{p_i}(G_i; m_i, m_i; P_i)$ is a completely 0-simple Rees matrix semigroup with regular sandwich matrix $P_i$ (here, $G_i$ is a group, and $m_i$ is a positive integer), and moreover, the matrix $P_i$ is invertible in the classical matrix ring $M_{m_i}(\mathbb{Q}G_i)$. In the first part of the chapter, we will therefore mainly deal with the semigroup ring of a completely 0-simple semigroup. In
the second part, we then consider the general case. However, for the same reasons as in the group ring case, we need to exclude the existence of certain simple components of $Q^S$.

We begin this chapter by introducing two types of generators: the Bass-cyclic units and bicyclic units. They are the obvious generalizations of the group ring notions. The hardest part of this chapter is to prove that the Bass cyclic units "exhaust" the central units. The second type of units is needed to generate subgroups of finite index in certain special linear groups. Since completely 0-simple semigroups often contain many idempotents, the latter will be "easy" by making use of the methods developed by Jespers and Leal in [11].

### 2.2 Constructing Units

Throughout the chapter, $S$ is a finite semigroup such that its integral semigroup ring $ZS$ has an identity. Its unit group is denoted by $U(ZS)$.

To introduce the first type of units, we need some notations. Recall that $GR(S)$ denotes the union of all subgroups of $S$. For $a \in S$, note that $\langle a \rangle$ is a cyclic group if $a \in GR(S)$. In the latter case, we write $\hat{a} = \sum_{j=1}^{n} a^j$, where $n$ is the order of $a$, i.e. the order of $\langle a \rangle$. Note that $n^{-1}\hat{a}$ is an idempotent in $Q^S$.

**Definition 2.2.1** Let $ZS$ be a semigroup ring with identity 1. A Bass cyclic unit of $ZS$ is an element of the form

$$u = (1 + L_1^{i-1} a^j)\phi(n) + \frac{1 - i\phi(n)}{n} \hat{a},$$

where $a \in GR(S)$, $n$ is the order of $\langle a \rangle$, $\phi$ is the Euler function; $1 < i < n$, and $(i, n) = 1$. 
By $B_S$ we denote the set of all Bass cyclic units of $\mathbb{Z}S$. Further, if $S$ has a zero element, then the natural image of $B_S$ in the contracted semigroup algebra $\mathbb{Q}_0 S$ is denoted by $B_0^0$.

Let us first show that such an element $u$ is indeed a unit of $\mathbb{Z}S$. This can easily be done using the group ring results and the Wedderburn decomposition of $\mathbb{Z}(\langle u \rangle)$. However, we will give an elementary proof by describing explicitly the inverse of a Bass cyclic unit. Since $(i, n) = 1$, there exist two integers, say $k$ and $l$, such that $ik + ln = 1$. Further, we can assume that $1 < k < n$. Indeed, write $k = mn' + k'$ for some integers $n'$ and $k'$ with $0 \leq k' < n$, then $k' \neq 0$ since $ik + ln = 1$, and $ik' + n(l + in') = 1$ with $1 \leq k' < n$. As $1 < i < n$ it follows easily that $1 < k'$, hence showing the claim. It is obvious that then $l < 0$. Let

$$v = (1 + a^i + \cdots + a^{i(k-1)})^{\phi(n)} + \frac{1 - k^{\phi(n)}}{n} \hat{a}.$$  

Then $uv = X + Y + W + T$, where

$$X = ((1 + a + \cdots + a^{i-1})(1 + a^i + \cdots + a^{i(k-1)}))^{\phi(n)}$$
$$= (1 + a + a^2 + \cdots + a^{i-1} + a^i + a^{i+1} + \cdots + a^{2i-1} + \cdots + a^{ik-1})^{\phi(n)}$$
$$= (1 + (a + a^2 + \cdots + a^{n-1} + a^n) + a^n(a + a^2 + \cdots + a^n)$$
$$+ \cdots + a^{(-i-1)n}(a + a^2 + \cdots + a^n))^{\phi(n)}$$
$$= (1 - l\hat{a})^{\phi(n)};$$

and

$$Y = (1 + a + a^2 + \cdots + a^{i-1})^{\phi(n)}(\frac{1 - k^{\phi(n)}}{n})\hat{a}$$
$$= (\frac{(1 + a + a^2 + \cdots + a^{i-1})\hat{a}}{n})^{\phi(n)}(1 - k^{\phi(n)})$$
\[
\hat{a} = \frac{1}{n} \Phi(n)(1 - k^{\phi(n)});
\]

Similarly,
\[
W = (1 + a^i + \cdots + a^{i(k-1)})^{\phi(n)}(1 - \hat{a}) = \frac{1}{n} k^{\phi(n)}(1 - \hat{a}^{\phi(n)}).
\]

Finally,
\[
T = (1 - \hat{a})^{\phi(n)}(1 - \hat{a}) = (1 - \hat{a}^{\phi(n)})(1 - k^{\phi(n)}) \frac{\hat{a}}{n}.
\]

So,
\[
Y + W + T = (1 - (ki)^{\phi(n)}) \frac{\hat{a}}{n},
\]

and
\[
u = (1 - (1 - i) \Phi(n) + (1 - (ki)^{\phi(n)}) \frac{\hat{a}}{n}.
\]

Consequently
\[
u(1 - \hat{a}) = (1 - \hat{a} - \frac{\hat{a}}{n} + \frac{1}{\Phi(n)}) \Phi(n) = (1 - \hat{a})^{\phi(n)} = 1 - \hat{a}
\]

and
\[
u \frac{\hat{a}}{n} = \frac{\hat{a}}{n} - \frac{1}{\Phi(n)} \Phi(n) + (1 - (ki)^{\phi(n)}) \frac{\hat{a}}{n}
\]

\[
= \frac{1}{n} (1 - n) + (1 - (ki)^{\phi(n)}) \hat{a}
\]

\[
= \frac{1}{n} ((1 - n) + 1 - (ki)^{\phi(n)})
\]

\[
= \frac{1}{n}.
\]

Therefore, \(uv = 1\). Since \(u\) and \(v\) commute, we have shown \(u\) is a unit.

Important in the construction of the Bass cyclic units is that \(a \in R\), where \(R\) is a ring with identity 1, and that \(a\) generates a finite subgroup (possibly with identity
different from 1). Hence, in this way one can define a Bass cyclic unit in any ring \( R \) with identity 1. It is convenient for further computations to introduce the following notation. Let \( x \in R \) be an element for which the subsemigroup \( \langle x \rangle \) generated by \( x \) is a finite group. Let \( n \) be the order of \( \langle x \rangle \), \((i,n) = 1\), and \( 1 < i < n \). Write

\[
u_R(x, i) = (1 + \sum_{j=1}^{i-1} x^j)\phi(n) + \frac{1 - i^\phi(n)}{n} \hat{x},
\]

where \( \hat{x} = \sum_{j=1}^{n} x^j \in R \). So, in particular, a Bass cyclic unit in \( \mathbb{Z}S \) can be denoted by \( u_{\mathbb{Z}S}(a, i) \). It is clear that if \( f \) is a ring isomorphism from \( R \) to \( R' \) then \( f(u_R(x, i)) = u_{R'}(f(x), i) \).

We now introduce the second type of units.

**Definition 2.2.2** A bicyclic unit of \( \mathbb{Z}S \) is an element of the form \( u = 1 + (1-a)s\hat{a} \),
or \( u = 1 + \hat{a}s(1-a) \), where \( s \in S \), and \( a \in GR(S) \).

Note that these elements are indeed units as they are of the form \( 1 + \alpha \) with \( \alpha^2 = 0 \). We decided to call both units of the latter type bicyclic units. In the case of group rings, only the elements of the former type were called so in [30] and [37]; however, this will not create any confusion.

For the remainder of this chapter, we always assume that \( QS \) is semisimple Artinian, and it is now devoted to showing that the Bass cyclic units and the bicyclic units generate a subgroup of finite index, for many semigroups \( S \).

### 2.3 Semigroup Rings of Completely 0-Simple Semigroups

Throughout this section, \( T \) denotes a finite completely 0-simple semigroup of the type \( T = M^0(G; m, m; P) \), where \( G \) is a group with identity \( e \) and the sandwich...
matrix \( P \) is regular. Further, we assume that \( m > 1 \), and that \( P \) is invertible in \( M_m(\mathbb{QG}) \).

Since \( P \) is regular, for any \( i = 1, 2, \ldots, m \), we fix a \( j_i \in \{1, 2, \ldots, m\} \) such that \( p_{j_i, i} \neq 0 \). As before, let \( G_{kl} = T^{(l)}(k) \setminus \{0_T\} \). Then \( GR(T) = \cup_{p_{kl} \neq 0} G_{kl} \), and \( \cup_{i=1}^n f_p(G_{ij}) \subseteq f_p(GR(T)) = \cup_{p_{ij} \neq 0} f_p(G_{ij}) = \cup_{p_{ij} \neq 0} G_{ij} P \) (here we refer the reader to Lemma 1.3.1 for the definition of \( f_p \)).

In the first part of this section we investigate what a Bass cyclic unit looks like in a matrix format. To do so, we first need the following Lemmas. Further, for \( \alpha \in \mathbb{ZG}, A = (a_{ij}) \in M_m(\mathbb{ZG}) \), we denote by \( \alpha A = (\alpha a_{ij}) \).

**Lemma 2.3.1** Let \( I \) be the identity of \( M_m(\mathbb{ZG}) \), that is
\[
I = \begin{bmatrix}
eq \ 0 \ & \cdots \ & 0 \\
0 & \neq \ & \cdots \ & 0 \\
\vdots & \vdots & \ddots & 0 \\
0 & 0 & \cdots & \neq \end{bmatrix}.
\]

Let \( A = (a_{ij}) \in M_m(\mathbb{ZG}) \) be a matrix with all entries zero except possibly those in the \( i \)th row. Then, for any positive integer \( n \), \( A^n = a_{ii}^{n-1} A \), and
\[
(I + A)^n = I + B
\]
where
\[
B = \sum_{h=0}^{n-1} (I + A)^h A.
\]

**Proof.** We prove the first part by induction on \( n \); the case \( n = 1 \) being clear. Assume \( A^n = a_{ii}^{n-1} A \). Then \( A^{n+1} = A^n A = a_{ii}^{n-1} A^2 \). But, \( A^2 = a_{ii} A \). Hence, \( A^{n+1} = a_{ii}^{n-1} a_{ii} A = a_{ii}^n A \). We also prove the second part by induction. It is clear for \( n = 1 \). Now assume that, for \( n \) larger than or equal to 1,
\[(I + A)^n = I + sA, \text{ where } s = \sum_{k=0}^{n-1} (c + a_{ii})^k.\]

Then

\[(I + A)^{n+1} = (I + A)^n(I + A)\]
\[= (I + sA)(I + A)\]
\[= I + A + sA + sA^2\]
\[= I + (c + s)A + sa_{ii}A\]
\[= I + (c + s + sa_{ii})A.\]

But

\[c + s + sa_{ii} = c + s(c + a_{ii})\]
\[= c + \sum_{k=0}^{n-1} (c + a_{ii})^{k+1}\]
\[= c + \sum_{k=1}^{n} (c + a_{ii})^k\]
\[= \sum_{k=0}^{(n+1)-1} (c + a_{ii})^k.\]

Hence the result follows. \(\Box\)

**Corollary 2.3.1** Given \(p_{ji} \neq 0_G\), then \(G_{ij}, P\) is a subgroup of \(M_m(\mathbb{Z}G)\) with identity \((p_{ji}^{-1})_{ij}, P\); the orders of \((g)_{ij}, L = (g)_{ij}, P \in G_{ij}, P\) and \(gp_{ji} \in G\) are the same.

Furthermore, for any positive integer \(n\)

\[(I + A)^n = I + B,\]

where

\[B = \sum_{k=0}^{n-1} (c + gp_{ji})^k A.\]
Proof. That $G_{ij}, P$ is a subgroup with identity $(p_{ji}^{-1})_{ij}, P$ of the multiplicative semigroup $M_m(ZG)$ and that $(g)_{ij}$ and $(g)_{ij}, P$ have the same order follow from Lemma 1.5.1. By Lemma 2.3.1, for any natural number $n$, $A^n = (g_{pi, i})^{n-1} A$. Since

$(p_{ji}^{-1})_{ij}, P$ is the identity of group $G_{ij}, P$, it is easily verified that $A^n = (p_{ji}^{-1})_{ij}, P$ if and only if $(g_{pi, i})^n = e$, the identity of $G$.

The second part follows at once from Lemma 2.3.1. □

In the following Lemma we describe the matrix representation, under the mapping $f_P$, of the Bass cyclic units defined via the elements of the group $G_{ij}$.

Lemma 2.3.2 Let $(g)_{ij}, G_{ij}$ be of order $l$, and let $d$ be an integer with $1 \leq d < l$, and $(d, l) = 1$. Then

$$f_P(u_zT((g)_{ij}, d)) = u_{M_m(ZG)}(f_P((g)_{ij}, d)) = u_{M_m(ZG)}((g)_{ij}, P, d) = I + B$$

where $B = (u - e)(p_{ji}^{-1})_{ij}, P$ and $u = u_{ZG}(g_{pi, i}, d)$.

Proof. Let $A = (g)_{ij}, P = (a_{ii})$ and let $A' = (a_{qc}')$ be the matrix $\sum_{r=1}^{d-1} A^r$. By Lemma 2.3.1, $A' = \sum_{h=0}^{d-2} (g_{pi, i})^h A$, and thus $a_{ic}' = \sum_{h=0}^{d-2} (g_{pi, i})^h a_{ic}$, and $a_{qc}' = 0$ for $q \neq i$. So, again by Lemma 2.3.1, $(I + A')^{(l-1)} = I + B$, where $B = \sum_{h=0}^{(l-1)} (e + a_{ii}')^h A' = (b_{ic})$. Thus

$$b_{ic} = \sum_{h=0}^{\phi(l)-1} (e + a_{ii}')^h c_{ic}$$

$$= \left( \sum_{h=0}^{\phi(l)-1} \left( e + \sum_{k=0}^{d-2} (g_{pi, i})^k a_{ii} \right)^h \right) \left( \sum_{h=0}^{d-2} (g_{pi, i})^k c_{ic} \right)$$
\[ \left( \sum_{h=0}^{\phi(l)-1} \left( e + \sum_{k=0}^{d-2} (gp_{j,i})^k a_{ii} \right)^h \right) \left( \left( -c + \left( e + \sum_{k=0}^{d-2} (gp_{j,i})^k a_{ii} \right) a_{ii}^{-1} a_{ic} \right) \right) = \left( \sum_{h=0}^{\phi(l)-1} \left( e + \sum_{k=0}^{d-2} (gp_{j,i})^k a_{ii} \right)^h a_{ii}^{-1} a_{ic} \right) - \sum_{h=0}^{\phi(l)-1} \left( e + \sum_{k=0}^{d-2} (gp_{j,i})^k a_{ii} \right)^h a_{ii}^{-1} a_{ic} \right) \]

and \( b_{qc} = 0 \) for \( q \neq i \). Therefore

\[ (I + \Lambda)^{\phi(l)} = I + \left( \left( \sum_{k=0}^{d-1} (gp_{j,i})^k \right)^{\phi(l)} c \right) (p_{ji}^{-1})_{ij}, P. \]

Now, by Corollary 2.3.1, \( \Lambda \) has order \( l \), and thus

\[ \hat{\Lambda} = (p_{ji}^{-1})_{ij}, P + \sum_{h=1}^{l-1} \Lambda^h \]

\[ = (p_{ji}^{-1})_{ij}, P + \sum_{h=0}^{l-2} (gp_{j,i})^h \Lambda \]

\[ = (p_{ji}^{-1})_{ij}, P + \sum_{h=0}^{l-2} (gp_{j,i})^h (g)_{ij}, P \]

\[ = (p_{ji}^{-1})_{ij}, P + \sum_{h=0}^{l-2} (gp_{j,i})^h (gp_{j,i}) (p_{ji}^{-1})_{ij}, P \]

\[ = \sum_{h=0}^{l-1} (gp_{j,i})^h (p_{ji}^{-1})_{ij}, P \]

Hence by the previous and Corollary 2.3.1 again

\[ u_{M_n(G)}((g)_{ij}, P, d) = I + \left( \left( \sum_{h=0}^{d-1} (gp_{j,i})^h \right)^{\phi(l)} - e \right) + \frac{1 - d^{\phi(l)}}{l} \sum_{h=0}^{l-1} (gp_{j,i})^h \right) (p_{ji}^{-1})_{ij}, P \]

\[ = I + (u_{ZG}(gp_{j,i}, d) - e) (p_{ji}^{-1})_{ij}, P. \]
Remark: Recall that

\[ u_{Z_0}r((g)_{ij}, d)^{-1} = u_{Z_0}r\left( ((g)_{ij})^d, q \right) , \]

where \( 1 < q < l \), \((q, l) = 1\), and \( dq + kl = 1\). Hence we obtain that

\[
\begin{align*}
\det(\gamma Z_0(\gamma))^{-1} &= u_{M}(\gamma Z_0(\gamma))^{(g)_{ij}, P, d}^{-1} \\
&= u_{M}(\gamma Z_0(\gamma))^{((g)_{ij})^d, q} \\
&= u_{M}(\gamma Z_0(\gamma))^{((g)_{ij})^d P, q} \\
&= I + C
\end{align*}
\]

where \( C = (v - e)(p_{ij})^{-1}_{ji} P \), and \( v = u_{Z_0}(\gamma p_{ji})^d, q) = u^{-1} \), with \( u \) as in the Lemma 2.3.2.

We now give a series of three lemmas to show that the projection on a simple component of the group generated by the Bass cyclic units and bicyclic units contains a "nice" set of diagonal matrices.

Lemma 2.3.3 Let \( G \) be a finite group and let \( n \) be a positive integer. There exists a positive number \( r \) such that for any \( u \in U(ZG) \) and any positive integer \( v \) :

\[
\sum_{i=0}^{vr-1} \tilde{u}^i = 0,
\]

where \( u \) and \( \tilde{0} \) denote the images of \( u \) and \( 0 \) under the natural map from \( ZG \) to \( Z_nG \). We denote the smallest such number \( r \) by \( b(G, n) \).
Proof. Let $u \in \mathcal{U}(ZG)$ and let $n$ be a positive integer. Since $|\mathcal{U}(Z_n(G))| = d < \infty$ we obtain that $\bar{u}^d = \bar{1}$. Thus
\[
\sum_{i=0}^{m-1} \bar{u}^i = \sum_{i=0}^{d-1} \bar{u}^i (\bar{1} + \bar{u}^d + \cdots + \bar{u}^{(m-1)d}) = \sum_{i=0}^{d-1} \bar{u}^{(m-1)i} n = 0.
\]
Taking $r = nd$, the result follows. □

Lemma 2.3.4 Let $P_T = \{I + gP \alpha (I - gP) \mid s, g \in T, g^2 = g\}$. Then the group $\langle P_T \rangle$ generated by $P_T$ contains the following elements:
\[
\{I + gP \alpha (I - gP) \mid \alpha \in \text{fr}(\eta(Z_0T))\},
\]
where $\eta(Z_0T) = M(ZG; m, m; P)$.

Proof. Note that $(gP)^2 = gP$. Hence, for any $k, l \in \mathbb{Z}; s, s' \in T$,
\[
(I + gP s P(I - gP))^k (I + gP s' P(I - gP))^l = (I + gP k s P(I - gP))(I + gP l s' P(I - gP)) = I + gP (ks + ls') P(I - gP).
\]
Hence the result follows. □

Throughout we denote by $E_{ij}, 1 \leq i, j \leq m$, the classical matrix units of $M_m(ZG)$.

Lemma 2.3.5 Let $(g)_{ij} \in G_{ij}$ be an element of order $l$, and let $d$ be an integer with $1 < d < l$, $(d, l) = 1$. Let $V = \text{fr}(u_{Z_0T}((g)_{ijn}, d))$, $u = u_{ZG}(g_{ijn}, d)$, and $t = (p_{ijn})_{ijn}$. Then, for any positive integer $r$, $V^r$ has a decomposition $V^r = D^r F$, with
\[
D^r = I + (u^r - c) E_{ij},
\]
and

\[ F' = I + tP(u^{-r} - c)E_{ii}(I - tP). \]

Furthermore, if \( r \) is a multiple of \( b(G, m(P)) \), where \( m(P) \) is a positive integer such that \( m(P)^{P-1} \in M_m(\mathbb{Z}G) \) (such an element always exists), then \( F \in \langle P_T \rangle \), where \( P_T \) is as defined in Lemma 2.3.4.

**Proof.** By Lemma 2.3.2, \( V = I + B \), where

\[ B = (b_{i,j}) = (u - e)(p_{i,j}^{-1})_{i,j} P. \]

Note that \( b_{i,j} = (u - e) \). So by Lemma 2.3.1,

\[ V^r = (I + B)^r = I + \sum_{h=0}^{r-1} (u + (u - e))^h B \]

\[ = I + \sum_{h=0}^{r-1} u^h B = I + \sum_{h=0}^{r-1} u^h(u - e) tP = I + (u^r - e)tP. \]

Let \( D' \) and \( F \) be defined as in the statement of the theorem. Note that if \( r \) is a multiple of \( b(G, m(P)) \) then each integral coefficient of \( (u^{-r} - e) = (u^{-1} - e)((u^{-1})^{r-1} + \ldots + u^{-1} + e) \) is a multiple of \( m(P) \) by Lemma 2.3.3. Hence \( \beta = (u^{-r} - e)E_{ii}^{-1}P \) is a matrix with entries in \( \mathbb{Z}G \), and thus \( (u^{-r} - e)E_{ii} = \beta P \) with \( \beta \in \eta(\mathbb{Z}_0 T) = \mathcal{M}(\mathbb{Z}G; m, m; P). \)

Therefore, \( F \in \langle P_T \rangle \) by Lemma 2.3.4.

Finally, we check that \( D'F \) is really a decomposition of \( V^r \) as claimed. Since

\[ F' = I + tP(u^{-r} - e)E_{ii}(I - tP) \]

\[ = I + tP E_{ii}(u^{-r} - e)(E_{ii} - tP) \]

\[ = I + E_{ii}(u^{-r} - e)(E_{ii} - tP) \]

\[ = I + (u^{-r} - e)(E_{ii} - tP). \]
We obtain indeed that

\[
D^r F = I + (u^r - c)E_{ii} + (u^{-r} - c)(E_{ii} - tP) + (u^r - c)(u^{-r} - c)(E_{ii} - tP)
\]

\[
= I + [(u^r - c) + (u^{-r} - c) + (u^r - c)(u^{-r} - c)]E_{ii}
\]

\[
-[(u^{-r} - c) + (u^r - c)(u^{-r} - c)]tP
\]

\[
= I + (u^r - c)tP = V^r
\]

This finishes the proof. □

**Lemma 2.3.6** With notations as in Lemma 2.3.5, let \( r \) be a multiple of \( b(G, m(P)) \), where \( m(P) \) is such that \( m(P)P^{-1} \in M_{m}(ZG) \). Then the group generated by \( f_r(B^0_T) \) and \( \langle P_T \rangle \) contains the subset

\[
D(P) = \{ \sum_{i=1}^{m} u_{ii}^r E_{ii} \mid u_{ii} \in B_G, i = 1, 2, \ldots, m \},
\]

where \( B_G \) is the set of Bass cyclic units of \( ZG \) and \( B^0_T \) the set of the natural images in \( Z_0T \) of the Bass cyclic units of \( ZT \).

**Proof.** Let \( r \) be as in the statement of the Lemma and let \( V \in f_r(B^0_T) \). Because of Lemma 2.3.5, \( D^r = V^r F^{-1} \in \langle f_p(B^0_T), P_T \rangle \). Hence, as \( \sum_{i=1}^{m} u_{ii}^r E_{ii} \) (with each \( u_{ii} \in B_G \)) is a product of \( m \) such \( D^r \)'s, the result follows. □

In the remainder of this section, we show that the group generated by \( B^0_T \) and the images in \( Z_0T \) of bicyclic units of \( ZT \) is a subgroup of finite index in the unit group of the ring \( Z_0T + Zf \), where \( f \) is the identity of \( Q_0T' \).

First we need to introduce some more notations. Since \( QG \) is semisimple, write

\[
QG = \bigoplus_{j=1}^{t} QGe_j,
\]
where each $e_j$ is a primitive central idempotent of $QG$, $j = 1, 2, \ldots, t$. Let $QGe_j = M_{n_j}(D_j)$, $D_j$ is a division ring, $j = 1, 2, \ldots, t$. Then

$$M_m(QG) = \bigoplus_{j=1}^{t} M_{mn_j}(D_j) = \bigoplus_{j=1}^{t} M_m(QG)f_j,$$

where $f_j = e_jI_m$ is a primitive central idempotent of $M_m(QG)$, $M_m(QG)f_j = M_{mn_j}(D_j)$, $j = 1, 2, \ldots, t$. Furthermore, let

$$\Lambda = \bigoplus_{j=1}^{t} \Lambda_j$$

where $\Lambda_j$ is a maximal $Z$-order in $M_m(QG)f_j$ containing $M_m(ZG)f_j$. Let $O_j$ be some maximal $Z$-order in $D_j$, $j = 1, 2, \ldots, t$. Then $M_{mn_j}(O_j)$ is a second maximal order in $M_m(QG)f_j$. We will write $GL_j$ for $GL(mn_j, O_j)$, its group of units, and $SL_j$ for $SL(mn_j, O_j)$. We will several times abuse notations by identifying in the natural way $SL_j$ with a subgroup of $U(\bigoplus_j M_{mn_j}(O_j))$.

**Proposition 2.3.1** The centre $Z(U(ZG))$ of $U(ZG)$ is finitely generated.

**Proof.** Let $K_j$ be the centre of $D_j$ which is an algebraic number field whose ring of integers we denote by $O_j$. Then $O_j$ is an order in $K_j$, and $\prod_j O_j$ is an order in $\prod_j K_j$. First by [18, Proposition 1.10, p.14], the centre $Z(ZG)$ is an order in $Z(QG)$. Since $Z(QG) = \prod_j Z(QGe_j) = \prod_j Z(M_{n_j}(D_j)) \cong \prod_j K_j$, $U(Z(ZG)) : U((\prod_j O_j) \cap Z(ZG))] < \infty$ and $U(\prod_j O_j) : U((\prod_j O_j) \cap Z(ZG))] < \infty$ from Lemma 1.4.2. By the Dirichlet's unit theorem (see for example [18, Proposition 2.11, p.5]), $U(\prod_j O_j)$ is finitely generated, and thus $U((\prod_j O_j) \cap Z(ZG))$ is a finitely generated Abelian group. It follows that $U(Z(ZG)) = Z(U(ZG))$ is finitely generated. $\Box$
Lemma 2.3.7 Let \( J \) be a subgroup of \( U(M_{n}(ZG)) \) which contains a subgroup \( \prod_{j=1}^{t} J_{j} \), where \( J_{j} \) is a subgroup of finite index in \( SL_{j} \), \( j = 1, 2, \ldots, t \). Then the group \( \{ f_{p}(B_{j}^{Z}), J, P_{T} \} \) contains a subgroup of finite index in the centre of \( U(M_{n}(ZG)) \).

Proof. Let \( r \) be a multiple of \( b(G, m(P)) \), and let \( w \) denote the natural map from \( U(ZG) \) to \( K_{1}(ZG)[2] \). Further, denote by \( \pi_{j} \) the projection of \( QG \) onto \( QG_{r_{j}} = M_{n_{j}}(D_{j}) \), \( j = 1, 2, \ldots, t \). It is well known that the group generated by \( w(B_{r_{j}}) \) is of finite index in \( K_{1}(ZG) [2] \).

Clearly

\[
Z = Z(U(M_{n}(ZG))) = U(Z(M_{n}(ZG))) = \left\{ \sum_{i=1}^{m} z_{i} \right\} \mid z \in Z(U(ZG)) \}
\]

Write \( z = \sum_{i=1}^{m} z_{i} \in Z \). Since \( [U(ZG) : U(ZG \cap \prod M_{n_{j}}(O_{j}))] = l < \infty \) from Lemma 1.4.2, \( z' \in U(ZG \cap \prod M_{n_{j}}(O_{j})) \) for all \( z \in Z(U(ZG)) \). So there exists a positive integer \( k \) \((k \text{ is independent of } z, \text{ for example, choosing the index of } w((B_{G})) \text{ in } K_{1}(ZG) \) \) such that \( w(z^{k}) = w(b_{z}) \in w((B_{r_{j}})) \), where \( b_{z} \in (B_{r_{j}}) \), that is \( w(z^{k}b_{z}^{-1}) = 1 \). This means that a suitable matrix

\[
\begin{bmatrix}
z^{k}b_{z}^{-1} \\
\vdots \\
1
\end{bmatrix}
\]

is a commutator. Therefore, \( \pi_{j}(z^{k}b_{z}^{-1}) \in M_{n_{j}}(O_{j}) \) and \( \pi_{j}(z^{k}b_{z}^{-1}) \) as well as \( \pi_{j}(z^{r_{j}k}b_{z}^{-r_{j}}) \) have reduced norm one. So, by the assumptions, there exists a natural number \( v \) (independent on \( z \)) such that \( \pi_{j}(z^{l_{j}k}b_{z}^{-l_{j}}) \in J_{j}, j = 1, 2, \ldots, t \). Note that since \( K_{1}(ZG) \) is abelian, we may assume that \( b_{z}^{v} \) is a product of \( v \)-th powers.
of Bass cyclic units. Because of Lemma 2.3.6 $b_z^{-rv} = \mathbb{B}_Z^{\nu} l_m \in \langle f_p(B_{pT}^0), P_T \rangle$. Hence

$$z^{rlkv}b_z^{-rv} = \sum_{j=1}^{t} \pi_j(z^{rlkv}b_z^{-rv})l_m \in \prod_{j=1}^{t} J_j \subseteq J$$

Therefore $z^{rlkv} \in \langle f_p(B_{pT}^0), P_T, J \rangle$. Then the result follows since $rlkv$ is a constant and $Z$ is finitely generated. □

Lemma 2.3.8 Under the assumptions of Lemma 2.3.7

$$\langle f_p(B_{pT}^0), P_T, J \rangle$$

is of finite index in $U(M_m(ZG))$.

Proof. Since $I = \sum_j f_j$, $\Lambda = \bigoplus \Lambda_j$, and $M_m(ZG)f_j \leq \Lambda_j$,

$$M_m(ZG) \subseteq \sum_j M_m(ZG)f_j \subseteq \sum_j \Lambda_j = \Lambda.$$ 

Then by Lemma 1.4.2, $[U(A) : U(M_m(ZG))] < \infty$. It is easy to check

$$Z(U(A)) \cap U(M_m(ZG)) = Z(U(M_m(ZG))).$$

Hence

$$[Z(U(A)) : Z(U(M_m(ZG)))] < \infty.$$ 

Lemma 2.3.7 yields that $\langle f_p(B_{pT}^0), P_T, J \rangle$ contains a subgroup $V$ such that

$$[Z(U(M_m(ZG))) : V] < \infty.$$

So $[Z(U(A)) : V] < \infty$. Furthermore, since $Z(U(A)) = \prod Z(U(A_j))$, we obtain $[Z(U(A_j)) : V \cap Z(U(A_j))] < \infty$. Now $V \supseteq \prod V \cap Z(U(A_j))$, so it follows that $\langle f_p(B_{pT}^0), P_T, J \rangle$ contains a subgroup $K = \prod K_j$, where each $K_j = V \cap Z(U(A_j)) \cap Z(GL_j)$ is of finite index in $Z(GL_j)$.
Clearly, \( K_jf_j \) is of finite index in \( GL_j \) and thus \( \langle f_j, B_{P_j}, P_j, J \rangle \) contains a subgroup of finite index in the unit group of the order \( \prod M_{nn_j}((\mathcal{O}_j)) \). Hence it also contains a subgroup of finite index in \( U(\Lambda) \). Since \( \langle f_j, B_{P_j}, P_j, J \rangle \subseteq U(M_m(\mathbb{Z}G)) \subseteq U(\Lambda) \) the result follows. 

Next, we construct a finite set of generators for a group \( J \) with the properties as in Lemma 2.3.7.

**Lemma 2.3.9** Let \( t \) be a nonzero idempotent in \( T \) (recall that \( 1 < m \)). Then \( tPf_j \) is a non-central idempotent of \( M_m(\mathbb{Q}G)f_j = M_m(\mathbb{Q}Ge_j) \), for \( j = 1, 2, \ldots, t \).

**Proof.** For the sake of simplicity and convenience, we may assume that \( t = (e)_{11} \) (see for example [4, Corollary 3.12, page 106]). Now \( Z(M_m(\mathbb{Q}Ge_j)) = \{ \sum_{i=1}^m cB_{ii} \mid c \in Z(\mathbb{Q}Ge_j) \} \). It follows that \( (e)_{11}Pf_j = cB_{11} \sum_{k,l} p_{kl}e_jB_{kl} = \sum_{i=1}^m p_{1i}B_{1i} = ee_jE_{11} + \sum_{i=2}^m p_{1i}e_jE_{11} \neq 0 \), and \( (e)_{11}Pf_j \notin Z(M_m(\mathbb{Q}G)) \) since \( m > 1 \). Hence the result follows. 

**Lemma 2.3.10** Assume that \( m > 2 \) and let \( t \) be a nonzero idempotent in \( T \). Let \( J_{tp} \subseteq M_m(\mathbb{Z}G) \) be the group generated by the elements:

\[
I + tpP(I - tp)
\]

and

\[
I + (I - tp)sP(1 - tp)
\]

where \( s \in T \). Then \( J_{tp} \) contains a subgroup of finite index in \( SL_j = SL(mn_j, \mathcal{O}_j) \), \( j = 1, 2, \ldots, t \).
Proof. By Lemma 2.3.9, \( tPf_j \) is a non-central idempotent of \( M_m(\mathbb{Q}G)f_j \). Therefore the result is proved as in Proposition 3.2 in [11]. □

Note that the assumption \( m > 2 \) ensures that the assumptions of Proposition 3.2 in [11] are satisfied; in particular, one can make use of the congruence theorems.

**Proposition 2.3.2** Assume that \( m > 2 \). Then the group generated by \( B_1^0 \) and

\[
\{ f + ts(f - t), f + (f - t)s | s, t \in T, \text{ and } t^2 = t \neq 0_T \}
\]

is of finite index in the unit group of the ring \( \mathbb{Z}_0 T + \mathbb{Z}f \), where \( f \) is the identity of \( \mathbb{Q}_0 T \).

**Proof.** From Lemma 2.3.8 and Lemma 2.3.10, it follows that the group generated by \( fP(B_1^0) \) and the units \( I + tPsP(I - tP) \) and \( I + (I - tP)sPtP, t = t^2 \neq 0_T, s \in T \), is a subgroup of finite index in the unit group of \( M_m(\mathbb{Z}G) \), and hence in \( \sum_{s \in T} \mathbb{Z}gP + \mathbb{Z}I_m \). So the result follows from Lemma 1.3.1. □

### 2.4 The Main Theorem

We are now in a position to prove our main result. Recall that \( S \) is a finite semigroup such that \( QS \) is a semisimple ring and such that \( ZS \) contains an identity \( 1 \).

Before the proof of the main theorem, we need the following fact in group theory.

**Lemma 2.4.1** Let \( A_i, 1 \leq i \leq n \), be groups with identities \( e_i \), and \( U_i, 1 \leq i \leq n \) be subgroups of the product \( A = \prod_{i=1}^n A_i \) such that, for each \( i \), \( \pi_i(U_i) \) is a finite index subgroup of \( A_i \) and \( \pi_j(U_i) = e_i \) for \( j < i \), where \( \pi_i \) is the natural projection of \( A \) onto \( A_i \). Then, the group generated by \( \bigcup_i U_i \) is a finite index subgroup of \( A \).
Proof. We prove the Lemma by induction on \( n \). It is clear for \( n = 1 \). Now assume that the Lemma is true for \( n \) (\( 1 \leq n \)). Thus if \( A = \prod_{i=1}^{n+1} A_i \), then \( A = (\prod_{i=1}^{n} A_i) \times A_{n+1} = C \times A_{n+1} \) with \( C = \prod_{i=1}^{n} A_i \). Let \( \pi_C : A \to C \) be the natural projection. The group generated by \( \pi_C(\bigcup_{i=1}^{n} U_i) \) is a finite index subgroup of \( C \) because we can apply the induction hypothesis to the groups \( \pi_C(U_i), 1 \leq i \leq n \). Therefore, it is sufficient to prove the Lemma in case \( n = 2 \). So let \( A = A_1 \times A_2 \), and write \( A_1 = \bigcup_{\eta} \pi_1(U_i) a_{1\eta} \) and \( A_2 = U_k \pi_2(U_2) a_{2k} \), each a disjoint union of finitely many cosets. Then we claim that \( A = \bigcup_{\eta, \kappa} (U_1 \times U_2)(a_{1\eta} a_{2\kappa}) \), where \( \langle U_1, U_2 \rangle \) denotes the group generated by \( U_1 \) and \( U_2 \). Indeed, for any \( (a_1, a_2) \in A \), write \( a_1 = \pi_1(u_1)a_{1\eta}, a_2 = \pi_2(u_2)a_{2k} \), for some \( u_1 \in U_1, u_2 \in U_2 \). By assumption \( \pi_1(U_2) = 1 \). Hence \( (a_1, a_2) = (\pi_1(u_2 u_1)a_{1\eta}, \pi_2(u_2 u_1 u_1^{-1})a_{2k}) = u_2 u_1 (a_{1\eta}, \pi_2(u_1^{-1})a_{2k}) \). But \( \pi_2(u_1^{-1})a_{2k} \in A_2 \), so it can be written as \( \pi_2(u_{2\kappa}) a_{2k} \) for some \( u_{2\kappa} \in U_2 \). Thus

\[
(a_1, a_2) = u_2 u_1 (\pi_1(u_{2\kappa}) a_{1\eta}, \pi_2(u_{2\kappa}) a_{2k}) = u_2 u_1 u_{2\kappa} (a_{1\eta}, a_{2k}).
\]

This shows the claim, and hence the result follows. \( \Box \)

Theorem 2.4.1 Assume that if \( S^0 \) has a principal factor

\[
S_i/S_{i+1} \cong \mathcal{M}^0(G_i; m_i, m_i; P_i)
\]

with \( m_i = 1 \) then \( G_i \) does not have a non-abelian homomorphic image which is fixed point free. Further suppose QS does not have simple components of the following type:

(i) a non-commutative division algebra other than a totally definite quaternion algebra;
(ii) a $2 \times 2$ matrix ring over the rationals;

(iii) a $2 \times 2$ matrix ring over a quadratic imaginary extension of the rationals;

(iv) a $2 \times 2$ matrix ring over a non-commutative division algebra.

Then the group generated by the following elements is of finite index in $U(\mathbb{Z}S)$:

(i) the Bass cyclic units $B_S$ of $\mathbb{Z}S$;

(ii) the bicyclic units $\{1 + \hat{g}s(1 - g), 1 + (1 - g)s\hat{g} | s \in S, g \in GR(S)\}$.

Proof. Note that if $S$ does not have a zero element, then $\mathbb{Z}S^0 \cong \mathbb{Z}S \oplus \mathbb{Z}\theta_S$ (a direct product of rings). Hence to prove the result we may assume that $S$ has a zero element $\theta_S$.

We know that

$$\mathbb{Q}S \cong \psi \oplus_{i=0}^n Q_0(S_i/S_{i+1}) \oplus \mathbb{Q}\theta_S.$$ 

Further let $\pi_i$ denote the projection of the latter ring onto the $i$-th summand. Let $f_i$ be the identity of $Q_0(S_i/S_{i+1})$. Then

$$\psi(\mathbb{Z}S) \subseteq (\oplus_{i=0}^n \mathbb{Z}S_0(S_i/S_{i+1}) + \mathbb{Z}f_i) \oplus \mathbb{Z}\theta_S.$$ 

Let $U_i$ be the subgroup of $U(\mathbb{Z}S')$ generated by $B_S$, and $\{1 + \hat{g}s(1 - g), 1 + (1 - g)s\hat{g} | s \in S, g \in GR(S_i)\}$. Then, in case $m_i \geq 3$, from Proposition 2.3.2 it follows that $\pi_i(\psi(U_i))$ is of finite index in $U(\mathbb{Z}_0(S_i/S_{i+1}) + \mathbb{Z}f_i)$. In case $m_i = 1$, the same holds because of the results in [11] (note that $\pi_i(\psi(\mathbb{Z}S))$ is a group ring). Finally note that for each $i$ and $u_i \in U_i$, $\pi_j(\psi(u_i)) = f_j$ for $j < i$. By Lemma 2.4.1, the group generated by $\psi(\bigcup U_i)$ is of finite index in $U(\oplus_i (\mathbb{Z}_0(S_i/S_{i+1}) + \mathbb{Z}f_i) \oplus \mathbb{Z}\theta_S)$. Hence the result follows. $\square$
It is worth mentioning that recently Jespers and Leal in [12] described precisely when a simple component of the rational group algebra $QG$ of a finite nilpotent group is of the exceptional type mentioned in Theorem 2.4.1. As an immediate consequence one can also classify when an exceptional simple component occurs in semisimple Artinian rational semigroup algebras of finite nilpotent semigroups.

Recall that a semigroup $S$ is said to be nilpotent of class $n$, a notion introduced by Malcev [20] (see also [17]), if $S$ satisfies the identity $X_n = Y_n$ and $n$ is the least positive integer with this property. Here we say the identity $X_n = Y_n$ is satisfied in $S$ if $x_n = y_n$ for all $x, y \in S$ and $w_1, w_2, \ldots \in S$ with the following definitions of $x_n$ and $y_n$:

$$x_0 = x, \ y_0 = y,$$

and, for $0 \leq n$,

$$x_{n+1} = x_n w_{n+1} y_n, \ y_{n+1} = y_n w_{n+1} x_n.$$

By [17, Lemma 2.1, p.986], $S = M^{G}(G; m, m; P)$ is nilpotent if and only if $G$ is nilpotent and $S$ is an inverse semigroup. Furthermore, if $S$ is a nilpotent semigroup (not necessarily completely 0-simple), then any subsemigroup of $S$ itself is a nilpotent semigroup.

Before we state our result, we need some notations of [12].

$Q_{2m} = \langle g, h \mid g^m = 1, h^2 = g^{m/2}, hgh^{-1} = g^{-1} \rangle$, $m > 2, 2 | m$, the quaternion group of order $2m$,

$\mathbf{H}(F)$, the quaternion algebra over a field $F$,

$\zeta_n$, a primitive $n$-th root of unity,

$C_n = \langle g \mid g^n = 1 \rangle$, cyclic group of order $n$, 
\[ D_{2m} = \langle g, h \mid g^m = 1, h^2 = 1, hgh^{-1} = g^{-1}, \ h > 2, \ \text{the dihedral group of order } 2m, \]
\[ S_{2m+1} = \langle g, h \mid g^{2m} = 1, h^2 = 1, hgh^{-1} = g^{-1+2^{m-1}}, \ 3 \leq m, \]
\[ D = \langle a, b, c \mid a^2 = b^2 = c^4 = 1, ac = ca, bc = cb, ba = c^2 ab \rangle, \]
\[ D^+ = \langle u, b, c \mid a^4 = 1, b^2 = 1, c^4 = 1, ac = ca, bc = bc, ba = ca^3 b \rangle, \]
\[ D_{10}^+ = \langle a, b \mid a^8 = b^2 = 1, ba = a^5 b \rangle, \]
\[ D_{10}^- = S_{10}, \]

\( G \vartriangleleft H, \) the central product of groups \( G \) and \( H \) with some central subgroups identified (cf. [38, 4.16]), but it will be clear from the context which central groups these are.

Now, corresponding to Theorems 2.2 and 2.3 of [12], we have

**Theorem 2.4.2** Let \( S \) be a finite nilpotent semigroup such that \( QS \) is a semisimple Artinian ring. Further, let

\[ S^0 = S_0 \supset S_1 \supset S_2 \supset \cdots \supset S_n \supset S_{n+1} = \{0_S\} \]

be a principal series of \( S^0 = S \cup \{0\} \), and \( S_i / S_{i+1} \cong M^0(G_i; m_i, m_i, P_i), \) \( G_i \) a group, \( P_i^{-1} \in M_{m_i}(QG_i), \) \( i = 0, 1, \ldots, n, \)

\[ QS^0 \cong \bigoplus_{i=0}^{n} M_{m_i}(QG_i) \oplus \mathbf{Q} \theta_S. \]

Finally, let \( e \) be a primitive central idempotent of \( QS \).

(i) If \( QS e \) is a noncommutative division ring, then there exists some \( m_i = 1, \) and there exists a primitive central idempotent \( e_i \) in \( QG_i \) such that if \( G_i e_i \) is a 2-group, \( G_i / G_i e_i \cong \mathbf{Q}_{2^n}, \) \( 3 \leq n, \) and \( QS e \cong \mathbf{Q} G_i e_i \cong \mathbf{Q}(\mathbf{Q}(\xi_{2^n-1} + \xi_{2^n-1}^{-1})); \) if \( G_i e_i \) is not a 2-group, \( G_i / G_i e_i \cong \mathbf{Q}_3 \times \mathbf{C}_n, \) \( n \) odd, \( QS e \cong \mathbf{Q} G_i e_i \cong \mathbf{H}(\mathbf{Q}(\xi_n)), \) and the order of 2 modulo \( n \) is odd.
(ii) If $Q\mathcal{S}e \cong M_2(F)$, and $\dim_Q(F) \leq 2$, $F$ a field, then there exists some $m_i = 1,$ or $m_i = 2$, and there exists a primitive central idempotent $e_i$ in $QG_i$ such that if $m_i = 1$ and $G_i e_i$ is a 2-group, then one of the following situations occurs:

(a) $QG_i e_i \cong F = Q$ and $G_i / G_i e_i \cong D_8$;

(b) $QG_i e_i \cong F = Q(\sqrt{2})$ and $G_i / G_i e_i \cong D_{16}$;

(c) $QG_i e_i \cong F = Q(\sqrt{-2})$ and $G_i / G_i e_i \cong D_{16}^-;

(d) $QG_i e_i \cong F = Q(i)$ and $G_i / G_i e_i \cong D_{16}^+, D$, or $D^+$.

If $m_i = 1$ and $G_i e_i$ is not 2-group, then $QG_i e_i \cong F = Q(\xi_3)$ and $G_i / G_i e_i \cong D_8 \times C_3$ or $Q_8 \times C_3$; Finally, if $m_i = 2$, then $QG_i e_i \cong Q(\xi_n)$ and $G_i e_i \cong C_n$, where $\xi = 1, 2, 3, 4$ or 6.

(iii) If $Q\mathcal{S}e \cong M_2(D)$, with $D$ a noncommutative division ring, then there exists some $m_i = 1$ or $m_i = 2$, and there exists a primitive central idempotent $e_i$ in $QG_i$ such that if $m_i = 1$, and $G_i e_i$ is a 2-group, then $QG_i e_i \cong D \cong H(Q(\xi_{n-1} + \xi_{n-1}^{-1}))$ and one of the following situations occurs:

(a) $G_i / G_i e_i \cong D_8 \cup Q_2$;

(b) $G_i / G_i e_i \cong H \cup Hg$ where $H$ is a normal subgroup of index 2 in $G_i / G_i e_i$ such that $H$ contains a non-trivial normal subgroup $N$ with $N \cap gNg^{-1} = \{1\}$ and $H/N \cong Q_2$;

If $m_i = 1$ and $G_i e_i$ is not a 2-group, then $QG_i e_i \cong D \cong H(Q(\xi_n))$ and $G_i / G_i e_i \cong S \times C_n$, $n$ an odd number such that the order of 2 modulo $n$ is odd, and $S$ is one of the following groups:
(a) $D_8 \times Q_8$;

(b) $(Q_8 \times Q_8) \rtimes C_2$, the semidirect product;

(c) $\langle a, b, c, g \mid a^4 = b^4 = 1, ab = ba, c^2 = a^2b^2, cac^{-1} = a^{-1}, cbc^{-1} = b^{-1}, g^2 = 1, gag^{-1} = b, gb^{-1} = a, gc = cg \rangle$;

(d) $\langle a, b, c, g \mid a^4 = b^4 = 1, ab = ba, c^2 = a^2b^2, gag^{-1} = b, gb^{-1} = a^{-1}, g^2 = c \rangle$;

(e) $\langle a, b, c, g \mid a^2 = b^2, a^4 = 1, ba = a^3b, c^2 = 1, ca = ac, cb = bc, g^2 = 1, ga = ag, gb^{-1} = cab, gce^{-1} = a^2c \rangle$;

(f) $\langle a, b, c, g \mid a^2 = b^2, a^4 = 1, ba = a^3b, c^2 = 1, ca = ac, cb = bc, g^2 = a, gb^{-1} = b^2c, gce^{-1} = b^2c \rangle$;

(g) $\langle a, b, c, g \mid a^2 = b^2, a^4 = 1, ba = a^3b, c^2 = 1, ca = ac, cb = bc, g^2 = a, bg^{-1} = gb^3, gce^{-1} = g^2c \rangle$

Finally, if $m_i = 2$ and $G_i e_i$ is a 2-group, $G_i / G_i e_i \cong Q_{2^n}$, $3 \leq n$, and $QSe \cong M_2(QG_i e_i) \cong M_2(H(Q(\xi_{2^{n-1}} - 1)))$; if $m_i = 2$ and $G_i e_i$ is not a 2-group, $G_i / G_i e_i \cong Q_n \times C_n$, $n$ odd, $QSe \cong M_2(QG_i e_i) \cong M_2(H(Q(\xi_n)))$, and the order of 2 modulo $n$ is odd.

**Proof:** The results are very clear from Theorems 2.2 and 2.3 of [12] except the last part of (ii) with respect to the possibilities of $q_i$. Now if $QG_i e_i \cong F$ is a field, then the subgroup $G_i e_i$ of $F$ is a cyclic group, say generated by $ge_i$ and say of order $q_i$. Hence $QG_i e_i$ is a cyclotomic extension of order $q_i$ of $Q$. Since $F$ is of dimension at most 2 over $Q$, $\phi(q_i) = 1$ or 2 (see for example [7, Proposition 8.3, p.299]). It is easy to see that $\phi(q_i) = 1$ implies $q_i = 1$ or 2 and that $\phi(q_i) = 2$ implies $q_i = 4$ or
6. Indeed, let \( q_i = p_1^{x_1}p_2^{x_2} \ldots p_l^{x_l} \), where \( p_j, 1 \leq j \leq l \), are different prime numbers with \( p_1 < p_2 < \ldots < p_l \), and \( x_j, 1 \leq j \leq l \), are non-negative integers. Then basic properties of the \( \phi \) tell us that \( \phi(q_i) = \prod_{1 \leq j \leq l} \phi(p_j^{x_j}) = \prod_{1 \leq j \leq l} (p_j^{x_j} - p_j^{x_j-1}) \). Clearly \( \phi(q_i) = 1 \) or 2 implies \( l \leq 3 \). If \( l = 1 \), \( q_i = p_1^{x_1} \), then \( \phi(q_i) = 1 \) implies \( x_1 = 0 \) (i.e., \( q_i = 1 \)) or \( p_1 = 2, x_1 = 1 \) (i.e., \( q_i = 2 \)); \( \phi(q_i) = 2 \) implies \( p_1 \leq 3 \). If \( p_1 = 2 \) then \( x_1 = 2 \), so \( q_i = 4 \), while if \( p_1 = 3 \), then \( x_1 = 1, \) so \( q_i = 3 \). Similarly, one can check that if \( l = 2 \), \( q_i = p_1^{x_1}p_2^{x_2} \), then \( \phi(q_i) = 2 \) implies \( p_1 = 2, p_2 = 3 \) and \( x_1 = x_2 = 1 \), i.e., \( q_i = 6 \). Finally, one also could check that if \( l = 3 \), \( q_i = p_1^{x_1}p_2^{x_2}p_3^{x_3} \), and \( x_1 \neq 0, x_2 \neq 0, x_3 \neq 0 \) then \( \phi(q_i) > 2 \). Therefore, the possibilities of \( q_i \) are 1, 2, 3, 4, or 6. \( \square \)
Chapter 3

Full Unit Groups: A Class of Examples

In the previous chapter, finitely many generators are constructed for a subgroup of finite index of $\mathcal{U}(\mathbb{Z}S)$ for a large class of finite semigroups with $\mathbb{Q}S$ semisimple Artinian. The problem to describe the full unit groups remains open. However we are able to describe these unit groups for concrete examples of finite semigroups $S$. In case $\mathbb{Z}S$ is the direct product of the contracted integral semigroup rings $\mathbb{Z}_0(S_i/S_{i+1})$ of the principal factors $S_i/S_{i+1} \cong \mathcal{M}^0(G_i; m_i; m_i; P_i)$ (that is the sandwich matrices $P_i$ are invertible in $M_{m_i}(\mathbb{Z}G_i)$), then $\mathcal{U}(\mathbb{Z}S) \cong \prod GL(m_i, \mathbb{Z}G_i)$. Hence the problem is reduced to matrices over group rings. Now recently (see for example [10], [13], [14], [15], [16], [25]) the unit group $\mathcal{U}(\mathbb{Z}G)$ has been described for several classes of finite groups $G$. With the same methods one can also describe $GL(n, \mathbb{Z}G)$ for several concrete examples of groups $G$. More examples of full unit groups can be found in [1], [6], [18], [19], [21], [24], [28], [30], [33], [34].

In this chapter, we compute $\mathcal{U}(\mathbb{Z}S)$ for some examples of finite semigroups $S$. We do this for the “easiest” class of semigroups that does not fall in the above
mentioned classes of examples. More specially, we consider the class of semigroups that are monoid extensions of elementary Rees matrix semigroups \( M^0(\{1\}; n, n; P) \); and we are interested in the case \( P \) is not invertible in \( M_n(\mathbb{Z}) \).

### 3.1 General Method

Let \( S = M^0(\{1\}; n, n; P) \) be an elementary Rees matrix semigroup and assume that sandwich matrix \( P \) is invertible in \( M_n(Q) \). Put \( T = S^1 \). Clearly, \( ZT' \) has an identity and, because of Lemma 1.3.1, \( QS \) is semisimple Artinian.

Write

\[
QT = QT' \oplus QT'(1 - E) \oplus QT'(E - \theta),
\]

and note that

\[
ZT \subseteq ZT' \oplus ZT'(1 - E) \oplus ZT'(E - \theta)
\]

where \( E \) is the identity of \( QS \). We denote \( ZT', ZT' \oplus ZT'(1 - E), ZT'(E - \theta) \) by \( R, R_1, R_2, R_3 \), respectively, and denote the sum of \( R_1, R_2, R_3 \) by \( R' \). So \( R \subseteq R_1 \oplus R_2 \oplus R_3 = R' \). Since \( R \) and \( R' \) are \( Z \)-orders of \( QT \), we know, from Lemma 1.4.2, if \( \alpha \in R \) and \( \alpha \in U(R') \), then \( \alpha \in U(R) \). In particular, \( \alpha \in U(R) \) if and only if \( \alpha \theta \in U(R_1), \alpha(1 - E) \in U(R_2), \alpha(E - \theta) \in U(R_3) \). For an element \( \alpha \) of \( R \), we have a close look at its decomposition in \( R' \). Write

\[
\alpha = l_1 + m\theta + \sum_{i,j} n_{ij}(1)_{ij},
\]

\( l, m, n_{ij} \in \mathbb{Z}, i, j = 1, 2, \ldots, n \). Then,

\[
\alpha = \alpha \theta + \alpha(1 - E) + \alpha(E - \theta),
\]
where

\[ \alpha \theta = (l + m + \sum_{i,j} n_{ij}) \theta, \]
\[ \alpha (1 - E) = \alpha - \alpha E \]
\[ = \alpha - lE - m\theta - \sum_{i,j} n_{ij}(1)_{ij} \]
\[ = l(1 - E), \]

and

\[ \alpha (E - \theta) = l(E - \theta) + \sum_{i,j} n_{ij}(1)_{ij}(E - \theta). \]

Further, we know that

\[ QS = Q \theta \oplus QS(E - \theta), \quad h(QS(E - \theta)) = Q_0 S \]

and

\[ Q_0 S \cong M(Q; n, n; P) \cong \Gamma \pi \pi M_n(Q), \]

where \( h \) is the natural homomorphism from \( QS \) to \( Q_0 S \). Thus,

\[ f_p(\eta(h(\alpha(E - \theta)))) = f_p \left( \eta \left( h(l(E - \theta) + \sum_{i,j} n_{ij}(1)_{ij}(E - \theta)) \right) \right) \]
\[ = f_p(\eta(h(l(E - \theta)))) + f_p \left( \eta \left( h \left( \sum_{i,j} n_{ij}(1)_{ij}(E - \theta) \right) \right) \right) \]
\[ = l f_p(\eta(h(E - \theta))) + f_p \left( \eta \left( h \left( \sum_{i,j} n_{ij}(1)_{ij}(E - \theta) \right) \right) \right) \]
\[ = l l + f_p \left( \eta \left( h \left( \sum_{i,j} n_{ij}(1)_{ij} \right) h(E - \theta) \right) \right) \]
\[ = l l + f_p \left( \eta \left( h \left( \sum_{i,j} n_{ij}(1)_{ij} \right) \right) \right) f_p(\eta(h(E - \theta))) \]
\begin{equation}
= U + f_p \left( \eta \left( h \left( \sum_{i,j} n_{ij}(1)_{ij} \right) \right) \right)
= U + \sum_{i,j} n_{ij}(1)_{ij} P
= U + (n_{ij}) P = U + AP
\end{equation}

where \( I \) is the identity of the full matrix ring \( M_n(\mathbb{Z}) \), and \( A = (n_{ij}) \in M_n(\mathbb{Z}) \). It follows that \( U(R_1) = \{ \pm 0 \} \), \( U(R_2) = \{ \pm (1 - E) \} \), and \( \alpha \in U(R) \) if and only if \( l = \pm 1 \), \( l + m \sum_{i,j} n_{ij} = \pm 1 \), and \( \pm I + AP \in \mathcal{W} \), where \( \mathcal{W} = (\pm I + M_n(\mathbb{Z})P) \cap GL_n(\mathbb{Z}) \).

In particular, \( \mathcal{W} \) is an image of the group \( U(R) \), and thus \( \mathcal{W} \) itself is a group.

Let \( \mathcal{V} = (I + M_n(\mathbb{Z})P) \cap GL_n(\mathbb{Z}) \), and \( \mathcal{V}_+ = (I + M_n(\mathbb{Z})P) \cap SL_n(\mathbb{Z}) \). It is clear that \( \mathcal{V} \) and \( \mathcal{V}_+ \) are groups since \( \mathcal{W} \) is a group. Put \( d_p = \text{det} \ P \), the determinant of \( P \). Then \( \mathcal{W} = \pm \mathcal{V}_+ \) and \( \mathcal{V}_+ \supseteq \Gamma(d_p) = \{ u = I + d_p M_n(\mathbb{Z}) \mid \text{det} \ u = 1 \} \) because \( I + d_p M_n(\mathbb{Z}) = I + d_p M_n(\mathbb{Z})(P^{-1} P) = I + M_n(\mathbb{Z})(d_p P^{-1})P \subseteq I + M_n(\mathbb{Z})P \). So \( \frac{\mathcal{V}_+}{\Gamma(d_p)} \subseteq \frac{SL_n(\mathbb{Z})}{\Gamma(d_p)} \cong SL_n(\mathbb{Z}_d) \) [22, Theorem VII.6, p.109], where \( \mathbb{Z}_d = \frac{\mathbb{Z}}{d_p \mathbb{Z}} \).

We first show the following.

**Lemma 3.1.1** Let \( \mathcal{U}_1(R) = \mathcal{U}(\{ 1 + m\theta + \sum_{i,j} n_{ij}(1)_{ij} \mid m, n_{ij} \in \mathbb{Z}, 1 \leq i,j \leq n \}) \). Then

\[
\frac{\mathcal{U}_1(R)}{\{ 1, 1 - 2\theta \}} \cong \mathcal{V}
\]

**Proof:** From the above, we know that the map

\[
\phi : \mathcal{U}_1(R) \to \mathcal{V} : 1 + m\theta + \sum_{i,j} n_{ij}(1)_{ij} \to I + (n_{ij}) P
\]

is a group homomorphism. If \( I + (n_{ij}) P \in \mathcal{V} \), then with \( m = -\sum_{i,j} n_{ij} \), \( \alpha = 1 + m\theta + \sum_{i,j} n_{ij}(1)_{ij} \in \mathcal{U}_1(R) \), \( \phi(\alpha) = I + (n_{ij}) P \). Thus \( \phi \) is onto. We claim that
\( \ker \phi = \{1, 1 - 20\} \). Indeed, let \( \phi(\alpha) = 1 \), then \( a_{ij} = 0, i, j = 1, 2, \ldots, n, \) and thus \( \alpha = 1 + m \theta \). Further, \( \alpha \in U_1(R) \) implies that \( m = \pm 1 - 1 = 0 \) or \(-2\). □

Note that since \( \Gamma(\Delta) \subseteq \mathcal{V}_+ \), the group \( \mathcal{V}_+ \) is of finite index in \( SL_n(\mathbb{Z}) \). Let \( \{y_1, \ldots, y_r\} \) be a transversal for \( \mathcal{V}_+ \) in \( SL_n(\mathbb{Z}) \).

We need the following two theorems to carry on our discussion. A proof for the first one can be found in [22, Theorem VII.7, p.24].

**Theorem 3.1.1** If \( R \) is a Euclidean ring which is not of characteristic 2, then \( SL_n(R) \) is generated by

\[
x_1 = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
(-1)^{n-1} & 0 & 0 & \cdots & 0
\end{bmatrix}
\]

and

\[
x_2(u) = \begin{bmatrix}
1 & u & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{bmatrix},
\]

where \( u \in R \). In particular, \( SL_n(\mathbb{Z}) \) is generated by \( x_1, x_2 = x_2(1) \).

The next theorem is well known. Since it is essential for our further calculations, we include a proof (taken from [27, Lemma 1.7, p.117]).

**Theorem 3.1.2** Let \( G \) be a group generated by \( x_1, x_2, \ldots, x_t \), and let \( H \) be a subgroup of finite index with right transversal \( \{y_1, y_2, \ldots, y_m\} \) in \( G \). Then \( H \) is generated by
the elements $h_{ij}, 1 \leq j \leq m, 1 \leq i \leq l$, which are such that $y_jx_i = h_{ij}y_j'$, for some $j' \in \{1,2,\ldots,m\}$.

**Proof.** For fixed $i$, right multiplication by $x_i$ permutes the right cosets of $H$, and we have $Hy_jx_i = Hy_j'$ for some $j' \in \{1,2,\ldots,m\}$ depending on $i,j$. Hence there exists $h_{ij} \in H$ with $y_jx_i = h_{ij}y_j'$. Let $H_0 = \langle h_{ij} \mid j = 1,2,\ldots,m; i = 1,2,\ldots,l \rangle$.

We show that $H = H_0$.

Set $C = \cup_i^m H_0 y_j$. Then for each fixed $i$

$$C x_i = \cup_i^m H_0 y_j x_i = \cup_i^m H_0 h_{ij} y_j' = \cup_i^m H_0 y_j'$$

because $h_{ij} \in H_0$. Thus $C x_i = C$, because for fixed $i$, the map $j \rightarrow j'$ is a permutation of the subscripts. Now $G = (x_1,x_2,\ldots,x_l)$ yields $CG = C$, and hence because $C \neq \emptyset$, we have $C = G$. Suppose, finally, that $y_i$ is the unique coset representative contained in $H$. Then $H$ is disjoint from all $H_0 y_j$ for $j \neq 1$ and $H \subset G = \cup_i^m H_0 y_j$ so that $H \subseteq H_0 y_1$. This yields $H = H_0$. \hfill \square

We now apply the previous theorem to the subgroup $V_+$ of $SL_n(\mathbb{Z})$. It follows that $V_+ = \langle u_{ij} \mid i = 1,2; j = 1,2,\ldots,r \rangle$, where $u_{ij} \in V_+$ is such that $y_jx_i = u_{ij}y_j'$, for some $j' \in \{1,2,\ldots,r\}$, for $i = 1,2; j = 1,2,\ldots,r$.

Since $[GL_n(\mathbb{Z}) : SL_n(\mathbb{Z})] = 2$, $[V : V_+] \leq 2$. Let $V_V = \{V_+, zV_+\}$, where $z$ is the identity of $V$ if $[V : V_+] = 1$; otherwise, choose $z \in V$, and $z \notin V_+$. Then $V = \langle u_{ij}, z \mid i = 1,2; j = 1,2,\ldots,r \rangle$. Write $z = 1 + (n_{kl}^0)P$, and $u_{ij} = 1 + (n_{kl}^0)P$, i.e. $(n_{kl}^0) = (u_{ij} - I)P^{-1}$, $i = 1,2; j = 1,2,\ldots,r$. Let

$$m_{ij} = \pm 1 - 1 - \sum_{k,l} n_{kl}^{ij}, \quad m_0 = \pm 1 - 1 - \sum_{k,l} n_{kl}^0,$$
and let

\[ U_{ij} = 1 + m_{ij} \theta + \sum_{k,l} n_{kl}^{ij}(1)_{kl}, \]

\[ Z_0 = 1 + m_0 \theta + \sum_{k,l} n_{kl}^0(1)_{kl}, \]

\[ Z_1 = 1 - 2 \theta. \]

It is clear that \( Z_1 \) belongs to the centre of \( \mathcal{U}(R) \), and \( \phi(U_{ij}) = u_{ij}, \phi(Z_0) = z \) (where \( \phi \) is the homomorphism stated in the proof of Lemma 3.1.1).

**Proposition 3.1.1**

\[ \mathcal{U}(ZT) = \pm \mathcal{U}_1(ZT) = \pm \langle U_{ij}, Z_k \mid i = 1,2; j = 1,2,\ldots, w; k = 0,1 \rangle. \]

**Proof:** For any \( \alpha \in \mathcal{U}_1(R) \), \( \alpha = \alpha \theta + \alpha(1 - E) + \alpha(E - \theta) \), and

\[ \phi(\alpha) = f_P(\eta(h(\alpha(E - \theta)))) \in \mathcal{V} = \langle u_{ij}, z \mid i = 1,2; j = 1,2,\ldots, r \rangle. \]

So, \( \alpha(E - \theta) \in \langle U_{ij}(E - \theta), Z_0(E - \theta) \mid i = 1,2; j = 1,2,\ldots, r \rangle \), and thus, by Lemma 3.1.1, \( \alpha \in \langle U_{ij}, Z_0, Z_1 \mid i = 1,2; j = 1,2,\ldots, r \rangle. \) \( \square \)

### 3.2 A Specific Example

Note that the generators constructed in the previous section depend on the matrix \( P \). We now apply the explained general method to compute \( \mathcal{U}(ZT) \) for a very concrete semigroup \( T \).

Let

\[ P = \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \\ 1 & 0 & 1 \end{bmatrix}. \]
Let $S = M^0(\{1\}; 3, 3; P)$, and $T = S^1$. Then, $T \supseteq S \supseteq \{\theta\}$ is a principal series of $T$.

Clearly $d_p = \det P = 2$ and

$$p^{-1} = \frac{1}{2} \begin{bmatrix} 1 & -1 & 1 \\ 1 & 1 & -1 \\ -1 & 1 & 1 \end{bmatrix}.$$ 

Therefore, $\mathcal{V} = (I + M_3(Z)P) \cap GL_3(Z) \supseteq (I + M_3(Z)P) \cap SL_3(Z) = \mathcal{V}_+ \supseteq (I + 2M_3(Z)) \cap SL_3(Z) = \Gamma(2)$. Further, $\mathcal{W} = (\pm I + M_3(Z)P) \cap GL_3(Z) = \mathcal{V}$ since $-I + M_3(Z)P = I - 2I + M_3(Z)P = I - 2P^{-1}P + M_3(Z)P = I + (-2P^{-1} + M_3(Z))P \subseteq I + M_3(Z)P$. Also, $\frac{SL_3(Z)}{\Gamma(2)} \cong SL_3(Z_2)$, where $Z_2 = \{0, 1\}$, and

$$|SL_3(Z_2)| = (2^3 - 1)(2^3 - 2)(2^3 - 2^2) = 168 ([35, p. 156 - 157]).$$

In order to calculate $\mathcal{V}_+$, since

$$\mathcal{V}_+ / \Gamma(2) = \tilde{\mathcal{V}}_+ = \{I + \bar{A}\bar{P} \in SL_3(Z_2) \mid \bar{A} \in M_3(Z_2)\},$$

we first calculate $\tilde{\mathcal{V}}_+$.

Let $X_0 = I + (x_{ij}) = I + X \in SL_3(Z_2)$. Assume that $X_0$ has a decomposition of the form: $X_0 = I + \bar{A}\bar{P}$, for some $I + \Lambda P \in \mathcal{V}_+$, with $\Lambda = (a_{ij}) \in M_3(Z)$, $\Lambda = (\bar{a}_{ij}) \in M_3(Z_2)$, where "\(\)" indicates the natural map from $SL_3(Z)$ to $SL_3(Z_2)$ and also from $Z$ to $Z_2$. We here denote both the identity of $SL_3(Z_2)$ and the identity of $SL_3(Z)$ by $I$ without causing any confusion. We should then have $(a_{ij})P = (x_{ij})$. 
So, the $a'_{ij}$'s are a solution of the following linear system:

\[ \begin{align*}
& a_{11} + \tilde{a}_{13} = x_{11} \\
& a_{11} + \tilde{a}_{12} = x_{12} \\
& a_{12} + \tilde{a}_{13} = x_{13} \\
& a_{21} + \tilde{a}_{22} = x_{21} \\
& a_{21} + \tilde{a}_{23} = x_{22} \\
& a_{22} + \tilde{a}_{23} = x_{23} \\
& a_{31} + \tilde{a}_{32} = x_{31} \\
& a_{31} + \tilde{a}_{33} = x_{32} \\
& a_{32} + \tilde{a}_{33} = x_{33}
\end{align*} \]

Adding the first three equations together gives 0 on the left hand side, and similarly with equations 4-6 and 7-9. We conclude that each non-zero row of $X$ has exactly two non-zero entries. There are 64 matrices of this type. Hence there are at most 64 possibilities for $X_0$. If we further restrict $X_0 \in SL_3(Z_2)$, then there are only 24 possibilities of such $X_0$'s. It is then easily verified that $|\mathcal{V}_+/(2)| = 24$.

It follows that

\[ [SL_3(Z) : \mathcal{V}_+] = \frac{[SL_3(Z) : \Gamma(2)]}{[\mathcal{V}_+ : \Gamma(2)]} = \frac{168}{24} = 7. \]

Furthermore, it is easily verified that

\[ SL_3(Z) = \bigcup_{i=1}^{7} y_i\mathcal{V}_+, \]

where

\[
\begin{align*}
y_1 &= \begin{bmatrix} 1 & 1 & 1 \\ 0 & 1 & 1 \\ 1 & 0 & 1 \end{bmatrix}, \\
y_2 &= \begin{bmatrix} 0 & 0 & 1 \\ 1 & 1 & 0 \\ 0 & 1 & 0 \end{bmatrix}, \\
y_3 &= \begin{bmatrix} 1 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 1 \end{bmatrix} \\
y_4 &= \begin{bmatrix} 0 & 1 & 0 \\ 1 & 1 & 1 \\ 1 & 1 & 0 \end{bmatrix}, \\
y_5 &= \begin{bmatrix} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix}, \\
y_6 &= \begin{bmatrix} -1 & -1 & 0 \\ -1 & 0 & -1 \\ -1 & -1 & -1 \end{bmatrix}, \\
y_7 &= I, \ y_i \in SL_3(Z), i = 1, 2, \ldots, 7.
\]
From the previous section,

\[ V_+ = \{ u_{ij} \mid i = 1, 2; j = 1, 2, 3, 4, 5, 6, 7 \}, \]

where \( u_{ij} \) is an element of \( V_+ \), such that, for given \( y_j, x_i \), there exists \( j' \in \{1, 2, 3, 4, 5, 6, 7\} \),

\[ y_j x_i = u_{ij} y_j' \quad \cdots \cdots \quad (2) \]

Note that \( j' \) is uniquely determined by \( j \) and \( i \).

Equivalently

\[ y_j x_i y_j^{-1} = u_{ij} \in V_+ \quad \cdots \cdots \quad (3) \]

or

\[ y_j x_i y_j^{-1} = I + X_{ij} \hat{p} \quad \cdots \cdots \quad (4) \]

for some \( X_{ij} \in M_3(Z_2) \), and \( I + X_{ij} \hat{p} \in V_+ \). One can verify that

\[
X_{11} = \begin{bmatrix}
1 & 1 & 0 \\
1 & 1 & 1 \\
1 & 1 & 0
\end{bmatrix}, \quad \tilde{y}_{j'} = \tilde{y}_{6i}
\]

\[
X_{12} = \begin{bmatrix}
1 & 1 & 0 \\
0 & 1 & 1 \\
0 & 1 & 0
\end{bmatrix}, \quad \tilde{y}_{j'} = \tilde{y}_{5i}
\]

\[
X_{13} = \begin{bmatrix}
1 & 0 & 0 \\
1 & 0 & 1 \\
1 & 0 & 0
\end{bmatrix}, \quad \tilde{y}_{j'} = \tilde{y}_{2i}
\]

\[
X_{14} = \begin{bmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
1 & 0 & 1
\end{bmatrix}, \quad \tilde{y}_{j'} = y_{1i}
\]

\[
X_{15} = \begin{bmatrix}
1 & 1 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{bmatrix}, \quad \tilde{y}_{j'} = y_{3i}
\]
\[
X_{16} = \begin{bmatrix}
0 & 1 & 0 \\
1 & 0 & 1 \\
1 & 0 & 1
\end{bmatrix}, \quad \bar{y}_{j'} = \bar{y}_4;
\]

\[
X_{17} = \begin{bmatrix}
1 & 0 & 0 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{bmatrix}, \quad \bar{y}_{j'} = \bar{y}_7;
\]

\[
X_{21} = \begin{bmatrix}
1 & 1 & 0 \\
1 & 1 & 1 \\
1 & 1 & 0
\end{bmatrix}, \quad \bar{y}_{j'} = \bar{y}_1;
\]

\[
X_{22} = \begin{bmatrix}
1 & 1 & 0 \\
1 & 0 & 0 \\
1 & 0 & 1
\end{bmatrix}, \quad \bar{y}_{j'} = \bar{y}_7;
\]

\[
X_{23} = \begin{bmatrix}
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 0 & 0
\end{bmatrix}, \quad \bar{y}_{j'} = \bar{y}_4;
\]

\[
X_{24} = \begin{bmatrix}
0 & 1 & 0 \\
0 & 1 & 1 \\
1 & 0 & 1
\end{bmatrix}, \quad \bar{y}_{j'} = \bar{y}_3;
\]

\[
X_{25} = \begin{bmatrix}
0 & 0 & 0 \\
1 & 1 & 1 \\
1 & 0 & 0
\end{bmatrix}, \quad \bar{y}_{j'} = \bar{y}_5;
\]

\[
X_{26} = \begin{bmatrix}
0 & 1 & 0 \\
1 & 0 & 1 \\
1 & 0 & 1
\end{bmatrix}, \quad \bar{y}_{j'} = \bar{y}_6;
\]

\[
X_{27} = \begin{bmatrix}
0 & 1 & 1 \\
1 & 0 & 1 \\
0 & 0 & 1
\end{bmatrix}, \quad \bar{y}_{j'} = \bar{y}_2.
\]

Hence, we obtain that

\[
u_{11} = y_1 x_1 y_6^{-1} = \begin{bmatrix}
1 & 1 & 1 \\
0 & 1 & 1 \\
1 & 0 & 1
\end{bmatrix} \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{bmatrix} \begin{bmatrix}
-1 & -1 & 1 \\
0 & 1 & -1 \\
1 & 0 & -1
\end{bmatrix}
\]

\[
= \begin{bmatrix}
0 & 0 & -1 \\
0 & -1 & 0 \\
-1 & 0 & 0
\end{bmatrix};
\]
\[
\begin{align*}
u_{12} &= y_2 x_1 y_5^{-1} = \begin{bmatrix} 0 & 1 & 0 & 0 & 1 \\ 1 & 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} \\
u_{13} &= y_3 x_1 y_2^{-1} = \begin{bmatrix} 1 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 1 \end{bmatrix} \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 1 & 1 \end{bmatrix} \\
u_{14} &= y_4 x_1 y_1^{-1} = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 1 & 1 \\ 1 & 1 & 0 \end{bmatrix} \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix} = \begin{bmatrix} -1 & 1 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} \\
u_{15} &= y_5 x_1 y_3^{-1} = \begin{bmatrix} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix} \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ -1 & 1 & 1 \end{bmatrix} \\
u_{16} &= y_6 x_1 y_4^{-1} = \begin{bmatrix} -1 & -1 & 0 \\ -1 & 0 & -1 \\ -1 & -1 & -1 \end{bmatrix} \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix} = \begin{bmatrix} -1 & -1 & 1 \\ 0 & 0 & -1 \\ 0 & -1 & 0 \end{bmatrix} \\
u_{17} &= y_7 x_1 y_7^{-1} = x_1 = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix}
\end{align*}
\]
\[ u_{21} = y_1 x_2 y_1^{-1} = \begin{bmatrix} 1 & 1 & 1 \\ 0 & 1 & 1 \\ 1 & 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & -1 & 0 \\ 1 & 0 & -1 \\ -1 & 1 & 1 \end{bmatrix} = \begin{bmatrix} 2 & 0 & -1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix}; \]

\[ u_{22} = y_2 x_2 y_2^{-1} = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 1 & 0 \\ 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 2 & 0 \\ 0 & 1 & 0 \end{bmatrix}; \]

\[ u_{23} = y_3 x_2 y_3^{-1} = \begin{bmatrix} 1 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 1 \end{bmatrix} \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} -1 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & -1 \end{bmatrix} \]

\[ u_{24} = y_4 x_2 y_4^{-1} = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 1 & 1 \\ 1 & 1 & 0 \end{bmatrix} \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 \\ -1 & 1 & 1 \\ 1 & -1 & 0 \end{bmatrix} \]

\[ u_{25} = y_5 x_2 y_5^{-1} = \begin{bmatrix} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix} \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 1 \\ 1 & -1 & 0 \\ 0 & 1 & 0 \end{bmatrix} \]

\[ u_{26} = y_6 x_2 y_6^{-1} = \begin{bmatrix} -1 & -1 & 0 \\ -1 & 0 & -1 \\ -1 & -1 & -1 \end{bmatrix} \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} -1 & -1 & 1 \\ 0 & 1 & -1 \\ 1 & 0 & -1 \end{bmatrix} \]
\[ u_{27} = y_7 x_2 y_2^{-1} = \begin{bmatrix} 1 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} 0 & 1 & -1 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix}. \]

Finally, we describe a finite set of generators of \( \mathcal{U}_1(R) = \mathcal{U}_1(\mathbb{Z}^I) \). From above, since \( z = -I \in \mathcal{V}, z \notin \mathcal{V}_+ \). \( [\mathcal{V} : \mathcal{V}_+] = 2 \). Hence \( \mathcal{V} = \langle u_1, -I \mid i = 1, 2; j = 1, 2, 3, 4, 5, 6, 7 \rangle \). So, from Proposition 3.1.1, we are left with the problem of writing the generators \( u_{ij}, z = -I \) as semigroup ring elements \( U_{ij}, Z_0 \). Clearly \( z = -I = I - 2I = I - 2p^{-1}I \), and thus \( u_{0,kl} = -2p^{-1} \). Further note that

\[
\begin{align*}
(n_{11}^{14}) &= (u_{11} - I)^{p^{-1}} = \begin{bmatrix} 0 & 0 & -1 \\ -1 & -1 & 1 \\ 0 & 0 & -1 \end{bmatrix}; &
(n_{12}^{12}) &= (u_{12} - I)^{p^{-1}} = \begin{bmatrix} -1 & 1 & 0 \\ 0 & -1 & 1 \\ 1 & 0 & -1 \end{bmatrix}; \\
(n_{13}^{13}) &= (u_{13} - I)^{p^{-1}} = \begin{bmatrix} 0 & 1 & -1 \\ -1 & 0 & 1 \\ 2 & -1 & -1 \end{bmatrix}; &
(n_{14}^{14}) &= (u_{14} - I)^{p^{-1}} = \begin{bmatrix} -1 & 2 & -1 \\ 0 & -1 & 1 \\ 1 & 0 & -1 \end{bmatrix}; \\
(n_{15}^{15}) &= (u_{15} - I)^{p^{-1}} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & -1 \end{bmatrix}; &
(n_{16}^{10}) &= (u_{16} - I)^{p^{-1}} = \begin{bmatrix} -2 & 1 & 0 \\ 0 & -1 & 0 \\ 0 & -1 & 0 \end{bmatrix}; \\
(n_{17}^{17}) &= (u_{17} - I)^{p^{-1}} = \begin{bmatrix} 0 & 1 & -1 \\ -1 & 0 & 1 \\ 1 & -1 & 0 \end{bmatrix}; &
(n_{18}^{21}) &= (u_{21} - I)^{p^{-1}} = \begin{bmatrix} 1 & -1 & 0 \\ 0 & 0 & 0 \\ 1 & -1 & 0 \end{bmatrix}; \\
(n_{19}^{22}) &= (u_{22} - I)^{p^{-1}} = \begin{bmatrix} -1 & 1 & 0 \\ 1 & 0 & 0 \\ 1 & 0 & -1 \end{bmatrix}; &
(n_{20}^{23}) &= (u_{23} - I)^{p^{-1}} = \begin{bmatrix} 0 & 1 & -1 \\ -1 & 0 & 1 \\ 2 & -1 & -1 \end{bmatrix}; \\
(n_{21}^{24}) &= (u_{24} - I)^{p^{-1}} = \begin{bmatrix} -1 & 2 & -1 \\ -1 & 2 & 0 \\ 0 & 3 & -2 \end{bmatrix}; &
(n_{22}^{25}) &= (u_{25} - I)^{p^{-1}} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & -1 & 1 \end{bmatrix}; \\
(n_{23}^{26}) &= (u_{26} - I)^{p^{-1}} = \begin{bmatrix} -1 & 0 & 1 \\ -1 & 0 & 1 \\ -1 & 0 & 1 \end{bmatrix}; &
(n_{24}^{27}) &= (u_{27} - I)^{p^{-1}} = \begin{bmatrix} 0 & 1 & -1 \\ -1 & 0 & 1 \\ 1 & -1 & 0 \end{bmatrix}. 
\end{align*}
\]
Consequently, $U_{ij} = 1 + m_{ij} \theta + \sum_{k,l} n_{kl}^{ij}(1)_{kl}$, $Z_0 = 1 + m_0 \theta + \sum_{k,l} n_{kl}^{0}(1)_{kl}$, and $Z_1 = 1 - 2\theta$, where $m_{ij} = \pm 1 - 1 - \sum_{k,l} n_{kl}^{ij}$, $m_0 = \pm 1 - 1 + \sum_{k,l} n_{kl}^{0}(1)_{kl}$, $i = 1, 2; j = 1, 2, 3, 4, 5, 6, 7$. It follows that, from Proposition 3.1.1

$$U(Z') = \pm U_1(ZT') = U_1(ZT) = (U_{ij}, Z_k \mid i = 1, 2; j = 1, 2, 3, 4, 5, 6, 7; k = 0, 1).$$
Chapter 4

Semigroups with $\mathcal{U}(ZS)$ finite or having a free subgroup of finite index

4.1 Finite Unit Group $\mathcal{U}(ZS)$

We first study the conditions under which the unit group $\mathcal{U}(ZS)$ is finite. Here we will only assume that $S$ is a finite semigroup such that $ZS$ contains an identity $1$.

In order to state the first theorem, we recall some terminology. A group $G$ is said to be a Hamiltonian group if $G$ is non-Abelian and all its subgroups are normal. It is well known (see M. Hall [5]) that a Hamiltonian group can be written as $A \times B \times K_8$, where $K_8$ is the quaternion group of order 8, $A$ is Abelian with every element of odd order, and $E$ is an elementary Abelian 2-group.

**Theorem 4.1.1** Let $S$ be a finite semigroup such that $ZS$ contains an identity. Then the order of unit group $\mathcal{U}(ZS)$ is finite if and only if $S$ is an inverse semigroup which is a union of disjoint groups which are either abelian of exponent 1, 2, 3, 4 or 6 or Hamiltonian 2-groups.
Proof. First, assume the order \(|U(ZS)| < \infty\). Then it is easy (and well known) to show that QS, and thus also ZS have no non-zero nilpotent elements. Indeed, let \(x \in ZS\), and assume \(n \geq 2\) is such that \(y = x^{n-1} \neq 0, x^n = 0\). Since \(y^2 = 0\)

\[(1 - zy)(1 + zy) = 1,

for any \(z \in Z\). Hence we have an infinite set \(\{1 + zy \mid z \in Z\}\) of units, a contradiction. This proves the claim and hence QS is a semisimple Artinian ring. Thus Theorem 1.3.1 implies that \(S^0\) has a principal series

\[S^0 = S_0 \supset S_1 \supset S_2 \supset \cdots \supset S_n \supset S_{n+1} = \{0\},\]

where each principal factor \(S_i/S_{i+1} \cong G_i^0\), each \(G_i\) a group, \(1 \leq i \leq n\). The isomorphisms used in Theorem 1.3.1 yield that

\[ZS^0 \cong \bigoplus_{i=0}^{n} ZG_i \oplus Z\theta_S.\]

Thus from \(U(ZS^0) \cong \prod_{i=0}^{n} U(ZG_i) \times U(Z)\) we obtain that each \(|U(ZG_i)| < \infty\).

Consequently by [36, p.59, Corollary 5.4], each \(G_i\) is either abelian of exponent 1, 2, 3, 4 or 6 or \(G_i\) is a Hamiltonian 2-group.

Conversely, assume \(S\) is an inverse semigroup which is a union of such groups. By using the same method as above, we obtain \(ZS^0 \cong \bigoplus_{i=0}^{n} ZG_i \oplus Z\theta_S\). Hence \(U(ZS^0) \cong \prod_{i=0}^{n} U(ZG_i) \times U(Z)\). The result then follows again by using [36, page 57, Theorem 4.1]. □

4.2 \(U(ZS)\) having a free subgroup of finite index

For finite groups, E. Jespers has proved that there are only four groups \(G\) such that \(U(ZG)\) has a nonabelian free subgroup of finite index:
Theorem 4.2.1 [9] Let $G$ be a finite group. Then $\pm G$ has a non-Abelian free subgroup of finite index in $U(\mathbb{Z}G)$ if and only if $G$ is isomorphic with either $S_3, D_8, T, P$. where

(i) $S_3 = \langle a, b \mid a^3 = 1, b^2 = 1, ba = a^{-1}b \rangle$, the symmetric group of degree 3;

(ii) $D_8 = \langle a, b \mid a^4 = 1, b^2 = 1, ba = a^{-1}b \rangle$, the dihedral group of order 8;

(iii) $T = \langle a, b \mid a^6 = 1, b^2 = a^3, ba = a^3b \rangle$, the dicyclic group of order 12;

(iv) $P = \langle a, b \mid a^4 = 1, b^4 = 1, aba^{-1}b^{-1} = a^2 \rangle$, a group of order 16.

In this section, we study the analogous problem for the integral semigroup ring $\mathbb{Z}S$ of a finite semigroup. Again we assume that $QS$ is semisimple Artinian and that $\mathbb{Z}S$ contains an identity. So, $S^0$ has a principal series

$$S^0 = S_0 \supset S_1 \supset \cdots \supset S_n \supset S_{n+1} = \{0_S\}$$

and

(i) $S_i/S_{i+1} \cong \mathcal{M}(G_i; m_i, m_i; P_i), i = 0, 1, \ldots, n$

(ii) $ QS^0 \cong \bigoplus_{i=0}^{\infty} M_{m_i}(\mathbb{Q}G_i) \oplus \mathbb{Q}S \quad (**)$

where each $G_i$ is a finite group, $m_i$ is a positive integer, and each sandwich matrix $P_i$ is invertible in $M_{m_i}(\mathbb{Q}G_i)$, $i = 0, 1, \cdots, n$. We prove two theorems in this Chapter, one of which is as follows.

Theorem 4.2.2 Under the above assumptions, $U(\mathbb{Z}S)$ has a non-trivial free subgroup of finite index if and only if there exists $0 \leq i_0 \leq n$ such that, for $i \neq i_0, m_i = 1$, and $G_i$ is either an Abelian group with $G_i = \{e_i\}$ or $G_i = \{e_i\}$, or a Hamiltonian 2-group and, furthermore, one of the following three conditions is satisfied:
(i) \( m_{i0} = 2, G_{i0} = \{c_{i0}\} \);

(ii) \( m_{i0} = 1, \) and \( G_{i0} \) is one of \( S_3, D_8, T, \) or \( P \);

(iii) \( m_{i0} = 1, \) and \( G_{i0} \) is cyclic of order 5, 8 or 12.

Recall that for a finite Abelian group \( A \) of order \( n, U(ZA) = \pm A \times F, \) where \( F \) is a free Abelian group of rank \( r = \frac{1}{2}(n + 1 + n_2 - 2c), c \) the number of cyclic subgroups of \( A \) and \( n_2 \) the number of elements of order 2 in \( A. \) It follows then easily that \( ZA \) has only trivial units, i.e., \( r = 0, \) if and only if \( A \) has exponent 1, 2, 3, 4 or 6, i.e., \( A^4 = \{e\} \) or \( A^6 = \{e\}. \) This shows the first fact of the well known Higman

**Proposition 4.2.1** (see for example [36, Theorem 4.1, p.57]) Suppose \( G \) is a finite group. Then \( U(ZG) = \pm G \) if and only if \( G \) is either

(i) an Abelian group with \( G^4 = \{1\}; \) or

(ii) an Abelian group with \( G^6 = \{1\}; \) or

(iii) a Hamiltonian 2-group.

In order to prove Theorem 4.2.2, we need to show that \( r = 1 \) in the above if and only if \( A \) is cyclic of order 5, 8 or 12. In fact, we show more generally that:

**Theorem 4.2.3** Let \( G \) be a finite group. Then \( U(ZG) \) has a rank one free subgroup
of finite index if and only if \( G \) is cyclic of order 5, 8, or 12.

In the remainder of this section, we prove Theorems 4.2.2 and 4.2.3. We begin
with the following lemma, which is proved in [9] for group rings. We often make use
of the fact that if \( \mathcal{U}(\mathbb{ZS}) \) has free subgroup of finite index then it does not contain a free Abelian subgroup of rank two. Indeed, suppose the contrary, there exists a free Abelian subgroup \( F \) of rank two in \( \mathcal{U}(\mathbb{ZS}) \) with a free subgroup \( N \) of finite index, say \( x \) and \( y \) are the generators of \( F \). Then, there will exist a positive integer \( m \) such that the subgroup \( \langle x^m, y^m \rangle \) generated by \( x^m \) and \( y^m \) contains in \( N \), and thus \( \langle x^m, y^m \rangle \) is a free and Abelian group. Therefore, it is a cyclic infinite order group and there must exist a positive integer \( n \) such that \( x^{mn} = y^{mn} \). This is a contradiction.

**Lemma 4.2.1** If \( \mathcal{U}(\mathbb{ZS}) \) has a free subgroup of finite index, then \( QS \) has at most one simple Wedderburn component which is not a division ring. Furthermore, if such a component \( M \) exists, then it is isomorphic to \( M_2(\mathbb{Q}) \), a two-by-two matrix ring over \( \mathbb{Q} \).

**Proof:** Let \( M \) be a simple component of \( QS \). We first show that if \( M \cong M_n(D) \), \( D \) a division ring and \( 2 \leq n \), then \( n = 2 \). If \( 3 \leq n \), let \( E_{ij}, 1 \leq i, j \leq n \) be a set of classical matrix units of \( M \) (so, \( E_{ij} \) is a matrix which has \( 1 \) at the \((i,j)\)-entry and zeroes elsewhere). Since \( E_{ij} \in QS \), there exists a positive integer \( m_{ij} \) such that \( m_{ij}E_{ij} \in \mathbb{ZS} \). As furthermore, \( (m_{12}E_{12})^2 = (m_{11}E_{11})^2 = 0 \), it follows easily that \( 1 + m_{12}E_{12} \) and \( 1 + m_{11}E_{11} \) generate a free abelian group of rank two contained in \( \mathbb{ZS} \), a contradiction. Thus \( n = 2 \).

Next, we show that \( QS \) has at most one simple Wedderburn component which is not a division ring; i.e., which is isomorphic to \( M_2(D) \), for some division ring \( D \). Suppose that there are two components \( M_1 \) and \( M_2 \) which are not division rings. As above, in each \( M_i \cap \mathbb{ZT} \) there exists \( \alpha_i \neq 0 \) with \( \alpha_i^2 = 0 \), \( i = 1, 2 \). It again follows
that $1 + \alpha_1$ and $1 + \alpha_2$ generate a free abelian group of rank two, a contradiction.

Third, we show that if $M \cong M_2(D)$, $D$ a division ring, is a simple component of $QS$, then $D = Q$. If not, let $d \in D, d \notin Q$, then with the above notation, let $m$ be a positive integer such that $mE_{12}, mdE_{12} \in ZS$. The units $1 + mE_{12}$, and $1 + mdE_{12}$ generate a free abelian group of rank two, again yielding a contradiction. □

**Lemma 4.2.2** Let $H$ be a group and $F$ a subgroup of finite index such that $F$ is a free group of rank one. Then every non-trivial free subgroup of $H$ has rank one.

**Proof:** The assumption implies that for any two non-periodic elements $x, y \in H$, there exist positive integers $k, l$ such that $x^k, y^l \in F$ since $F$ is of finite index in $H$. Then there must be another two positive integers $m, n$ such that $x^{km} = y^{ln}$ since $F$ is a free group of rank one. It follows that $H$ can not contain any free subgroup with rank more than one. □

**Lemma 4.2.3** If $U(ZS)$ has a free subgroup of finite index, then any element of a subgroup of $S$, which is isomorphic to a subgroup of $U(ZS)$, has order 1, 2, 3, 4, 5, 6, 8, or 12.

**Proof:** Let $G$ be a subgroup of $S$, which is isomorphic to a subgroup of $U(ZS)$, and let $g \in G$. Since $U(Z(g))$ does not contain any free Abelian subgroup of rank two, it follows from Higman’s result that the rank $r$ of the free Abelian complement of the trivial units in $U(Z(g))$ is

$$r = \frac{1}{2}(n + 1 + n_2 - 2c) = 0 \text{ or } 1,$$

where $n$ is the order of $g$, $c$ is the number of cyclic subgroups of $\langle g \rangle$ and $n_2$ is the number of elements of order 2 in $\langle g \rangle$. The case $r = 0$ yields $n=1, 2, 3, 4, \text{ or } 6.
Assume now $r=1$, i.e.,

$$n + n_2 - 2c - 1 = 0. \quad (*)$$

Let $p$ be a prime number with $p^c \mid n$ and $1 \leq c$. If $p \neq 2, 3$, then the order of $g^{n/c}$ is not 2, 3, 4, and 6, and the above applied to the element $g^{n/c}$ yields

$$p^c - 2(\alpha + 1) - 1 = 0$$

and thus $p^c = 2\alpha + 3$. Writing $p$ as $1 + (p - 1)$, it follows that

$$1 + \alpha(p - 1) + \cdots + (p - 1)^\alpha = 2\alpha + 3$$

$$\alpha(p - 1) + \cdots + (p - 1)^\alpha = 2\alpha + 2$$

Since $4 \leq p - 1$, we have $4\alpha \leq 2\alpha + 2$, and therefore $\alpha \leq 1$. Thus $\alpha = 1$, and it follows that $p = p^c = 5$.

Therefore, $n = 5^x2^y3^z$, where $x \leq 1, y, z$ are non-negative integers. Under the condition $(*)$, we show the possible values of each $x, y, z$ in the following. We will repeatedly use the result that, for a finite cyclic group $H$, there is a one-to-one correspondence between its subgroups and the divisors of the order of $H$. Further, if $m$ is the order of $H$, and $m = p_1^{x_1}p_2^{x_2} \cdots p_t^{x_t}$, where $p_i, 1 \leq i \leq t$, are prime numbers, then the number of divisors of $m$ is $(x_1 + 1)(x_2 + 1) \cdots (x_t + 1)$. In particular, if $m$ is an odd number, then $G$ does not contain any element of order 2, and if $m$ is an even number, then $G$ has only one element of order 2.

Case 1: Let $x = 1, 1 \leq y$. Then, $n = 5 \times 2^y3^z$, $n_2 = 1$, and $c = (1 + 1)(y + 1)(z + 1)$. Thus, from condition $(*)$, $5 \times 2^y3^z + 1 - 2(1 + 1)(y + 1)(z + 1) - 1 = 0$; i.e.,
$5 \times 2^y 3^z = 4(y+1)(z+1)$. However, it is easy to show that $4(y+1)(z+1) < 5 \times 2^y 3^z$.

Thus case 1 is not possible.

Case 2: Let $x = 1, y = 0, 1 \leq z$, then $5 \times 3^z + 0 - 2(1+1)(z+1) - 1 = 0$ from (1), i.e., $5 \times 3^z = 1 + 4(z+1)$. Again since $5 \times 3^z > 5(z+1) = 4(z+1) + z + 1 > 4(z+1) + 1$, case 2 is not possible.

Case 3: Let $x = 0, 0 \leq y, 1 \leq z$, then $2^y 3^z + 1 - 2(y+1)(z+1) - 1 = 0$, i.e., $2^y 3^z = 2(y+1)(z+1), 2^{y-1} 3^z = (y+1)(z+1)$. But $y+1 \leq 2^{y-1}$ for $3 \leq y$ and $z+1 < 3^z$ for $1 \leq z$. Thus case 3 is not possible.

Case 4: Let $x = 0, 0 \leq y, z = 0$, then $2^y + 1 - 2(y+1) - 1 = 0, 2^{y-1} = y + 1$. Thus $y = 3$ otherwise $y + 1 < 2^{y-1}$.

Case 5: Let $x = 0, y = 2, 1 \leq z$, then if $2^y 3^z + 1 - 2(2+1)(z+1) - 1 = 0$, i.e., $4 \times 3^z = 2 \times 3(z+1), 2 \times 3^{z-1} = z+1$. Thus $z = 1$, otherwise it is not possible since $z+1 \leq 3^{z-1}$, for $2 \leq z$, and $z+1 < 2 \times 3^{z-1}$.

Case 6: Let $x = 0, y = 1, 1 \leq z$, then $2 \times 3^z + 1 - 2(1+1)(z+1) - 1 = 0$, i.e., $3^z = 4(z+1)$. It is not possible.

Case 7: Let $x = 0, y = 0, 2 \leq z$, then if $3^z - 2(z+1) - 1 = 0, 3(3^{z-1} - 1) = 2z$. It is impossible since $z < 3^{z-1}$.

Therefore, the possibilities of $n$ are only 1, 2, 3, 4, 5, 6, 8 or 12. □

**Proposition 4.2.2** [36, Theorem 1.17, p.172] The rational group algebra $\mathbb{Q}G$ of a finite group $G$ has no non-zero nilpotent elements if and only if one of the following
is satisfied

(i) $G$ is Abelian;

(ii) $G$ is Hamiltonian of order $2^nm$, $m$ odd, such that the multiplicative order of $2 \mod m$ is odd.

We also recall the following fact.

Lemma 4.2.4 [22, p. 149] Let

$$x = \begin{bmatrix} 1 & 2 \\ 0 & 1 \end{bmatrix}, \quad y = \begin{bmatrix} 1 & 0 \\ 2 & 1 \end{bmatrix}.$$  

Then the group $(x,y) = \left\{ u \mid u = \begin{bmatrix} 2m+1 & 2n \\ 2l & 2k+1 \end{bmatrix}, \det u=1, m,n,l,k \in \mathbb{Z} \right\}$ is non-trivial freely generated and of finite index in $SL_2(\mathbb{Z})$.

Corollary 4.2.1 Let $U(\mathbb{Z}S)$ have a non-trivial free subgroup $F'$ of finite index. Then there exists $0 \leq i_0 \leq n$ such that, for $i \neq i_0, m_i = 1$, and $G_i$ is either an Abelian group with $G_i^\mathbb{Z} = \{ e_i \}$ or $G_i^\mathbb{Z} = \{ e_i \}$, or a Hamiltonian $2$-group. Furthermore,

(i) If $F$ is non-Abelian, then all simple components of $QS$ are division rings, except one which is $M_2(\mathbb{Q})$.

(ii) If $F$ is Abelian, then $QS$ is a direct sum of division rings, $G_{i_0}$ is Abelian and $U(ZG_{i_0}) = \pm G_{i_0} \times F_{i_0}$, where $F_{i_0}$ is a free group of rank one.

Proof: First let $F$ be Abelian. Then the rank of $F'$ must be one. Thus every free subgroup of $U(\mathbb{Z}S)$ has rank one from Lemma 4.2.2. From Lemma 4.2.1, $QS$ either has a unique simple component $M$ which is isomorphic to $M_2(\mathbb{Q})$ or is a
direct sum of division rings. Let us assume that $QS$ has a simple component $M$
which is isomorphic to $M_1(Q)$. According to Lemma 4.2.4, the group $(x,y)$ is a
rank two free subgroup of $GL(2,\mathbb{Z})$. If we identify $M$ and $M_2(\mathbb{Q})$, then we could
choose an order $\mathcal{O}$ of $QS$, which contains $M_2(\mathbb{Z})$ up to isomorphism, and thus
$(x,y) \subset \mathcal{U}(O)$. Since $ZS$ is another order of $QS$, it follows that $[\mathcal{U}(O) :\mathcal{U}(O \cap ZS)] < \infty$ from Lemma 1.4.2. Therefore, there are two positive numbers $k, l$ such that
$x^k, y^l \in \mathcal{U}(ZS)$, and thus there are another two positive numbers $m, n$ such that
$x^{km} = y^{ln} \in F$, a contradiction. Therefore, $QS$ is a direct sum of division rings.

Second assume $F'$ is non-Abelian. We will prove that $QS$ is not a sum of division
rings. Suppose the contrary. Then $QS$ has no nilpotent elements. Hence all $m_i = 1,$

$$QS^0 = \bigoplus_{i=0}^n QG_i \oplus Q\theta_S,$$

and each $QG_i$ is a direct sum of division rings. In particular, $S$ is an inverse
semigroup which is a disjoint union of the groups $G_i$ and $\{\theta_S\}$. It follows that

$$ZS^0 = \bigoplus_{i=0}^n ZG_i \oplus Z\theta_S$$

and

$$\mathcal{U}(ZS^0) = \prod_{i=0}^n \mathcal{U}(ZG_i) \times \mathcal{U}(Z\theta_S).$$

Since $QG_i$ has no non-zero nilpotent elements, Proposition 4.2.2 implies that $G_i$ is
either Abelian or Hamiltonian of order $2^{ik_i}$, $k_i$ odd such that the multiplicative
order of 2 modulo $k_i$ is odd, $i = 0, 1, \cdots, n$.

If $G_i$ is Abelian, then $\mathcal{U}(ZG_i) = \pm G_i : F_i$, where $F_i$ is a finitely generated free
Abelian group. Since, by assumption, $\mathcal{U}(Z)$, and thus $\mathcal{U}(ZG_i)$ do not contain a free
Abelian subgroup of rank 2, the rank of $F_i$ is at most 1, and there exists at most one such group $G_i$.

Now assume that $G_i$ is a Hamiltonian group. Recall that $G_i$ contains an element of order $p$ if $p$ is a prime divisor of the order of $G_i$. Thus, we know that the possible prime divisors of $k_i$ are only 3 or 5 from Lemma 4.2.3. Hence $k_i = 3^x 5^y$ for some non-negative integers $x$ and $y$. If $k_i \neq 1$, then $x \neq 0$ or $y \neq 0$. So, $\mathbb{Z}/(3^x 5^y) \supseteq \mathbb{Z}/(3)$ if $x \neq 0$ and $\mathbb{Z}/(3^x 5^y) \supseteq \mathbb{Z}/(5)$ if $y \neq 0$. However, the multiplicative order of 2 modulo 3 or 5 is 2 or 4 respectively. Therefore, the multiplicative order of 2 modulo $k_i$ is even in any case. This is a contradiction. Hence, $k_i$ must be 1 and $G_i$ is a Hamiltonian 2-group. Therefore $U(ZG_i)$ is trivial by Proposition 4.2.1.

So, we have shown that there is at most one $i$ such that $U(ZG_i)$ has non-trivial unit group, and that it has a cyclic subgroup of finite index. It follows that $U(ZS) = \prod_{i=0}^{n} U(ZG_i) \times U(Z03)$ has a cyclic subgroup of finite index. This is in contradiction with the assumption that $U(ZS)$ has a non-Abelian free subgroup of finite index. Hence our assumption that $QS$ is a direct sum of division rings is false. Therefore, $QS$ must have one simple component which is isomorphic to $M_2(\mathbb{Q})$.

The other claims are clear from the proof. □

Applying Corollary 4.2.1 to the case when $S$ is a group, it follows that

**Corollary 4.2.2** Let $G$ be a finite group. If $U(ZG)$ has an infinite cyclic subgroup of finite index, then $G$ must be an Abelian group.

In the following, we first show the proof of Theorem 4.2.3, and in the proof we will use these examples:
Example 1 Let \( G = \langle c \mid c^5 = 1 \rangle \times \langle d \mid d^5 = 1 \rangle \). Then \( \mathcal{U}(\mathbb{Z}G) = \pm G \times F \), where the rank of the free Abelian group \( F \) is 7. In fact, \( G \) has no element of order 2 and 6 cyclic subgroups. Thus \( r = \frac{1}{2}(25 + 1 + 0 - 2 \times 7) = 6 \).

Example 2 Let \( G = \langle c \mid c^8 = 1 \rangle \times \langle d \mid d^2 = 1 \rangle \). Then \( G \) has 3 elements of order 2, and 7 cyclic subgroups. Thus \( r = \frac{1}{2}(16 + 1 + 3 - 2 \times 8) = 2 \).

Example 3 Let \( G = \langle c \mid c^{12} = 1 \rangle \times \langle d \mid d^2 = 1, \text{ or } d^3 = 1 \rangle \). Then if \( d^2 = 1, G \) has 3 elements of order 2 and 11 cyclic subgroups, thus \( r = \frac{1}{2}(24 + 1 + 3 - 2 \times 11) = 3 \); if \( d^3 = 1, G \) has 1 element of order 2 and 14 cyclic subgroups, thus \( r = \frac{1}{2}(36 + 1 + 1 - 2 \times 14) = 5 \).

The Proof of Theorem 4.2.3

Assume \( \mathcal{U}(\mathbb{Z}G) \) has a rank one free subgroup of finite index. Then \( G \) is Abelian from Corollary 4.2.2. From Lemma 4.2.3, it follows that any element of \( G \) has order 1, 2, 3, 4, 5, 6, 8, or 12. Further, if \( G \) contains an element \( x \) of order 5, then \( G \) cannot contain any element whose order is a multiple of 2 or 3, since otherwise \( G \) contains an element of order 10 or 15. Furthermore, by Example 1, \( G \) does not contain any subgroup which is a product of two cyclic groups of order 5. Hence \( G = \langle x \rangle \) is of order 5. Similarly, if \( G \) contains an element \( y \) of order 8, then \( G \) cannot contain any element whose order is a multiple of 3 or 5. Thus \( G = \langle y \rangle \) by Example 2 since there cannot exist \( a \in G, a \notin \langle y \rangle \), such that the order of \( a \) is a multiple of 2. Finally, if \( G \) does not contain any element of order 5 or 8, then any element of \( G \) has order 1, 2, 3, 4, 6, or 12. Hence \( G = \langle z \rangle \), \( z \) an element of order 12, by Example 3.
Conversely, it is easily verified that the rank of the free Abelian complement is 1 when $G$ is a cyclic group of order 5, 8, or 12. □

Now we can give the proof of Theorem 4.2.2 as follows:

**Proof:** Assume that $U(Z_S)$ has a non-trivial free subgroup $F$ of finite index. From Corollary 4.2.1, it follows that there exists $i_0$ such that for all $i \neq i_0$, $m_i = 1$ and $G_i$ is either an Abelian group with $G_i^n = \{e_i\}$ or $G_i = \{e_i\}$, or a Hamiltonian 2-group. Now recall that, for a non-trivial group $G$, $QG$ always has a proper ideal, for example, the augmentation ideal of $QG$ [36, p.2], and thus $M_2(QG)$ cannot be a simple ring. Therefore, if $F$ is non-Abelian, then either $m_{i_0} = 2$, and $G_{i_0} = \{e_{i_0}\}$, or $m_{i_0} = 1$, and $U(ZG_{i_0})$ has a non-Abelian free subgroup of finite index. It then follows from Theorem 4.2.1 that, $G_{i_0}$ is one of $S_3, D_4, T$ or $P$. If $F$ is Abelian, then again from Corollary 4.2.1, $G_{i_0}$ is Abelian with $U(ZG_{i_0}) = \pm G_{i_0} \times F_{i_0}$, where $F_{i_0}$ is a free group of rank one. Further, from Theorem 4.2.3, $G_{i_0}$ is a cyclic group of order 5, 8 or 12.

Conversely, if $(i)$ holds then $(**)$ becomes

$$Q S^0 \cong \bigoplus_{i \neq i_0} QG_i \oplus M_2(Q) \cong Q \theta.$$ 

If $(ii)$, or $(iii)$ holds then $(**)$ becomes

$$Q S^0 \cong \bigoplus_{i=0} QG_i \cong Q \theta.$$ 

Let $\mathcal{O} = \bigoplus_{i \neq i_0} ZG_i \oplus \mathcal{O}_{i_0} \oplus Z \theta$, where $\mathcal{O}_{i_0} = M_2(Z)$, or $= ZG_{i_0}$. Then, up to isomorphism, $\mathcal{O}$ is an order of $QS^0$, and $[U(\mathcal{O}) : U(ZS^0 \cap \mathcal{O})] < \infty$, $[U(ZS^0) :$
$U(\mathbb{Z}^0 \cap \mathcal{O}) < \infty$ from Lemma 1.4.2. On the other hand,

$$U(\mathcal{O}) = \prod_{i \neq i_0} U(\mathbb{Z}_{G_i}) \times U(\mathcal{O}_{i_0}) \times U(\mathbb{Z}_\theta),$$

and under assumption (i), (ii), or (iii), $U(\mathcal{O})$ has a free subgroup $F_0$ of finite index from Theorem 4.2.1, Proposition 4.2.1, Lemma 4.2.4, and Theorem 4.2.3. Since any subgroup of a free group is also free (see for example [35, Theorem 11.23, p.258]), $U(\mathbb{Z}^0) \cap F_0$ is free and $[U(\mathbb{Z}^0) \cap U(\mathcal{O}) : U(\mathbb{Z}^0) \cap F_0] < \infty$. Therefore $[U(\mathbb{Z}^0) : U(\mathbb{Z}^0) \cap F_0] < \infty$. So, $U(\mathbb{Z}^0) \cap F_0$ is a free subgroup of finite index of $U(\mathbb{Z}^0)$. Finally, since $U(\mathbb{Z}^0) \cong \mp U(\mathbb{Z})$, $U(\mathbb{Z})$ itself has a free subgroup of finite index. $\Box$
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