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(i) 

Abstract 

The main object of this thesis is to study the fixed point theorems 

under contraction and contractive mappings in metric spaces. 

We have discussed the Banach's contraction principle, "A contraction 

mapping of a complete metric space into itself has a unique fixed point", 

together with its various generalizations in metric spaces. 

A few new results which guarantee the existence and uniqueness of 

fixed points for contraction, contractive mappings and mappings with a 

contractive iterate have been given for metric spaces. 

An attempt has been made to give more general theorems for mappings 

of the form d(Tx,Ty) ~ w(d(x,y)) on metric spaces. A few fixed point 

theorems on generalized metric space have been obtained. 

In the end, some applications of the fixed point theorems are 

illustrated by taking suitable examples. 
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Introduction 

Existence theorems in analysis appeared in the nineteenth century 

when, on the one hand, basic mathematical facts were considered critically. 

Cauchy was the first mathematician to prove an existence theorem for 

systems of differential equations with analytic right-hand sides. Picard 

suggested the method of successive approximations for proving the existence 

theorems. Birkhoff and Kellogg in 1922 gave a proof of the classical 

existence theorem for the equation :~ = f(x,y) in function spaces. 

But the most elementary and by far the most fruitful method for proving 

theorems on the existence and uniqueness of solutions is the principle 

formulated by S. Banach in 1922 and first applied to the proof of the 

existence theorem by R. Cacciopoli in 1930. This principle is a result 

of geometric interpretation of Picard's method of successive approximations. 

It is stated as 

"Let T be a mapping of a complete metric space X into itself. If 

for every pair of points x,y C X, and some k, 0 < k < 1 and 

d(Tx,Ty) ~ kd(x,y) 

Then T has a unique fixed point". 

Because of its widespread applicability in proving uniqueness solutions 

to the differential and integral equations, many extensions of the above 

principle have been given by such mathematicians as Edelstein (1961), 

Rokotch (1962), Chu and Diaz (1965) and Wong (1968). 

The contraction mapping principle has been generalized to the 

generalized complete metric space by Luxemburg (1958), Monna (1961), 
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Edelstein (1964), Margolis (1967), and Diaz and Margolis (1967). For 

detailed results see C.W. Norris' thesis (1969) "Fixed Points and Periodic 

Points Under Contraction Mappings in Metric Spaces", Memorial University, 

Newfoundland. Many others such as Davis (1963), Kamerer and Kasriel (1964), 

Naimpally (1965), and Edelstein (1967) have generalized these results to 

uniform spaces. For further information one could see "Fixed Point Theorem 

in Uniform Spaces" thesis written by W. Russell (1970), Memorial University, 

Newfoundland. 

The aim of this thesis is to study existence and uniqueness of fixed 

points under contraction and contractive mappings in the metric spaces. 

In Chapter I, Banach contraction principle, with its various extensions, 

has been discussed. Also, some results on contractive and nonexpansive 

mappings with some modifications are given. 

In Chapter II, R. Kannan's fixed point theorems in complete metric 

spaces and metric spaces, F. Bailey's theorem on contractive mappings in 

a compact metric space, V.M. Sehgal's result on contractive iterate in a 

complete metric space, sequences of contraction mappings by S. Nadler, 

S.P. Singh,& W.Luxemburg~theorerns in generalized complete metric spaces 

are discussed. A few theorems under weaker conditions have been proved. 

In Chapter III, some applications of the fixed point theorems, have 

been illustrated. For example, in proving the existence and uniqueness 

of solutions of linear equations, nonlinear integral equations. 



1. 

Chapter I 

Mapping and Fi~ed Points 

In this chapter, preliminary definitions of some terms and some 

of the well-known theorems in connection with contraction, contractive, 

and non-expansive mappings of metric space into itself are discussed. 

1.1. Preliminary Definitions: 

Definition 1.1.1. Let X be a set and let R+ denote the positive 

reals. A distance function + d:XxX-+R is defined to be a metric 

if the following conditions are satisfied for all x,y,z belonging to 

X: 

(i) 

(ii) 

(iii) 

d(x,y) > 0 ; d(x,y) = 0 

d(x,y) = d(y,x) 

d(x,z) ~ d(x,y) + d(y,z). 

if and only if x = y 

An immediate consequence of this definition is the property 

(iv) jd(x,y) - d(x,z) I ~ d(y,z). 

The set X with metric d is called a metric space and is denoted 

by the pair (X,d). Usually the metric space is represented by X when 

the metric d is understood. 

Definition 1.1.2. A sequence {X } n 
of points of a metric space X is 

said to converge to a point X belonging to X if lim d(x ,x ) = 0. 
0 n o 

Jl+oo 

In this case we write X -+ X . n 0 

It can be easily proved that if X -+X and X -+ y , then 
n 0 n o 

x
0 

= y
0

, that is, a convergent sequence has a unique limit. 
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Definition 1.1.3. A sequence {x } 
n of points in a metric space X 

called a Cauchy sequence if for any e: > 0, there is an N(e:) such 

that 

d (x ,x ) < e: m n whenever m,n ~ N(e:). 

Definition 1.1.4. A metric space X is said to be a complete metric 

space if every Cauchy sequence in X converges to a point in X. 

Definition 1.1. 5. Let T be a mapping of a set X into itself. A 

point y belonging to X is said to be a fixed point of T if 

Ty = y, that is, a point which remains invariant under ~ mapping is 

known as a fixed point. 

Definition 1.1.6. A mapping T of a metric space X into itself is 

said to satisfy Lipschitz condition if there exists a real number k 

such that 

d(Tx, Ty) ~ kd(x,y) for all x,y in X 

is 

In the special case, when k £ {0,1), T is said to be a contraction 

mapping. 

Remark 1.1.7. If T is a contraction mapping on a metric space X, 

then T is continuous on X. 

Proof. Let e: > 0 be given and X be any point in X. Since T is a 

contraction mapping, we have 

d(Tx, Ty) ~ kd(x,y} for all x,y £.X 

and k € [0,1). If k = 0, we have 

d(Tx,Ty) = 0 < e: for all y € X, and T is continuous at x. 
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Otherwise, let e: 
~ = k and y be any other point in X such that 

d(x,y) < ~ 

we have 

d(Tx, Ty) ~ kd(x,y) 

< k . ~ = e:. 

Hence T is continuous at x which is an arbitrary point, therefore, the 

contraction mapping T is continuous everywhere. 

1.2. Contraction Mappings. 

S. Banach (1892-1945), a famous Polish mathematician, and one of 

the founders of the Functional Analysis formulated the "Principle of 

Contraction Mapping" in 1922 which is widely used to prove the existence 

and uniqueness of solutions to the differential and integral equations. 

It will be stated as a theorem. 

Theorem 1.2.1. If X is a complete metric space and T is a contraction 

mapping of X into .. itself, then T has a unique fixed point. 

Proof. We first prove uniqueness. 

Then if xo -F Yo 

d(xo,yo) = d(Tx ,Ty ) 
0 0 

Suppose Tx 
0 

and Tyo = y • 
0 

< kd(x ,y ) 
- 0 0 

i.e. 1 < k which is impossible. 

Hence X = y . 
0 0 

For existence of a fixed point, we may start with any arbitrary 

point X 
0 

follows: 

in X and set up the sequence . {xn} of points in X as 



-
xl = ·TX I x2 = Tx1 = T2x x3 = Tx2 = 0 0 I 

x4 = Tx3 = T4x o' ... I X n = Tx n-1 = Tn~ 

We shall show that {x } is a Cauchy sequence. n 

T3x 
o' 

0 

d(Tn+mx· Tnx ) < kd(Tn+m-1 Tn-1" )< knd(...m ) 
0 I 0 - xo I xo ... < T X I X . 0 0 

By triangle inequality 

d(~x ,x) < d(rnx ~~-1x) + ... + d(Tx ,x) oo- o o oo 

m-1 m-2 
< d(Tx ,x )(k + k + ••. + k + 1) 
- 0 0 

1 . 
< 1 k d(Tx ,x ). 

- 0 0 

kn 
Therefore, d(~+mx ,Tnx) < k d(Tx ,x ). 

0 0 1 - 0 0 

Since k < 1 and d(Tx ,x ) 
0 0 

sequence. 

is fixed, hence {x } 
n 

is a Cauchy 

4. 

Since X is a complete metric space, the sequence {xn} converges 

to a point 

therefore 

Tx 
0 

X 
0 

in 

= T lim X 
n 

n-+<><> 

X. T, being a contraction mapping, is continuous, 

= lim Txn = lim xn+l = x
0 

n-+<><> 

Hence T has a unique fixed point. 

Examples: (1) Let T : R + R be defined by 

X Tx = 3 for all x €. R 

Then T is a contraction mapping in R and 0 is the 

unique fixed point. 



(2) Let T : R ~ R be defined by 

Tx = ;:x + 2 for all x E. R 

Then T is a contraction mapping and x = 6 

is the unique fixed point. 

Various generalizations of the Principle of Contraction Mapping 

have been given. The following results are worth mentioning. 

Chu and Diaz [7 ] gave the following two useful generalizations 

which are stated as theorems. 

s. 

Theorem 1.2.2. If T maps a complete metric space X into itself and 

if Tn (n is a positive integer) is a contraction mapping in X , then 

T has a unique fixed point. 

Proof. Since Tn is a contraction in X, therefore, by Banach 

Contraction Principle, it has a unique fixed point, say x. That is 

to say = x. Tnx n h Tx = T. = T Tx, t us Tx is a fixed point of Tn. 

But Tn has a unique fixed point, therefore, Tx = x. 

Clearly T has a unique fixed point, for if Tx
0 

= x
0

, then 

Tnx = x , hence ·x = x since Tn has a unique fixed point. 
0 0 0 

Example: Let T : [0,1] ~ [0,1] be defined by 

Tx 1 if is rational =- X 
2 

= 0 if X is irrational 

Then T2x = T3x = 1 = 2 for all X €. (0,1] is a contraction in [0, 1] 

and has a unique fixed point 
1 

x=2· Although T is not continuous, 

hence not contraction. The unique fixed point of T is 

' 
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Theoren• 1.2.3. Let 5 be any non.empty set of elements and T be a 

map of 5 into itself. If for some positive integer n, Tn has a 

unique fixed point, then T has also a unique fixed point. 

Remark. The above theorem has been improved, under different conditions 

by Chu and Diaz [ 8]. 

Theorem 1.2.4. Let T be a mapping defined on a non-empty set 5 into 

itself, k be another function defined on X mapping it into i tself 

such that kk-l = I, where I is the identity function of x . Then T 

has a unique fixed point if and only if k-1Tk has a unique fixed point. 

Proof . . Let X be a unique fixed point of k-1Tk 

k-lTkx =X 

Premultiply by k, we have 

kk-1Tkx = kx 

Tkx = kx 

Therefore kx is a fixed point of T. Uniqueness is obvious. Conversely, 

let x be a fixed point of T, then 
0 

Tx = x 
0 0 

Premultiply by k-l 

Since kk-l = I, therefore, we write (1) as 

(1) 

k-lT k(k-lxJ = k-1x
0 

i.e. k-1x
0 

is a fixed point of 

k-1Tk. Uniqueness is quite obvious. 

The following Corollary can be easily obtained from the above 

theorem. 



Corollary 1.2.5. Let X be a complete metric space, T : X+ X, and 

k : X+ X be such that kk-l = I, the identity function. If k-lTk 

is a contraction in X, then T has a unique fixed point. 

Its proof follows directly from the above theorem and the Banach 

Contraction Principle. 

7. 

Definition 1.2.6. Let X ' be a metric space. A mapping T of X into 

itself is said to be lo~ally contractive if for every x € X, there exists 

e and A (e: > 0, 0 ~A < 1), which may depend on x, such that 

p,q € S(x,e) = {y such that d(x,y) < e:} implies 

d(Tp,Tq) < Ad(p,q), 

Definition 1.2.7. A mapping T of a metric space X into itself is 

said to be (e:,A) - uniformly locally contractive if it is locally 

contractive and both e: and A do not depend on x. 

Definition 1.2.8. A metric space X is said to be e:-chainable space if 

for every a,b e X, there exists an e:-chain, that is a finite set of 

points such that d(x. 1 ,x.) 
1 - 1 

< e: (i = 1' 2' ... , n). 

The following theorem is due to Edelstein [ 9] as an extension to 

the Banach Contraction Principle. 

Theorem 1.2.9. Let X be a complete metric e: -chainable space T a 

mapping of X into itself which is (e:,A) uniformly locally contractive, 

then there exists a unique fixed point of T in X. 

Rakotch [25] has also given an extension to the Contraction Principle 

by introducing the following definition. 



Definition 1.2.10. Denote by F1 the family of functions k(x,y) 

satisfying the following conditions 

(1) k(x,y) = k(d(x,y)) i.e. k depends on the distance between 

x and y only. 

(2) 0 ~ k(d) < 1 for every d > 0 

(3) k (d) is a monotonically decreasing function of d. 

The following result has been established by Rakotch [25]. 

Theorem 1.2.11. Let X be a complete metric space and let T be a 

map of X into itself such that 

d(Tx,Ty) ~ k(x,y)d(x,y) for every x,y £X 

8. 

where k (x,y) e F1, then there exists a unique fixed point of T in X. 

Remark. The above theorem can also be proved by assuming k(x,y) to be 

monotonically increasing and 0 ~ k(d) < 1 for d > 0. 

point in X and let 

Let x be any 
0 

Since d(Tx,Ty) ~ k(x,y)d(x,y) for all x,y£ X, it can be easily proved 

that for x ~ Xl, 
0 

d(x 1 ,x ) > ••• 
n- n 

Therefore, by monotonically increasing property of k(x,y) we have 

k(x
0

,x1 ) > k(x1 ,x2 ) > •••• > k(xn- l'xn) > ••• 

Now we shall prove that {xn} is a Cauchy sequence. 
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= d (Tx , Tx1) < k(x ,x1 )d(x ,xl) 
0 - 0 0 

d(x2 ,x3 ) = d(Tx1 , Tx2 ) .::_ k(x1 ,x2 )d(x1 ,x2 ) 

< [k(x
0

,x1 )] 2d(x
0

,x1 ) 

In general 

Since 0 .::_ k(x
0

,x1) < 1, the sequence · {xn} is easily seen to be 

Cauchy. Since X is complete, the sequence {x } n conv~rges to a point 

say z in X. By the continuity of T, 

Tz = T lim X 
'fl+<'D n 

= lim Tx = lim x 1 = z. 
Jl"+'<'O n 'fl+<'D n + 

T. Uniqueness follows immediately. 

Thus z is a fixed point of 

Wong [ 34] has given two extensions of the Banach Contraction Principle 

which are stated below after the definitions of locally iteratively contract-

ive and locally contractive mappings. 

Definition 1.2.12. T is said to be locally contractive at u eX, where 

X is a complete metric space, if there exists a positive integer n(u) 

such that 

d(Tn(u)x, Tn(u)y) .::_ <P(d(x,y)) (1) 

k } for all x,y E. I(u; T) = {T u : k = 0, 1, 2, ... where <P satisfies 

cp(r)<r., (2) 

Definition 1.2.13. T is said to be locally iteratively contractive at 

u £ X, where X is a complete metric space, if there exists a positive 

integer n(u) such that (1) holds for all x,y ~ I(u;T), where <P 

satisfies 
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cp(s) ~cp(t) whenever s < t 

and for all t > 0. 

T is called local contraction if it is locally contractive at u 

for all u € X and local iterative contraction can be defined similarly. 

Theorem 1.2.14. Let T be a local contraction on X satisfying (1) 1 

cp satisfies (2), and in addition cp satisfies the followi.ng condition 

lim inf(t - cp (t)) = k > 0 

Then T has a unique fixed point. 

Theorem 1.2.15. Let T be a local iterative contraction mapping. Then 

T has a unique fixed point an& the successive approximations x n 
= Tn(x) 

X , 
n-1 

x
0 

= x for all arbitrary x eX converge in metric to the fixed point 

of T. 

Corollary 1.2.16. Theorem {1.2.11} given by Rakotch {25] directly follows 

from the theorem [l. 2 .14] by taking 

cp (r) = k(r) and n(x) = 1. 

1.3. Contractive Mappings. 

Definition 1. 3 .1. A mapping T of a metric space X into itself is said 

to be contractive if 

(1) .•... d (Tx, Ty) < d(x,y). for all x,y E. X , x f. Y 1 

Remark. A contractive map is clearly continuous and if such a mappi.ng has 

a fixed point, then this fixed point is unique . While the condition 

d(Tx,Ty) < d(x,y) is sufficient to assure that T has a fixed point but 
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it is too weak to guarantee the existence of one as will be seen from 

the following examples: 

Example 1. Let T : R ~ R be defined by 

T(x) = x + ; - arc tan x • 

1T 
Since arc tan x < 2 for every x, the operator T has no fixed point 

although T is a contractive map for 

T I (x) = 1 - 1 
2 < 1 , 

1 + X 

Example 2. Let T : R ~ R be defined by 

X T(x) = ln(l + e ) , 

Differentiating we obtain 

T'(x) = ex 
1 + eX < 1 i.e. T is a contrac~ive mapping, 

and it is easy to see that T has no fixed point. 

Several authors have considered mapping satisfying condition (1) . 

in one form or the other. Some of these are listed in the bibliography. 

The following theorem due to Edelstein [10] states the sufficient 

conditions for the existence of a fixed point for a contractive mapping. 

Theorem 1. 3. 2. Let T be a contractive mapping of a metric space into 

itself and X E: X 
0 

. n 
be such that the sequence {T (x }} has a subsequence 

0 
n· 

{T 1 (x
0

)} converging to a·point z in X, then z is a unique fixed 

point of T. 

A simple proof of the above theorem than that due to Edelstein can 

be given as follows. This proof is similar to that of Cheney and 

Goldstein [ 6]. 

~ 
I 



Proof. Since T is contractive hence continuous, we may write 

< d(x , T(x )) 
0 0 

Thus {d(Tn(x ), Tn+l(x ))} · d · f 1 b 1s a ecreas1.ng sequence o rea num ers 
0 0 n. 

bounded below by 0, and therefore has a limit. Since {T 1 (x
0

)} 

converges to 

to .: T(z) and 

z £X, therefore, the 
n.+2 

{T 1 x }- converges 
0 . 

. ni+l 
sequence {T (x

0
)} conv~rges 

to T2(z). Now if z F Tz 

d(z, T(z)) = 
nk+l . 

, T (x
0
)) 

(x ) ) 
0 

By continuity of T, we have 

n +1 · nk+2 
= lim d(T k (x ) , T (x

0
)) 

k-+-<x> 0 
d(z,Tz) 

= lim d(T · Tnk(x ), T2. Tnk(x
0
)) 

k-+-<x> 0 

= d(Tz, T2z) , a contradiction to the fact that T is 

contractive. Hence Tz = z. For uniqueness of z, let Y F z be 

another fixed point of T. Then 

d(y,z) = d(Ty,Tz) 

< d(y,z) , a contradiction. 

Hence z is a unique fixed point of T. 

The following Corollary is due to Edelstein. 

12. 
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Corollary 1.3.3. If T is a contractive mapping of a metric space X 

into a compact metric space Y C. X, then T has a unique fixed point. 

In [10] Edelstein has considered local version of the contractive 

mapping. There exists E > 0 such that 0 < d(x,y) < E implies 

d(Tx,Ty) < d(x,y) • (2) 

The following two theorems have been given by Edelstein flo]. 

Theorem 1. 3 • 4 • If T satisfies (2) and there exists an X 
0 

in X such 
n· 

that {T 1 (x )} converges to z in X, then there exists at 
0 

least one 

periodic point under T. 

Theorem 1.3.5. If X is compact and E-chainable metric space and if T 

satisfies (2), then T l~as a unique fixed point • 

1.4. Nonexpansive Mapping. 

Definition 1.4.1. A mapping T of a metric space X into itself is said 

to be nonexpansive (E-nonexpansive) if 

d(Tx, Ty) ~ d (x,yj for all x,y €. X (for all x,y with d(x,y) < E ) . 

Isometry i.e. ITx - Tyl = lx - Yl for all x,y in 

X is a simple example of nonexpansive mapping. 

Definition 1.4. 2. A point y E. Y C. X is said to belong to T-closure of 

Y ~ YT 1"f , y ~ , T(Y) C Y and there exists a point n £ Y and a sequence 

{n.} of positive integers, (n1 < n2 < n3 < ••• < ni < ••• ), so that the 
1 

n· 
sequence {T 1 (n)} converges to y. 



Definition 1.4.3. A sequence {x.} € X 
~ 

(£-isometric) sequence if the condition 

d(xm,xn) = d(x x ) m+k' n+k 

14. 

is said to be an isometric 

holds for all k, m, n = 1, 2, (for all k, m, n = 1, 2, ... with 

d(x ,x) < E). A point x in X is said to generate such an isometric m n 

(£-isometric) sequence under T if {Tn(x)} is such a sequence. 

The following theorems are given by Edelstein [11] on nonexpansive 

and E-nonexpansive mappings on a metric space X. 

Theorem 1. 4. 4. If T : X-+ X is an E-nonexpansive mapping and 

X in XT , then the sequence {m.} 
J 

(ml < m2 < ••• ) , of positive integers 
m. 

exists so that lim T J (x) = x. 
j-+o:> 

Theorem 1.4.5. If T : X-+ X is nonexpansive (E-nonexpansive)mapping, 

then each x in XT generates an isometric (£-isometric) sequence. 

Remark. It can be easily proved that if T : X -+ X is nonexpansive 

mapping and x is in XT, then T has a fixed point. For by the 

above theorem, an isometric sequence is generated, therefore, 

d(x,Tx) = d(Tx,T2x) • 

But T is nonexpansive, therefore we have 

d(T2x, Tx) .s_ d (Tx,x) 

From (1) and (2) d(x,Tx) = 0 ;.e. x is a fixed point of T. , ... 

(1) 

(2) 

In [ 6 ] Cheney and Goldstein have proved the following theorem. 
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Theorem 1.4.5. Let T be a map of a metric space X into itself such 

that 

(i) d(Tx,Ty) ~ d(x,y) 

(ii) if x; Tx, then d(Tx,T2x) < d(x,Tx) 

(iii) 
. n 

for each x, the sequence {T (x)} has a cluster point. 

Then for each 
. n 

x, the sequence {T (x)} converges to a 

fixed point of T. 

K.L. Singh [30] has proved the above theorem by relaxing condi tion 

(ii) and (iii) in the following way. 

Let T be a map of a compact metric space X into itself such that 

d(Tx,Ty) ~ d(x,y), equality holds when x = y. 

Then T has a fixed point. _ 
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Then T1 and T2 have a unique common fixed point. 

The conditions of the above theorem are not necessary could be seen 

from the following example given by Kannan [17]. 

Example: Let 

for x E. [ 0, 1] 

Clearly 

1 
T1 (x) = 2 - X 

3 X 
T2 (x) = 8- 2 

and X= [0,1]. 

It can be easily proved that ! is the only common fixed point. 

Also d(T2(x),T2(y)) = I~ - ~- ~ - ~~ 

= IY - xl 
2 

~! IY-xl 
3 = 4 d(x,y) 

Thus T2 is a contraction mapping. But considering the condition (i), we 

have 

d(T1(x),T2(y)) = I~ - ~- ~ + xl 

= lx - ~ - ~~ 

Now for 1 1 
X =s, y=4 

d(T1(x),T2(y)) 
1 =s 

d(x,y) 
1 

and =s 

1 1 
Hence d(T1 (x), T2 (y)) = d(x,y) for x = s· y = 4· 
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Thus the conditions of Theorem 2.1.3 are not necessary. 

Theorem 2.1.4. Let T be a continuous mapping of a complete metric space 

X into itself. Suppose there exists an everywhere dense subset E1 of X 

such that for any two points x,yE E1 

d(T(x),T(y)) ~ kd(x,y) where 0 < k < 1 

Then T has a unique fixed point. 

The following theorems are due to Kannan [18] in which he has omitted 

the completeness of the space. 

Theorem 2.1.5. Let X be a metric space. Let T be a map of X into 

itself such that 

(i) 

(ii) 

d(T(p),T(q)) < k[d(p,T(p)) + d(q,T(q))], 

p, q E. X. 

T is continuous at a point zE X. 

1 
O<k<2 I 

(iii) There exists a point x E X such that the sequence of iterates 

{Tn(x)} has a subsequence 
n. 

{T 1 (x)} converging to z . 

Then z is a unique fixed point of T. 

Theorem 2.1.6. Let X be a metric space and T be a continuous map of 

X into itself such that 

(i) d(T(x),T(y)) ~ k[d(x,T(x)) + d(y,T(y))], 

x,y belonging to everywhere dense subset M of X J 

(ii) There exists a point x £ X such that the sequence of iterates 

{Tn(x)} has a subsequence 
n · 

{T 
1

(x)} converging to a point z ~ X. 

Then z is a unique fixed point of T. 
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Theorem 2.1.7. Let X be a metric space and T be a map of X into 

itself. Suppose T is continuous at a point x
0 

€ X. If there exists 

a point x e X such .. that the sequence of iterates 

to If in addition 

d(T(x
0
),T(z)) ~kd(x0 ,z) , z EX 

then x
0 

is a unique fixed point of T. 

n {T (x)} converges 

In this chapter an attempt has been made to give more general 

result under less restricted conditions. 

Generalization of Theorem [2.1.5]. 

Theorem 2.2.1. Let X be a metric space and T be a map of X into 

itself such that 

(i) d(T(x),T(y)) ~k 1d(x,T(x)) + k 2d(y,T(y)) 

for x,y £ X 

(ii) There exists a point x e X such that the sequence of i terates 
n · 

{ Tn (x)} has a subsequence{T 1 (x) } converging to X0 • 

Then X 
0 

is a unique fixed point. 

Proof. Let xl = T(x ) 
0 

x2 = T(x 1) = T2x 
0 

Now d(x 1 ,x2 ) = d(T(x
0
),T(x1)) 

~ k1 d(x
0

,T(x
0
)) + k2 d(x1 ,T(xl)) 

= k1d(x ,T(x )) + k2 d(xl,x2) , 
0 0 

d(Xl ,X2) < kl d(Xo,Xl) a 

1 - k2 

"' II 



= k1d(x11 T(x!)) + k2(x 2,x 3) 

d(x2,x3) < kl d.(xl,x2) 
1 - k2 

kl 
< (1 - k2) 2d(xo, xl) 

In general d (x , x 
1

) ~ ( k 1 n 
n n+ 1 k ) d(x ,x 1) 

- 2 0 • 

d(x ,x ) < d(x ,x 1) + d(x 
1

,x 
2

) + n rn - n n+ n+ n + 

kr n kl n+l 

-t d (x 
1 
,x ) 

rn- rn 

kl rn-1 
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< [ (1 k) + (1 ... k2) + ••• + (1 - k ) ]d(x
0
,x 1) - 2 

(rn n+l rn-1 = + r + .... +r )d(x ,x 1) 
0 

kl 
where r = 1 - k2 

for kl + k2 < 1 

co 

d(xn,xrn) ~I rn d(x ,xl) ~ 0 as n ~ co 
1 0 ' 

Hence {x } 
n is a Cauchy sequence. Since the subsequence {x } of n. 

the Cauchy sequence converges to 

Now we shall prove that 

x , therefore, 
0 

Tx = x ~ 
0 0 

d(x ,Tx ) < d(x ,x ) + d(x ,T(x )) o o- on no 

= d(x
0

,xn) + d(T(xn_1),T(x
0
)) 

{x } 
n 

converges to 

~ d(x
0

,xn) + k1d(xn_1 ,T(xn_1)) + k2d(x
0

,T(x0 )) ~ 

1 kl 
d(xo,Txo) ~ 1 - k2d(xo,xn) + 1 - k2 d(xn-l'T(xn-1)) # 

If € > 0 is arbitrary, then for sufficiently large values of n, we 

have 

~ 

X 
0 
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1 - k2 
d(x ,x ) < e and d(x 

1
,x ) 1 - k2 . 1 + kl < € o n n- n ~ 

1 + kl 

Thus d(x Tx ) 1 kl 
< € + € = €. o' o 1 + kl 1 + kl 

Hence x
0 

= Tx
0 

because e > 0 is arbitrary. 

It can be easily proved that x
0 

is a unique fixed point of T. 

For, if x
0
,y 

0 
are two fixed points of T , then for x

0 
1 y

0 

d(x ,y) = d(T(x ),T(y )) 
0 0 0 0 

~ k1d(x
0

,T(x
0

)) + k2d(y
0

,T(y
0
)) 

= 0 

we get a contradiction, hence T has a unique fixed point. 

Example. Let X = [ 0 , 1 ) and T [ 0 , 1) + [ 0 , 1 ) , 

Define X 1 
T(x) = 8 for X e (0,2) 

X 1 
T(x) = g for X e (2,1) • 

Here T is discontinuous at 1 x = 2 , hence the hypothesis of Theorem 

2.1.5. is not satisfied. But 

d(T(x),T(y)) ~ k1d(x ,T(x)) + k2d(y,T(y)) 
1 1 1 3 

is satisfied by taking x = 3 , y = 8 and k1 = 7 , k2 = 7 

and 0 is the unique fixed point of the mapping T. 

Theorem 2.2.3. Let X be a metric space and T be a map of X into 

itself such that 

(i) 

(ii) 

1 d(Tx,Ty) < 2[d(x,Tx) + d(y,Ty)] for x,y € X 

There exists an element 

contains a subsequence 

x E. X such that the sequence 
0 
n · {T 1 (x

0
)} converging to a point 

Then z is a unique fixed point of T. 

z E. X. 

, 
.I 

i 



Proof. for n = 1, 2, ..• 
n. 

Since {T 
1

(x0 )} is a convergent sequence, therefore it is Cauchy 

sequence. 
n . n . 

d(z,Tz) < d(z,T 1(x )) + d(T 1 (x ),Tz) 
- 0 0 

n. 1 n.-1 
d( 1 1 1 < z,T (x

0
))+ 2 d(T (x

0
))+ 2 d(z,Tz) 

n. 
d(z,Tz) < 2d(z,T 1 (x )) 

0 

n . -1 n. 
+ d(T 1 (x ), T 1 (x )) 

0 0 • 

For arbitrary e: > 0, we choose n. so that 
n . 1 

d(z,T 1 (x) 
0 

< £ 
4 

n . -1 n. 
and d(T 1 

(xo), T 1(xo)) e: , 
< 2 

Therefore from (1) 

d(z,Tz) < e: 
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(1) 

Since e: is arbitrary, hence z = Tz i.e. z is a fixed point of T. 

For uniqueness, let z and u be two fixed points of T, 

d(z,u) = d(Tz,Tu) 1 1 
< 2 d(u,Tu) + 2 d(z,TZ) = 0 • 

Hence z = u. 

In order to illustrate Theorem 2.2.3, we would like to gi ve the 

following: 

Example. Let X = [0,2) and the map T of X into itself be defined by 

Tx X for X € (0,1) =-4 

X for X£ (1,2) =s 

Here we take X 
0 

1 = -2 and form the sequence {xn} as 

1 n = 1, 2, 3 , ... X = n 22n+l 

.. ll 



and the subsequence {x } n. 
~ 

1 
X = --....-:--~ n. 24i-3 

' ~ 
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as 

i = 1,2,3, 

The subsequence {x } n. 
~ 

converges to 0 and 0 is the unique fixed point. 

Theorem [2.1.1] is true for family of maps if they are commutative. 

Theorem 2.2.4. If T. is a family of maps of a complete metric space X 
~ 

into itself suchthat 

(i) 

(ii) 

d(T.x,T.y) < k[d(x,T.x) + d(y,T.y)] 
~ ~ - . ~ ~ 

for · x,y in X and 0 < k < ~ , for at least one i 

T.T. = T.T. 
~ J J 1 1 i F j • 

Then T. has a unique common fixed point. 
~ 

Proof. Let i = 1. Since T1 satisfies [2.1.2], therefore, it has a 

unique fixed point say z £. X • 

By (ii) T1T.(z) = T.T1(z) 
J J 

= T. (z) 
J 

Therefore T.(z) is a fixed point of T1 .By uniqueness 
J 

T . (z) = z 
J 

i.e. 

Hence the family of maps 

Example. Let X = [0,1] 

T. 
~ 

z is a fixed point of Tj' 

has a unique common fixed point. 

and 

T. : [0,1] + [0,1] be defined by 
1 

T. (x) = X 
~ 

for all i except i = 1 

T1 (x) = ~ when i = 1, 

d o is the unique common fixed point for Here X is. a complete metric space an 

the family of maps. 

· :=• 
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Theorem 2. 3 .1. Let X be a metric space having two metrics d and cS 

such that 

(1) d(x,y) ~ cS (x,y) for all x,y in X 

(2) X is complete with respect to d 

(3) T X -+ X be a mapping continuous with respect to d 

(4) p = { cS (X' y) I x., y ~ X} 

(5) o(T(x),T(y)) ~ w(o(x,y)) for all x,y €. X 

where w: P-+ [0,~) is upper semicontinuous from right on P and 

satisfies w (t) < t for all t belonging to P - { 0} . 

Then T has a unique fixe~ point. 

Proof. Given x
0 

€.. X, we define 

xl = Tx 
0 

x2 = Txl = T2x 
0 

n 
x = Tx = T x 

n n-1 o 

It has been proved by Boyd and Wong [ 4] that {x } 
n 

is a Cauchy 

sequence with respect to cS. By (1), {x} is a Cauchy sequence with 
n 

respect to d. Since X is a complete metric space with respect to 

d, therefore the limit of this sequence 

point of T i.e. Tx = x. 

{X } 
n 

say x is a fixed 

Uniqueness: Let x,y be two fixed points of T. Then 

cS(x,y) = cS(T(x),T(y)) 

~ $(cS(x,y)) which is a contradiction since 

w(t) < t. Hence T has a unique fixed point. 

. . . ··------:-- . .. . .. .. . 
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Remark. The above result can be obtained without assuming X to be 

complete with respect to d. In place of completeness we use condition 

(5) given below. 

Theorem 2.3.2. Let X be a metric space having metrics d and 8 such that 

(1) d(x,y) ~ o(x,y) 

(2) P = {o(x,y)jx,y £X} 

(3) T X ~ X such that 

o(T(x),T(y)) ~ ~(o(x,y)) for all x,y in X 

where ~ : P ~ [O,m) is upper semicontinuous from the right on P and 

satisfies ~(t) < t for all t £ P- {0} 

(4) T is continuous at z ~X with respect to d 

(5) There exists a point 

{Tn(x )} has a subsequence 
0 

x € X such that the sequence of iterates 
0 n. 
{T ~(x0)} converging to z in metric d. 

Then T has a unique fixed point. 

Proof. Given x £ X, we define x = Tx o n+l n n = 0,1,2, 

It follows from the previous theorem that {xn} is a Cauchy sequence with 

respect to 0 , By (1) {xn} is a Cauchy sequence with respect to d. 

Since the subsequence {x } n. 
~ 

of the Cauchy sequence {x } 
n 

converges to 

z, therefore, the sequence fxnJ converges to z under d, i.e. 

lim x = z. 
Jl+a:> n 

Since T is continuous at z, therefore, we have 

Tz = T lim xn = lim Txn = lim xn+l = z 

point of T. 

i.e. z is a fixed 

Uniqueness can be proved in the same way as in the previous theorem . 

... .-~: . : - . · . ... ,.... . - . -



Theorem 2.3.3. Let X be a complete metric space and 

and 

T x-~-x 

k X --~- X has a right inverse k-l such that 

k-1Tk : X --1- X 

-1 -1 
d(k Tk(x), k TK(y)) ~ ~(d(x,y)) for all x,y~ X 

where ~ is defined in the same manner as in the previous theorem 

and P = {d(x,y)lx,y eX} 

Then T has a unique fixed point. 

Proof. Given x € X , define 

en = d(k-1Tk)n(x) , (k- 1Tk)n-l(x)) 

26. 

Arguing in the same way as in Boyd and Wong [ 4 ] it can be proved 

that {(k-1Tk)n(x)} is a Cauchy sequence. Since X is complete, this 

sequence converges to a point x € X which is a fixed point of 
0 

k-lTk . 1.e. 

Premultiply 

k- 1Tk(x ) = 
0 

by k 

X • 
0 

kk-1Tk(x
0

) = kx
0 

Tk(x
0

) = kx
0 

i.e. kx
0 

is a fixed point of T. 

Uniqueness can be easily proved. 

Definition 2.3.4. A metric space X is said to be metrically convex 

if for each x,y € X, there is a z # x,y for which 

d(x,y) = d(x,z) + d(z,y). 

The following Lemma has been proved by L. Blumenthal [ 3] 

Lemma l(Menger).If xis a completely metrically convex space, then for 

any ex, 0 < ex < 1, and any x,y E X, there exists z €: X such that 

d(x,z) = exd(x,y) and d(x,z) = (l - ex) d(x,y). 
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Lemma 2. Let X be a completely metrically convex metric space and 

that 

T X-+X 

k X-+ X which has the right inverse k-l which makes the mapping 

k -lTk satisfy 

k-1Tk : X-+ X and 

(1) d(k- 1Tk(x), k-1Tk(y)) ~ Ad(x,y) 

for some constant A < co and for all x,y ~ X. Define the function 

~ : [O,b) -+ [O,b) by 

-1 -1 I } (2) ~(t) = sup{d(k Tk(x), (k Tk)y x,y € X, d(x,y) = t 

Then 

(a) s > 0, t > 0 and s + t < b implies 

~(s + t) ~ ~(s) + ~(t) i.e. ~ is subadditive. 

(b) ~ is upper semi-continuous from right on [O,b). 

Proof. (a) Let d(x,y) = s + t where x,y€ X and let z € X be 

such that 

Then 

(3) 

d(x, z) = s d(y,z) = t 

d(k-lTk(x), k-lTk(y)) ~ d(k-1Tk(x), k-
1

Tk(z)) 

+ d(k-lTk(z), k-1Tk(y)) 

d(k-1Tk(x), k-1Tk(y)) ~ $(s) + $(t) 

Take supremum of (3) over all x,y ~ X with d(x,y) = s + t, 

$ (s + t) ~ ~ (s) + $ (t) 

we have 

-· 
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(b) From (a), if t, t 
0 

are such that t - t < b and t > t 
0 0 

then cjl(t) ~ cjl(t - t ) + cjl(t ) 
0 0 

~ A(t - t ) + 
0 

cjl(t ) 
0 

by (1) 

lim sup cjl(t) < cjl(t ) 
t-+t + - 0 

0 

Thus cjl is uppersemicontinuous from right. 

Theorem 2.3.4. Suppose that X is a completely metrically convex metric 

space and 

T X -+X 

K X -+X has a right inverse k-l such that 

X -+X and -1 -1 d(k Tk(x), k Tk(y) )~ t/J(d(x,y)) 

for all x,y E. X where tP : P -+ [0, oo) satisfies t/l(t) < t for all 

t €. P - {0} and P = {d(x,y) jx,y £ X} . 

Then T has a unique fixed point. 

Proof. Let cjl(t) be defined as in Lemma 2 for t £. [ 0, b) . Then 

!j>(t) ~ tJ!(t) for all t € [O,b). 

We define: cjl(b) = tJ!(b) where b < ""· Then 

d(k-1Tkx , k-1Tky) ~ cjl(d(x,y)) 

for all x,y € X, and cjl(t) < t/l(t) < t for t E.. P - {0 }. 

By Lemma 2, cfl is upper semicontinuous from right on [O,b), Applying 

Theorem 2.3.3 replacing tP by cjl , i t can be proved that T has a unique 

fixed point. 

Theorem 2.3.5. If T i s a single-valued function mapping a complete metric 

space X i nto i t self such that 
(1) 

!L .. .... 



when n is a positive integer , x,y ~X, ~ : P ~ [0,=) is upper 

semicontinuous from the right on P and satisfies ~(t) < t for all 

t €. 'p - { 0}, then T has a unique · fixed point. 

Proof. Since Tn satisfy the condition (1), therefore J by [4 ] 

Tn has a unique fixed point say X such that 
0 

Tn(x ) = X 

' 0 0 

But T(x ) = TTn(x ) = TnT(x
0

) i.e. Tx is a fixed point of Tn. 
0 0 0 

But Tn has a unique fixed point, and therefore, Tx = x . 
0 0 

It is 

easy to prove that x
0 

is a unique fixed point of T by using (1). 

29. 
:~ . 
. ·· 
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The following theorem was given by D.F. Bailey [1] for a compact 

metric space. 

Theorem 2.4.1. If T is a continuous mapping of a compact metric space 

into itself and 0 < d(x,y) implies that there exists n(x,y) E I + 

(the positive integer) such that 

d(~(x), ~(y)) < d(x,y) J 

then T has a unique fixed point. 

The foregoing theorem can be proved under the following weaker 

assumptions: 

Theorem 2. 4. 2. If T is a continuous mapping of a metric space X into 

itself such that 

(1) for x ~ y, there is some n depending on x,y such that 

d(~(x), Tn(y)) < d(x,y) 

(2) there exists x eX such that the sequence {Tn(x)} has a sub­
n. 

sequence · {T ~(x)} converging to z eX. 

(3) {x } is an isometric sequence at x, 
n 

Then T has a unique fixed point. 

n. 
Proof. We have a subsequence · {T ~(x)} in X converging to some z in 

X and for some n depending on 
_n n+l 

(z,Tz),d(z,Tz) > d(T z,T z) 

z F Tz. But we also have 
n. n.+l( )) 

d(z,Tz) = d(lim ' T ~(x), lim T ~ x 
i i 

= lim d(x n. 
~ 

= lim d(x +n n. 
~ 

X +1) n. 
~ 

if 
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giving a contradiction unless z = Tz. 

Now to prove that T has a unique fixed point, let y F z be 

another fixed point of T. Then d(y,z) > d(~y,Tnz) for some n. 

However, Tz = z and Ty = y contradict this. Hence z is a unique 

fixed point of T. 

Theorem 2.4.3. If A is a contractive mapping which maps the closed 

set Q into a compact set p c Q, then A has a unique fixed point. 

Proof. Since A is contractive 

d(A(x) ,A(y)) d(x,y) [ < (1) 

I. for x,y E. Q and X F y. Also ~ -4! 
A : Q -+ p C. Q. 

p 
0 

= A(P) C P = A(Q). 

We shall prove that A is 

a contraction map of the set P. Suppose A is not a contraction on 

we can find xn,yn E: P (n = 1, 2, ... ) such that 

(2) 

Q 

P, 

where n = 1, 2, . .. , kn-+ 1 and we could assume xn + x €.. Q, Yn + Y€ Q. 

Since P is compact and Q is closed. Taking limits in (2) would give 

us 

d(A(x),A(y)) = d(x,y) 

which contradicts (1). Thus A is a contraction map of P. By Banach 

Contraction Principle A has a fixed point x1 E. P i.e. Ax1 = x1. 

Let x1,y1 be two fixed points of T. Then 
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which contradicts (1). Hence A has a unique fixed point. 

V.M. Sehgal [28] has proved the following theorem for mapping 

with a contractive iterate. 

Theorem 2.4.4. Let (X,d) be a complete metric space and T : X+ X a 

continuous mapping; there exists a k < 1 such that for each x € X, 

there is a positive integer n(x) such that for all y 

( 1) -

Then T has a unique fixed point. 

Remark. The above theorem can be proved without assuming X to be a 

complete metric space. 

Theorem 2.4.5. Let (X,d) be a metric space and T : X + X a continuous 

mapping; there exists -a A< 1 such that for each x € X, there is a 

positive integer N(x) e I+ such that for all y 

d(TN(x)(x), TN(x)(y)) ~ Ad(x,y) (1) 

n. 
and {Tn(x)} contains a subsequence {T ~(x)} converging to some point 

z E X. 

Then z is the unique fixed point. 

Proof. Set 

and 

N1 = N(x) 
Nk 

Nk+l = N(I' (x)) , k = 1, 2 , 3 ... 

N N +1 
Thus d(T k(x) , T k (x)) ~ Xkd(x, T(x)). 

Let i 
r 

be the smallest integer such that n. > N 
~ r 

r 
and 
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n. n. ni+l 
Since ~ d(T ~r(x) r T r(x) -+ z and , T r(x)) < A d(x, T(x)) 

where A < 1. Hence 

T(z) = lim 
ni+l 

T r(x) 
r+co 

n· ~ 
= lim T r(x) 

r+co 

= z i.e. z is a ' fixed point of T. 

The uniqueness of the fixed point follows immediately from (1). 

Holmes [15] has proved the theorem 2.4.5. by taking N = N(x,y). 

Theorem 2.4.5. can be generalized to mappings which are not 

necessarily continuous at each point in a metric space. 

The proof of the following lemma and subsequent theorem follow the 

line of argument presented in [28]. 

Lemma: Let (X,d) be a metric space and T : X -+ X a mapping. If 

there exist x,y £ X and a positive integer n(x,y) such that 

Tn(x,y) (z) = z (1) 

and 

d(ofl(x,y) (x) , ,.ncx,y) (z)) ~ kd(x,z) (2) 

for some k , 0 < k < 1, then z is the unique fixed point of T. 

Proof. By (1) and (2), z is the unique fixed point of ,.nCx,y). Then 

T(z) = T 

yt(x,y). 

. Tn(x,y)(z) = ,.nCx,y)T(z) i.e. T(z) 

But ,.nCx,y) has a unique fixed point 

unique fixed point of T. 

is a fixed point of 

z , hence z is a 

Theorem 2.4.6. Let (X,d) be a metric space and T X-+ X a mapping. 
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If there exists x,y~ X and a positive integer n(x,y) such that 

(i) d(yt(x,y) (x) Tn(x,y)(y)) ~ kd(x,y), 0 < k < 1 

(ii) for each x € X , Tn(x,y) (x ) ~ z 
0 0 

where z E: X 

Then T has a unique fixed point. 

Proof. It can be easily proved that for x€ X, r(x) =sup d(tt(x),x) 
n 

mi-l mi 1 
is finite. Let m = n(x,Tx), m. = m. 1+ n(T (x), T - T(x)) and 

0 ~ ~-

mi-l 
X. = T (x. l) i = 1, 2, 3, 

]. l.-

By (ii) x. ~ z £X and by (i), there is an integer n(x,y) > 1 such 
]. 

that 

d(yt(x,y)(x.) , Tn(x,y)(z)) < kd(x.,z) 
]. - ]. 

each x., z EX. It follows that Tn(x,y)(x.) ~ yt(x,y)(z). 
]. ]. 

Thus for 

d(yt(x,y) (z), z) = l~m d('~(x,y) (xi), xi) 
]. 

But d(yt(x,y) (xi)' xi) = d(Tmi-lTn(x>y)(xi-1), Tmi-l(xi-1) 

n(x,y) 
~ kd(T (xi_1), xi_1J ~ .•. 

~ kid(Tn(x,y)(x
0
), x

0
) ~ 0 as n ~ ~ 

Hence Tn(x,y)(z) = z. 

By the lemma z is the unique fixed point of T. 

The following example is due to Guseman [14]. 

Example. Let X = [0' 1) and define T = [0,1) ~ [0,1) by 

T(x) = 0 if X is zero or irrational e. [0,1) 

-n if X E. [Zn,. 2cn-l)) ' n = 1, 2, = 2 X 

Then 0 is the unique fixed point of T in [0,1). For each 

' 
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It can be easily verified that T has no contractive iterate at any 

other point ~[0,1). 

If a sequence of mappings T , with fixed points 
n U , converges 

n 

to T, with a fixed point U, then does the sequence of corr&sponding 

fixed points converge to the fixed point of T? Some work has been 

done on this line by Bonsall [ 5], Nadler Jr. [25], Singh [31], and 

Russell and Singh [34]. Nadler Jr. has shown that if the sequence of 

contraction mappings with different Lipschitz constants converges point-

wise to a contraction mapping, then the sequence of their fixed points 

does not converge to the fixed point of T. He has proved the following 

theorem. 

If Tn : X+ X is a map for n = 1, 2, with fixed points 

U (n = 1, 2, •.. ) n 
and if Tn converges to T uniformly, where 

a contraction map with fixed point U, then 

Singh [33] has proved the following: 

U converges to 
n 

Theorem 2.5.1. Let X be a complete metric space such that 

(1) T 
n 

X + X be a map with fixed point 

U for n = 1, 2 , ... 
n 

u. 

T is 

I 

'-· 

' 



(2) Tn converges uniformly to T where T X + X is a map such 

that 

d(T(x),T(y)) ~ k[d(x,T(x)) + d(y,T(y))] for x,y in X and 

1 0 < k < 2 , with fixed point U. 

Then U converges to U. n 
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Remark. The above theorem has been proved by Singh [32] relaxing the 

convergence of T to T in the following way. 
n 

Theorem 2.5.2. Let X be a metric space such that 

(1) Tn : X+ X be a map with fixed point Un for n = 1, 2, 

(2) T converges pointwise to T where T : X + X is a map such that 
n 

d(T(x),T(y)) ~ k[d(x,T(x)) + d(y,T(y))] 

witb fixed point U. 

Then U converges to U. 
n 

for x,y f. X 
1 and 0 < k < 2 , 

Proof. Since T converges pointwise to T, given e > 0, there exists 
n 

a positive integer N such that for n ~ N(x,e) implies 

€ 
d(Tnx,Tx) < 1 + k 

Thus for n > N 

d(Un,U) = d(Tn(Un),T(U)) 

~ d(Tn(Un),T(Un)) + d(T(Un),T(U)) 

< d(T (U ),T(U )) + k[d(U ,T(U )) + d(U,T(U))] 
- n n n n n 

~ d(Tn(Un),T(Un)) + k[d(Un,Tn(Un)) + d(Tn(Un),T(Un)] 

= (1 + k)d(Tn(Un),T(Un)) 

< € 

Hence U converges to U. 
n 

~ .. 
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A more general form of the Theorem 2.5.2. on sequence of mappings can 

be formulated in the following way: 

Theorem 2.5.3. Let X be a metric space and T. 
~ 

be a sequence of mappings 

of X into itself such that 

(1) d(T.x,T.y) < pd(x,T.x) + qd(y,T.y) 
~ ~ - ~ ~ 

x,y ~ X and each T. 
~ 

has a fixed ai , 0 ~ p + q < 1, 

(2) {T.} converges pointwise to a mapping T : X+ X. 
~ 

and p,q > 0. 

The sequence {a.} 
~ 

of fixed points converges to a where a is a 

fixed point of T. Also T has a unique fixed point. 

Proof. By pointwise convergence of {T.} 
~ 

to T, we get that given E > 0 

there exists a positive integer N such that n > N implies 

< E 
1 + p 

Hence for n ~ N , 

< d(Ta,T a) + d(T a,Tnan) - n n 

< E + pd(a,T a) + qd(a ,T a) l+p n n nn 

an being a fixed point of Tn , we have 

Hence lim a = a 
n 

n~ 

~ 1 + p 

e: 
< 1 + p 

E < ..,.--.;;.._-
1 + p 

= e: 

+ pd(a,T a) 
n 

+ p[d(a,Ta) + d(Ta,Tna)] 

+ pd(Ta,Tna), a being fixed point of 

PE 
1 + p + 

T 

~ I 
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For uniqueness,let bbe another fixed point of T. It can be easily 

proved by the above argwnent that 

fixed point. 

lim a = b. 
n n-+oo 

Hence, T has a unique 

Luxemburg [ 12] has given two contraction mapping theorems. These 

have since been generalized to a family of contractions by Monna [2~, 

Edelstein [2~, and Margolis [2~. An attempt has been made to give 

further generalizations. 

Definition 2.6.1. Let X be an abstract set with elements x, y, .. . , 

and let d(x,y) be a distance function (0 ~ d(x,y) ~ m), defined on 

X x X satisfying the following conditions. 

(1) d(x,y) = 0 if and only if x = y 

(2) d(x,y) = d(y,x) 

(3) d(x,y) ~d(x,z) + d(z,y). 

Then X with metric d is called generalized metric space. It differs 

from the usual concept of metric space by the fact that not every pair 

of elements necessarily has a finite distance. 

Theorem 2.6.2. Let T be a mapping of a generalized metric space (X,d) 

into itself satisfying the following conditions: 

(1) There exists a constant 0 < q < 1, such that 

d(Tx,Ty) ~ qd(x,y) 

for all (x,y) s~ch that d(x,y) < m 

n. 

(2) 
n {T 1x } For some x

0 
€ x, the sequence · {T x

0
} has a subsequence 0 

converging to x. 



(3) For the sequence of successive approximations 

x = Tx n n-1 n=1,2, ... , there exists an index 

N(x ) such that 
0 

for g, = 1, 2, 

(4) If x and y are two fixed points of T, then d(x,y) < = . 

Then T has a unique fixed point. 

Proof. Let x
0 

€ X and f~ the sequence 

x = Tx n n-1 
(n = 1, 2, •.. ) 

Then by (3) there exists an index N(x ) 
0 

such that 
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d(xN,xN+t) < =, t = 1, 2, ... and hence by definition of the generalized 

metric space we have 

d(x ,x , ) < = n n+.., for n > N and t = 1, 2, •... Then 

(1) implies 

d(xN+1 , xN+2) ~ qd(xN ,TxN) and generally 

n-N d(xn , xn+l) ~ q d(xN,TxN) for n > N. 

By triangle inequality 

d(x ,x ,) < n n+.., -

i 
\ d(x ., x . 1) 
l n+1 n+J.-

i=l 

By using the previous inequality, we obtain 

n-N (1 
t 

d(x ,x i) 
- 9. ) d (xN' TxN) n n+ .::_q 1 - q 

and t = 1, 2, ... which proves that {x } is a Cauchy sequence 

0 < q < 1 . Since the subsequence 

generalized metric space, hence 

n 

{x } converges to 
n. 

1 

{x } converges to x 
n 

lim d(x ,x) = 0. Now for this element x, we have 
n-+<x> n 

x and X 

i.e. 

since 

is a 

. - ···- ·· -·· -. ---·-

. 1.· · .,_ 
K 
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d(x,Tx) < d(Tx,x ) + d(x ,x) - n n 

~ qd(x,xn_1) + d(xn,x) for n > N and 

hence d(x,Tx) = 0 i.e. x = Tx. This shows that x is a fixed point of 

T. To show that T has a unique fixed point, we assume that there are 

two fixed points x and y then 

0 < d(x,y) = d(Tx,Ty) ~ qd(x,y) 

hence d(x,y) = 0 i.e. x = y. This completes the proof. 

The following is a localized version of Theorem 2.6.2 . 

Theorem 2.6.3. Let T be a mapping of a generalized metric space (X,d) 

into itself satisfying the following conditions: 

(1) There exists a constant c > 0 such that for all (x,y) with 

d(x,y) ~ c we have 

d(Tx,Ty) < qd(x,y) , where 0 < q < 1 
n. 

(2) For some X e X, 
0 

the sequence h b {T 1xo} as a su sequence 

converging to x. 

(3) For the sequence of successive approximations 

x = Tx 1 n n-
n = l, 2, •.. ,there exists an index 

N(x ) such that 
0 

d(x ,x +") < c n n .~~. -
for all n > N and R. = 1, 2, ... 

(4) If x and y are two fixed points of the mapping T, then 

d(x,y) < c. 

Then T has a unique fixed point. 

!. 
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Proof. Let x
0

E: X and form the sequence xn = Txn-l (n = 1, 2, .•• ) 

From (3) it follows that there exists an index N(x ) 
0 

such that 

d(xn,xn+t) ~ c for n ~ N and t = 1, 2, .•.• It can be easily proved, 

as in the previous theorem, that 

to x. 

{x } 
n 

Now d(xn,x) ~ d(xn,xn+i) + d(xn+i'x) 

< c + d(xn+i'x) 

By letting i + oo , it follows that 

Then 

d(x ,x) < c 
n 

for all n > N 

d(x,Tx) < d(Tx,x ) + d(x ,x) 
- n n 

Hence d(Tx,x) = 0 i.e. Tx = x. 

is a Cauchy sequence and it converges 

for all n > N 

For uniqueness of the fixed point, assume there are two fixed points 

x and y ; then 

0 ~ d(x,y) = d(Tx,Ty) ~ qd(x,y) 

Hence d(x,y) = 0 i.e. x = y • This completes the proof. 
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Chapter III 

Applications of Fixed Point Theorems 

1. Let f(x) be a real differentiable function, given on the 

segment [a,b] of the real line, all values of which are also bounded 

in that segment. Suppose we want to solve f(x) - x · - l.. e. to find the 

point of intersection of the graph of f(x) and the straight line 

Y = x as shown in the figure below. 

b 

a 

0 

We consider the function f as an operator mapping the segment 

[a,b] which is the closed subset of the complete metric space X into 

itself. If lf'(x)l ~ k < 1 , then f is a contraction operator. In 

fact due to Lagrange formula, for any x 1 ,x2 € [a,b] 

where n is a point between x1 and x2 • By Banach Contraction Principle 

f has a unique fixed point which can be obtained by method of successive 

approximations, beginning from an arbitrary point x
0 

£ [a,b]. The fixed 

point of the operator is the solution of the 'equation f(x) = x. 
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Example. Suppose f : R + R be defined by f(x) X 
= 2 + 1, in which case 

the fixed point is X = 2 which can be obtained by successive approx-

irnations. Let 

The sequence 

xl = 0, we obtain 

x2 = f(O) = 1 

X3 = f(l) 3 =-2 

f(3) 7 X If = =-2 4 

f(7) 15 24 - 1 xs = = -= 
4 8 23 

2n-1 - 1 
X = f (X ) = ---,....__;_ 

n n-1 2n-2 

{x } clearly converges to 2 which is the fixed point of f. 
n 

2. Consider the system of n algebraic equations with n unknowns 

xl, x2, ... , X . n 

a11x1 + a12x2 + a13x3 + + a
1 

x = bl n n 

a21X1 + a22X2 + a23X3 + + a
2 

x = b2 n n (1) 

+ a x = b nn n n • 

We rewrite (1) by transposing all terms on the right side and add 

x1 to both sides of the first equation, to the second x2 and so on, we 

get the equivalent system 



assume 

and (2) 

where 

xl = (1 - all)xl - al2x2-...• -alnxn + bl 

x2 =-al2xl + (1- a22)x2- .... -a2nxn+ b2 

We introduce new coefficients on the right 

that 

cik =-aik + 0ik where D if 
0ik = 

if 

can be written in the concise form 

n 
X. = I cikxk + b . 

l. ~ .. 
k=l l. 

i = 1, 2, .... ' n. 

Taking an arbitrary point 
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(2) 

• 

side of (2), namely we 

i = k 

i , k 

(3) 

determine mapping of the space Rn in itself by y = f(x) assuming the 

coordinates y. of the point y by the formulas 
l. 

n 
y. = 

l. k~l cikxk + bi (i = 1, 2, ... ' n) , 

The solutions of the system (1) or the equivalent system (3) are fixed 

points of the operator f. 

Sufficient condi tion for the operator f to be a contraction 

operator will now be derived. For this purpose,equate the operator f 

to the operator c of the linear transformation, determined by the 

matri x (cik) : 
n 

Y · = L c1.. k xk 
l. k=l 

( i = 1, 2, . . . , n) • 

Ia. .. 
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Namely, f(x) = ex + b, where b = (b 1• b 2• ... ' b ) . n 
For any two points X 1• x2 £ Rn , we have 

d(fx 1>fx2) = llfxl fx2ll 

= llcxl cx2ll 

= llc(xl - X2) II 
< llcll l1x1- x2l1 -
= lie II d(xl,x2) 

Consequently, if I lei I < 1, then f is a contraction operator. This 

inequality holds good if 

n 2 r cik < 1 ~ 
i,k (4) 

so, if the conditions (4) satisfied, the operator f has a unique 

fixed point, which can be found by method of successive approximations. 

3. The following is the application of the fixed point theorem in 

economics. 

Suppose we have an ecomony with 6000 commodities; the list of 

commodities include money, stocks, bonds, houses, etc. A typical quantity 

on the list, say houses, might be item 20. It is assumed that the demand 

for houses depend on the prices of each of the 6000 items on the market, 

as well as a few non-commodity type influences such as the stock of cash 

in existence (which might be listed as item 6001 to keep records straight). 

Call 0(20) the demand for commodity 20, i.e. 0(20) is the demand for 

houses. We are asserting that 0(20) depends on P(l), the price of commodity 

1, P(2), the price of commodity 2, ... ,to P(6000), the price of commodity 

6000, P(6001), the price of the stock of cash in existence, and perhaps a 

few more. Hence, 0(20) depends on at least 6000 variables. Similar 

statements apply to D(l), the demand for commodity 1, ... , 0(6000), the 
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demand for commodity 6000. 

We have similar set of supply equations. If S(20) denotes the 

supply of houses, we shall assume S(20) depends on P(l), P(2), P(3) ... , 

P(6001), where P's have the same meaning as mentioned in the previous 

paragraph. This gives us a list of equations in which each of S(l), 

S(2), •.. , 5(6000) depends on P(l), P(2), ... P(6001), and perhaps a 

few more. 

The economy is said to be in general equilibrium if the supply 

for each item and its demands are equal i.e. if O(k) = S(k) for each 

k. But these equations are 6000 in at least 6001 unknown. Using some 

assumptions from economics, we can reduce the system to as many unknowns 

as equations. In our particular example, we would have 6000 equations 

in 6000 unknowns. General equilibrium will be realized if there are 

numbers P(l), P(2), ... , P(6000) which will satisfy every one of the 

equations 0(1) = S(l), 0(2) = S(2), ..• , 0(6000) = S(6000) simultaneously. 

The question of whether such numbers P(l), P(2), ... , P(6000) exist 

which simultaneously satisfy the 6000 equations D(k) = S(k) is far from 

trivial. 

Consider a simple one-commodity situation, and label this commodity 

as 1. Suppose at price P(l) = p, the demand 0(1) is given by 

0(1) = 900 - p and the supply S(l) is given by S(l) = D(l), and hence 

the equilibrium occurs if 900 - p = 1000 - p. But this equation implies 

100 = 0 which is absurd and so the assumption that we can have equilibrium 

is untenable. 

We shall next consider equations under which general equilibrium 

is realized. We shall suppose that we have a two-commodity economy, with 

. ;. 
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P(l) = P , P(2) = q, the price of commodity 1 and 2 respectively. we 

suppose that supply functions, S(l) and S(2) each depen~on the prices 

p and q according to the equations 

S(l) = 12 5p + q 

S(2) = 5 + 2p + q 

Similarly the demand functions D(l) and D(2) each depend on the same 

prices p and q according to the equations 

D(l) = 2 3p + 5q 

D(2) = 2 + p + 3q 

Equilibrium is realized if there exists pieces p and q such that 

S(l) = D(l) and S(2) = D(2) simultaneously . . This leads to the 

equations 

and 

or 

12 - 5p + q = 2 3p + 5q 

5 + 2p + q = 2 + p + 3q 

p + 2q = 5 

p + 2q = 3. 

Hence, at prices p = 1, q = 2, general equilibrium is realized. 

In general then, more assumptions will be nesessary to insure a 

set P(l), P(2), . .• , P(6000) which solves the equilibrium equations. 

An outline of the proof of the existence of a solution to the general 

equilibrium equations based on a modification of a model displayed by 

Lionel McKenzie is given below. To simplify the model, we shall restrict 

our discussion to the one variable case, though the McKenzie model assumes 

a system of demand equations in many variables. 

pd = the demand price 

p = the supply price 
s 

yd = the demand quantity 

ys = the supply quanti ty 

~ 
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The economic assumptions are sets of inequalities which assert 

the following: 

(1) Production is proportional to demand using no more than available 

resources. 

(2) 'Perfect competition' economy is as·sumed, so profits are zero. 

Essentially we assume that the demand quantity is a continuous 

function of the demand price, and write Yd = D(Pd) and we assume that 

supply quantity is a continuous function of the supply price, and we 

write Y = S(P ). Our object is to show that the economy is in general 
s s 

equilibrium; i.e. there is a value P = Ps = Pd such that S(P) = D(P). 

It is assumed that it is possible to solve Ys = S(Ps) for P to obtain s 

the continuous function P = G(Y ). s s 
This leads to the equations 

Our model guarantees that there are values of Yd 

Then 

and Y s 
that coincide. 

Since G[D(Pd)] is continuous, therefore, there exists a value P by the 

fixed-point theorem 2.7.2.[27] such that G[D(P)] = P. At this price, the 

demand conditions, the production conditions and no profit conditions are 

satisfied. 

4. A Nonlinear Initial Value Problem. 

The initial value problem: 

2Kut - ljlu = b(x,t) + €U3 (1) 
uxx - utt -
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- co < x < co , t > 0 , u(x,O) = f(x) , ut(x,O) = g(x) 

where 1lJ, K , E. are constants, has been investigated _by . F.icken and 

Fleishman and their result are indicated here. 

In order to reduce the problem to that of solving an integral 

equation, we solve the linear problem first, 

Lu = u - u - 2Kut -1lJ(u) = r(x,t) 
XX tt 

(2) 

The solution to the linear problem (2) can be described in terms 

of the linear factors H, M, G, and F which are defined as follows 

x+t-v 

H w(x,y, v) = ~ e-k(t-v) J w(a,v) J (va)da 
0 

x-t+v 

- J
t 

M w(x,t) = H w(x,t,v)dv 
0 

G ( t) H ( t 0) Where w(x,O) = g(x) g x, = w x, , 

F f(x,t) = G f(x,t) + 2kGf(x,t) 

More explicitly 

G g(x,t) 

F f(x,t) 

x+t 
-!. e-kt J - 2 

x-t 

= !. e-kt (f(x + t) + f(x - t)) 
2x+t 

+ k J f(a) J
0

(va)da 

x-t 

x+t 

+ I f(a) 
33o (va) da 

x t at 

....... 

~; 

•·. 



50. 

where the initial data f,g satisfy f(x) £ cl (class of bounded 

functions with bounded continuous first derivatives) and g(x) belongs 

to c2 (class of bounded functions with bounded continuous first and 

second derivatives) and r(x,t) belongs to clc (class of functions 

which are bounded and continuous together with their first derivative 

with respect to x for all real x and all non-negative t), then the 

problem (2) is solved by 

u = Ff + Gg + Mr (3) 

The sum of first two terms on the right side of (3) is a solution 

of the homogeneous equation Lu = Oand also satisfy the initial conditions. 

The last term satisfy the inhomogeneous equation Lu = r with zero initial 

data. 

Thus we have the integral equation 

u = Ff + Gg + M (b + £u3) for the determination of the solution 

of (1). In solving (3) employ the space of cc (functions of x and t 

which are bounded and'. continuous for all real x and t ~ 0) with the 

norm I lwl 1 = suplw(x,t)l. It is assumed that k > 0, ~ > 0. 

Using contraction mapping theorem, we shall try to solve (3) 

by successive approximations. 

Consider a closed ball 

SR = { w : II wll < R} 

h U a s SR into itself and in the space cc such that t e operator m P 

such that U satisfies a Lipschitz condition 

II u cu - z) II ~ e II u - z I I 
b 1 t S First we find the norm of t he 

with 0 < e < 1 and u,z e ong o R" 

operators M,G and F 

..._ _ _ 
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where (i) -2 rn = k when 0 < k2 < ~ 

(ii) rn = (k - (k2 - ~)~) - 2 
when 

Now, let a number e be chosen between 0 and 1, and let R and ~ 

satisfy the inequality 

3lelrnR2 < e 

Then if II u II < R and II z II < R , we have 

IIU(u- z)ll = IIE.M(u 3 - z3JII ~ l£1rn1Ju2 + uz + z2ll llu- zJII 

~ 31 E. I mR 2 11 u - z II 

~ e llu - z II 

so that the Lipschitz condition is satisfied in SR. 

With R and E: subject to the same inequality and with II u II ~ R, 

Thus the operator U will be contraction mapping of SR into itself 

providing that the inequalities 

IIFII llfll + IIGII llgll + mllbll ~ (1- ~)R 
3m R21e.l ~ e < 1 

are both satisfied. Under these conditions the method of successive 

approximations starting with a function u
0 

E SR will converge to a 

solution u(x,t) of (3) which in turn is a solution of (1). 

\ 

·-·~ ,:,' 
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5. These illustrations are due to Shinbrot [ 2ru. 
(i) 

Bottom-- -----

Surface 

Bottom 

The feasability of water flow of a certain type over a periodically 

rising and falling bottom can be demonstrated by use of fixed-point 

theorems. It has been recently shown that the surface of water could rise 

and fall according to the same general period as the bottom and that the 

high and low points can lie directly above the high and low points of 

the bottom. 

.! 
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(ii) 

• 
p 

r~. I 
Contraction of a surface must result in point remaining in the 

position it occupies before contraction. The larger rectangle represents 

the original surface, a sheet of rubber stretched taut; smaller rectangle 

represents the sheet after it has sprung back to its relaxed position. 

We consider the point, P, near the corner at top left on the original 

rectangle. After the contraction it assumed a position we designate P1. 

The point that was at P! originally has moved inward to a new position 

P2_. · The point originally at P2 has moved to P3, and so on. The 

interval between P2 and P3 is smaller than the interval between P1 

and P2 • In fact P1 , P2 , P3 , ••• form a series approaching a limit: 

the fixed point. 

:;i 

.•· 
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