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Abstract 

This thesis investigates the performance enhancement of digital relays for 

transmission line distance protection from filtering (extracting the fundamental frequency 

components) point of view and relaying algorithm point of view. 

Several Fourier based filtering algorithms are investigated, simulated, and compared 

in this thesis. Furthermore, a new wavelet transform based real-time filtering algorithm is 

proposed. The studies suggest that this method converges faster than Fourier based 

algorithms. 

Two types of relaying algorithms are also examined in this thesis. One algorithm, 

which compensates the fault resistance, only needs to monitor the voltage and current 

signal at the relay end. The other algorithm makes use of the information from both ends 

of the transmission line and adaptively adjusts the relay operating characteristics. Both 

theoretical analysis and simulation results show that these algorithms can significantly 

enhance the performance of digital relays for transmission line distance protection. 
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Chapter 1 

Introduction 

1. 1 Protective Relaying of Power Systems 

1.1.1 Importance of Protective Relays in Power System 

In power systems, many kinds of faults and abnormal operating conditions may 

occur. The most common, and also the most harmful, are short circuits of different kinds. 

Short circuit current can damage equipment of power systems, reduce the voltage of 

relevant parts of the system, and even threaten the stability of the system. 

Faults are not only caused by lightning, wind, ice, earthquake, fire, explosions, 

falling trees, flying objects, physical contact by animals and other natural events, but are 

also caused by equipment failure, incorrect operation etc .. Irrespective of the cause, faults 

must be isolated quickly and selectively. For this purpose, protective relays are installed 

at different parts of a power system. The main features are: 

• Automatically, quickly, and selectively remove faulted components from power 

system in order to recover the rest of the parts to normal functioning quickly; 



• Indicate the abnormal operation situation of relevant components and provide 

associated signals. 

Nowadays, due to changes m power system operation like reactive power 

compensation, flexible ac transmission techniques, increased power transfers over 

transmission lines, protective relays play a much more important role in order to maintain 

a very high level of continuity of high quality power supply. 

1.1.2 Common Features of Protective Relays 

Relay 

Figure 1.1. Typical single line ac connections of a protective relay 

Figure 1.1 illustrates a typical simplified relationship between the Current 

Transformer (CT), Potential Transformer (PT), protective relay, and Circuit Breaker 

(CB). Protective relays take CT, PT signals as inputs and provide trip signals for the 

circuit breaker. 

(9--.j Measurement f-.L__L_og_i_c_a_l ____J Operation 

Figure 1.2. Logical representation of protective relays 
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In general, a typical logic representation of protective relays, such as 

electromechanical, solid state, or digital relays, is shown as in Figure 1.2. As it indicates, 

protective relays consist of measurement components, logical components, and operation 

components. 

1. Measurement - it measures relevant quantities which are necessary for particular 

protective relays, such as voltage (from PT), and/or current (from CT), and 

compares with given setting point value to determine whether the relay should be 

started or not. 

2. Logical - relaying decision 1s based on certain computations that use the 

measurement values. 

3. Operation - relaying action is based on the decision in part 2. For example, in 

case of faults, trip the breaker; in case of abnormal situation, give signals; in case 

of normal condition, no action or just provide some self-monitoring functions 

(digital relays only). 

Protective relays, consisting of three components indicated m Figure 1.2, are 

designed to satisfy the following four basic requirements. 

1. Reliability 

Reliability includes two aspects: protective relays must operate when intolerable 

transients and permanent faults occur within their protection area, and must not operate 

when any fault occurs outside their protection area or any kinds of tolerable transients. 

3 



Both incorrect operation and failure to operate are extremely harmful to the power 

system. However, it is difficult to avoid both unexpected operations at the same time. 

Due to different power systems, or different load conditions, incorrect operation and 

failure to operate can cause different effects to the power system. Therefore, different 

strategies should be taken depending on the operating conditions. 

2. Selectivity 

Selectivity (also known as relay coordination) of protective relays means, when 

protective relays operate, they only isolate the faulted element from the whole system to 

minimize the outage area and make the rest of power system maintain normal power 

supply. 

The possibility of failure to operate and failure of protective relays and circuit 

breakers should be considered in determining the selectivity of protective relays. 

Therefore, backup relays are necessary. The coordination of primary relays and backup 

relays can be achieved by different operation zone and operation time delay. Normally, 

primary relays have a small operation zone but operate instantaneously, while backup 

relays have a large operation zone, namely overreached area, and operate with a 

particular time delay. 

Figure 1.3 gives an illustration of the coordination of the different protective zone in 

a transmission line protective system. Zone 1 is the primary operation zone while Zone 2 

is the backup zone. As can be seen, Zone 1 is set to protect 85% of the line without any 

time delay. In case the relay cannot operate properly, Zone 2, which is set to 150% ofthe 

4 



length of the transmission line, will trip this line with a particular time delay, say 0.2 

second. 

X 

R 

Figure 1.3. The protective zone coordination of a relay system 

3. Sensitivity 

Sensitivity is the response ability of protective relays to the faults or abnormal 

operation inside the protection zone. 

Protective relays with good sensitivity can sense any faults within the protection 

zone with respect to different fault location, different fault types, and even different fault 

resistance. The sensitivity factor usually determines the sensitivity of protective relays. It 

depends on the parameters of protected elements and operation condition of the power 

system. 
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4. Speed 

Removing the faulted area (or elements) rapidly can significantly improve the 

stability of the power system, reduce outage duration, and minimize the damage of 

faulted elements. Therefore, in case a fault occurs, protective relays should identify the 

faults and operate quickly. 

The total time to remove the fault is determined as the sum of operation time of 

protective relays and operation time of circuit breakers. Typically, high-speed relay can 

operate in less than 50 ms or less. Modern high-speed circuit breaker can operate in the 

range of 17 ms to 50 ms, [1]. Therefore, the total clearing time can be within 35 to 130 

ms. However, high operation time is not always required especially in low-voltage 

systems for economic reasons. 

Besides the four factors mentioned above, economics of protective relays is another 

important factor which should be considered. A "good" protective relay system should 

combine both features of maximum protection and minimum cost. 

1.1.3 Evolution of Protective Relays 

Protective relays were introduced quite widely into power systems during the first 

two decades of the 201
h century. From then on, their evolution mainly concerns three 

generations: electromechanical relay, solid-state relay, and digital protective relay. 
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1. Electromechanical protective relay [2] 

In 1898, Andrews promoted a Reverse-current relaying scheme, in one of the earliest 

literatures to illustrate protective relay of electromechanical type. From then to the 1950s, 

electromechanical protective relays dominated this area. 

Movement of armatures or discs of these relays is used to operate contacts, which in 

tum issue the tripping signal for circuit breakers. Some elaborate designs enable them to 

meet the system requirements even up to the present. 

As the earliest protective equipment, each electromechanical relay has different and 

specified function, such as over-current relay, distance relay, signal relay, time relay, and 

so on. Therefore, it is necessary to organize several different relays to achieve a particular 

protective function, which in tum cause heavier burden to analyze, design, install, test, 

and maintain. However, its simplicity and high level of performance made it popular over 

many years. 

2. Solid-state protective relay [2] 

The later (from 1930s to 1950s) rapid progress in electronic technology, especially 

the invention oftransductors, pushed the development of solid-state protective relay. 

Compared to electromechanical relay, the stze of solid-state relay reduced 

significantly. At the same time, some weakness of the former one did not appear in solid­

state relay, such as slower resetting, overshooting and so on. Therefore, the relevant 

analysis, design, installation, testing, and maintenance could be simplified significantly. 
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However, it must be recognized that solid-state relay must have a reliable power 

supply and the effect of electrical interference must be taken into account. 

3. Digital protective relay [3] 

From the mid 1970s, digital hardware was used in commercial products. Almost at 

the same time, Rockefeller explored the possibility of implementing a digital technique in 

protective relaying area in 1968 [ 4]. In 1971, Ramamoorty first proposed the discrete 

Fourier transform (DFT) algorithm [5], which is widely used at the present, to extract the 

fundamental frequency (60/50 Hz) components from sampled voltage/current data. The 

first commercial digital relay appeared in 1979. From then on, digital protective relay 

became the mainstream product and is widely used in power systems. 

With reference to electromechanical relay and analog solid-state protective relay, the 

protective function of digital relay does not rely on the hardware any more, i.e., based on 

the same hardware, different algorithms can be easily implemented. In addition, it has the 

following advantages [ 6]: 

• Self-monitoring: in case the main relay algorithms are not invoked, digital relays 

can run self-monitoring program to check both hardware and software. 

• Remote data communication: it can exchange information with the central 

computer of the dispatch center in order to make its relay algorithm follow the 

different power system operation condition. 

• Fault recoding: detailed fault data can be stored in digital relay and it can be 

easily uploaded or downloaded to other computer for further analysis. 
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• Standard products: it simplifies analysis, design, installation, testing, and 

maintenance; and also vastly reduces panel space and station battery power 

needs. 

• Economics: standard products can significantly reduce cost. 

With the changes in the structure of the electric power utility, the transmission lines 

carry significant load in an interconnected network. The security of transmission lines is 

very crucial to ensure that the customers receive the power demand reliably. The 

performance of the protective relays for transmission line protection is a significant factor 

in considering the security of the interconnected power system [7]. Therefore, from the 

customers' point of view, the performance of transmission line protection has to be 

enhanced in order to meet the power system operating requirement. Since the 

microprocessor is becoming more and more powerful, a digital relay can deal with more 

sophisticated and complicated algorithms for protective functions, thus making 

performance enhancements possible. 

1. 2 Aim of the Thesis 

The main aim of this thesis is to investigate possible means which can efficiently 

enhance the performance of digital relays for transmission line distance protection. The 

enhancements can be obtained using two approaches. The first approach concerns the 

real-time filtering, which extracts the fundamental frequency components of the voltage 

and currents signals measured by the relay. The second approach is based on the relaying 

algorithms, which make use of the fundamental components to calculate the 

(compensated) impedance and compare with some thresholds (operating zone). 
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In this thesis, several Fourier transform based filtering algorithms are investigated, 

simulated, and compared. Even through the Fourier based algorithms are widely 

implemented in current commercial digital relays and can achieve acceptable 

performance, they still have some drawbacks, such as the transient response 

characteristics. It is the motivation for many power system engineers to seek other 

possible filtering algorithms to improve the performance. In this thesis, the author 

proposes a new wavelet transform based real-time filtering algorithm. Single-phase-to­

ground fault and three-phase-to-ground fault cases are considered. The performance of 

the new algorithm is evaluated with data obtained from the simulation of a two bus 

system. The results show that the new algorithm converges faster compared to the 

conventional Fourier based algorithms under different power system operating 

conditions, such as fault locations, fault resistance, load conditions, etc .. 

Fast and accurate locating of faults in a power transmission line depend not only on 

the filtering algorithms, but also on the relaying algorithms. Recently, many innovative 

and challenging ways have been investigated by power system engineers. Generally, all 

the algorithms can be classified into two categories. One category only uses the 

information at one terminal (the relay end) of the transmission line; the other utilizes the 

information from both terminals of the transmission line. Due to different operating 

requirements, both of the algorithms are widely implemented in the power system. The 

one-terminal relaying algorithm, which is investigated in this thesis, can compensate the 

effects caused by the fault resistance. The two-terminal relaying algorithm studied in this 

thesis can adaptively adjust its action boundary according to different load conditions. 
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Theoretical analysis and simulations show that both of the algorithms can significantly 

enhance the relay performance. 

1.3 Organization of the Thesis 

Chapter 2 of this thesis introduces the computer relay architecture. In general, any 

digital relay can be divided into signal conditioning subsystem, conversion subsystem, 

digital processing subsystem and communication subsystem. 

Three Fourier based filtering algorithms, which include traditional full cycle discrete 

Fourier algorithm, one-cycle cosine window with a quarter delay algorithm, and one­

cycle cosine window with one sample delay algorithm, are presented in Chapter 3. The 

simulation and comparison of these algorithms are presented. In addition, a new wavelet 

based real-time filtering algorithm, which follows the introduction of the concept of 

wavelet transform, is suggested, simulated and compared with the conventional Fourier 

algorithms. 

A brief discussion on reactance effect is presented in Chapter 4. The concept of 

transmission line fault location is discussed. Then, a one terminal data based fault 

location algorithm, which compensates the fault resistance, is analyzed and simulated 

using a two bus power system. After a brief discussion of adaptive relaying, an adaptive 

boundary algorithm which uses two-terminal data is analyzed and simulated using the 

same power system. 

The summary of the thesis highlighting the contribution of the research and 

suggestions for future research are outlined in Chapter 5. 
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Chapter 2 

Digital Protective Relay Configuration 

2.1 Introduction 

Just as other real-time microprocessor based measurement, monitoring, and control 

system, digital protective relays have the same configuration, namely, analog input 

modules, digital input/output modules, Analog to Digital converters (ADC), Random 

Access Memory (RAM), Read Only Memory (ROM), Central Processor Unit (CPU), and 

other modules. However, the above-mentioned modules can usually be organized in the 

following subsystems according to different functions: 

• Signal conditioning subsystem 

• Conversion subsystem 

• Digital processing relay subsystem 

• Communication subsystem 

Except the digital processing subsystem, all the other subsystems are generally 

similar for different types of digital protective relays. The former subsystem, i.e., the 

software, can be different so as to achieve different protective algorithms. 
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The following sections will discuss the details of the above subsystems. Section 2.2 

investigates the signal conditioning subsystem, while Section 2.3 focuses on the 

conversion subsystem. Section 2.4 presents the signal processing subsystem, and Section 

2.5 introduces the communication subsystem. Section 2.6 gives a summary. 

2.2 Signal Conditioning Subsystem 

Surge 

I Transducer ~ Protective r-- Low Pass r-- Analogue 
Multiplexer 

Circuits 

Figure 2.1. Configuration of the signal conditioning subsystem 

Figure 2.1 gives the configuration of a signal conditioning subsystem, which 

includes a transducer, surge protective circuits, low pass filter, and analog multiplexer. 

All of the four components are connected in series. 

1. Transducer 

Usually, microprocessor-based systems can accept signals within ± 5 V or 4 to 20 

rnA, while the signals available from CT are 1 A or SA, and signals from PT are 11 OV or 

120V. Therefore, a highly accurate transducer is necessary for digital protective relays to 

reduce CT and PT signals to suit the requirements of microprocessor based systems. 

Both CT and current transducer can be saturated in case of short circuit so that the 

accuracy of measurement can be reduced. To minimize this effect, some compensation 

can be applied [6]. However, in most applications, this is not necessary. 
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2. Surge protective circuits 

Surge protective circuits are connected between the transducers and low pass analog 

filters to avoid possible damage caused by surge current in the case of power system 

fault. Typically, surge circuits consist of well-organized capacitors and isolating 

transformers. 

3. Low pass filter 

Almost all the popular digital filter algorithms, such as Full Cycle Discrete Fourier 

Transform (FCDFT), cannot extract fundamental quantities directly and remove all of the 

high order harmonics from CT, PT signals. In addition, sampling theorem, which will be 

illustrated in Section 2.3, requires that the highest harmonics in analog signal should be 

less than a particular value to avoid errors caused by limited digital sampling frequency. 

Therefore, analog low pass filters are necessary to filter those unwanted high order 

harmonics by choosing suitable cut-off frequencies. Of course, this low pass filter can 

introduce some modifications to both magnitude and phase angle of CT, and PT signals. 

However, since the transform function of low pass filter can be easily specified, it is not 

difficult to extract the exact fundamental signal with both correct magnitude and phase 

angle [8]. 

Normally, well-designed first order or second order low pass filter can remove high 

order harmonics and give satisfactory output signals. 
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4. Analog multiplexer 

Since almost every digital protective relay has limited data processing channels 

(including sample and holding, analog to digital conversion, and so on), all or part of 

input analog signals have to be processed in a serial manner. An analog multiplexer is 

used to select a signal from a number of inputs and transfer it to suitable processing 

channels. 

2.3 Conversion Subsystem 

Sample & -- AID -- Digital 
Hold circuits Converter Multiplexer 

Figure 2.2. Configuration of the conversion subsystem 

Conversion subsystems consist of three parts - sample & hold circuits, AID 

converters, and digital multiplexers - in serial connection, as shown in Figure 2.2. The 

sampling theorem is an important basic theory which should be taken into account in this 

subsystem. Therefore, the sampling theorem and the three parts are explained below. 

2.3.1 The Sampling Theorem 

The sampling theorem states that a band-limited signal can be uniquely specified by 

its sampled values if and only if the sampling frequency is at least twice the maximum 

frequency component contained within the original signal [3], [9], i.e. 

(2.1) 

f , is the sampling frequency, 

f m is the maximum significant frequency, or Nyquist frequency. 
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If equation (2.1) is not satisfied, i.e., the sampling frequency is less than Nyquist 

frequency, aliasing error- overlap between high frequency signals and low frequency 

signals - can occur. Therefore, high frequency signals and low frequency signals cannot 

be clearly distinguished from each other. 

In practise, usmg front-end low pass filters and/or increasing the sampling 

frequencies are suitable solutions to realize the sampling theorem so as to avoid aliasing 

error. 

2.3.2 Sample and Hold Circuits 

In general, sample and hold circuits are made of switch-capacitor combinations. 

Every sample can be held in this circuit until new sample is taken. 

In this part of the conversion subsystem, synchronisation is extremely important for 

each sample in order to get precise calculation results. To achieve this target, accurate 

and uniform system clock is necessary and sampling rate should suit the changing system 

frequency. 

2.3.3 AID Converter 

As the name indicates, AID converters convert analog signals to digital signals so 

that they can be processed by a microprocessor. The most important parameters that 

characterize the performance of AID converters are resolution, i.e., the accuracy, and 

conversion time. Both of these two parameters are extremely important to digital 

protective relays since they directly affect its total performance. 

AID converters can be classified as counter-controlled converters, dual-slope 

converter, and parallel comparator converters. Among them, parallel comparator 
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converters are the fastest ones, and at the same time, they are the most expensive ones to 

achieve the -same precision. 

2.3.4 Digital Multiplexer 

Since every input signal has to be transferred to a microprocessor through the same 

data bus of the processor, digital multiplexers are another indispensable component that 

has a number of input ports and a single output. Controlled by particular time logic, 

microprocessors can accept and process every input signal in a desired sequence. 

2.4 Digital processing Subsystem 

Figure 2.3 shows the configuration of a digital processing subsystem. As can be 

seen, this subsystem is actually the same as other computer systems, i.e., it contains CPU, 

memory, digital input and output. 

I I I I 
Digital Digital I Memory I I CPU I Output Input 

Figure 2.3. Configuration of a Digital processing subsystem 

Digital input and output components work as input and output channels for digital 

signals, such as circuit breaker state signals - input signals, trip signals, and relay 

malfunction signals - output signals. Memory, including both RAM and ROM, stores 

digital relay monitoring programs, digital filter programs, protective relaying programs, 

and other programs. Among them, digital relay monitoring programs coordinate the 

operation of all other programs and also monitor the relay itself. Digital filter programs 

can extract fundamentals, high order harmonics, and also subharmonics in some cases 
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whose typical algorithms include DFT, Walsh transfonn, and so on. Protective relaying 

programs achieve different relaying algorithms. 

CPU and other components have benefited from fast-developed computer 

technology and become simultaneously more powerful and cheaper. Therefore, more and 

more complicated algorithms can be implemented. Typical commercial digital relays 

today with 16-bit microprocessors can complete protective relay calculation and self­

testing programs using a typical sampling rate of 20 samples per cycle of fundamental 

frequency. 

2.5 Communication Subsystem 

Different from electromechanical relays and solid-state relays, another outstanding 

feature of digital relays is their communication ability. By means of computer 

technology, communication subsystem can easily achieve efficient computer-based 

communication with a Supervisory Control and Data Acquisition (SCADA) system and 

an Energy Management System (EMS). Recorded fault data, relay setting, and other data, 

can be transferred conveniently between local relays and remote control centers or other 

relays by Twisted Pair Metallic Cable, Coaxial Metallic Cable, Fiber Optic Cable, Power 

Line Carrier, Microwave Radio, and even Satellite [ 1 0]. 

2.6 Summary 

Figure 2.4 shows the functional organization of a digital relay. As can be seen, for 

different applications, no matter if they are transmission line protective relays, 

transfonner protective relays, generator relays, or other kinds of relays, an identical 

hardware architecture consisting of signal conditioning subsystems, conversiOn 

18 



subsystems, digital processing relay subsystems, and communication subsystems can be 

implemented, and each subsystem can be updated and improved separately. This makes it 

possible for the manufacturer to use almost the same hardware platform to achieve 

different protective algorithms. Accordingly, the cost/performance ratio can be improved 

significantly. 

Signal 
Conversion Conditioning 
Subsystem Subsystem Digital 

Processing 
Relay 

Communication Subsystem 

Subsystem 

Figure 2.4. Functional blocks of a digital relay 
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Chapter 3 

Filtering Algorithms for Distance Relays 

3. 1 Introduction 

Power transmission and distribution lines are the vital links that achieve the essential 

continuity of service from generating plants to the end users. Microprocessor-based 

distance relays are widely used for transmission line protection. Innovative developments 

within microprocessor-based relays have created new ways of reacting to the data 

available and responding to the possible information that can be extracted from this data. 

Hidden within the distorted current and voltage signals available to a digital relay are the 

fundamental frequency voltage and current information. 

All of the present-day microprocessor-based relays continuously take instantaneous 

samples of line voltage and current signals and convert them to binary values many times 

per cycle of the fundamental frequency [6]. Elaborate computations are performed in the 

microprocessor to convert the sample values to useful relaying measurements such as 

phasor. These are in turn combined with logical input and settings in the system logic to 

yield tripping, control and operator information outputs. Development and application of 
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microprocessor relays from the experimental fringe to the market mainstream has been 

dramatic during the last decade [ 11]. 

The transmission lines carry significant load in an interconnected network. The 

reliability and availability of transmission lines is a significant factor to ensure that the 

power demand of the customers is satisfied [7]. The performance of the protective relays 

for transmission line protection influences the reliability and availability of the 

interconnected power system. Due to the nature of the power system, the fault voltages 

and currents measured by protective relays include decaying de offsets, harmonics and 

other interferences. The fundamental frequency voltage and current signals contained in 

this distorted signal can provide valuable information to the relay to respond to a fault. 

For digital distance relays, which rely on precise fundamental quantities, the 

fundamental frequency components of the post fault voltages and currents need to be 

extracted as quickly and as accurately as possible. Filtering requirements for digital 

distance relays are very critical. A number of digital filtering algorithms have been 

proposed, such as Discrete Fourier Transform (DFT) based algorithms, Walsh transform 

based algorithms [12], Kalman filtering based algorithms [13], Artificial Neural Network 

(ANN) based algorithms [14] -as a matter of fact, ANN based techniques have very 

wide implementation in power system, including high impedance fault detection, fault 

direction discrimination, fault classification, adaptive reclosing, etc. [6]. Any filtering 

algorithm should converge fast and estimate the desired information quickly. 

DFT (Discrete Fourier Transform) is widely used in digital distance relays for 

phasor calculations [ 6]. There has been considerable research in developing other 
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algorithms to provide a fast and accurate estimate of the transmission line impedance for 

relaying consideration, such as FCDFT (full cycle DFT) algorithms - which need a full 

cycle data in each processing session, and HCDFT (Half Cycle DFT) algorithms - which 

use half of a cycle data in a processing session. Since FCDFT algorithms have better 

transient response characteristics than HCDFT algorithms, and FCDFT algorithms are 

more widely used in commercial products, several full cycle Fourier-based algorithms are 

analyzed in Section 3.2, simulated in Section 3.3, and compared in Section 3.4. 

Furthermore, a wavelet-based approach is proposed and compared with the Fourier-based 

algorithms. As will be shown, the new approach, which takes the advantages of the good 

transient response properties of wavelet transform, functions correctly and converges 

rapidly. Section 3.5 introduces the basic concepts of wavelet transform. The new 

algorithm is proposed in Section 3.6. Simulations and the comparisons with Fourier based 

algorithms are presented in Section 3.7. Section 3.8 gives the summary. 

3.2 Theoretical Analysis for Fourier-based Algorithms 

The digital filtering algorithms for distance protection can be classified into two 

categories: 

i) Algorithms based on signal parameter estimation and, 

ii) Algorithms based on power system parameter estimation. 

This study focuses on the first type of algorithms. Under normal operating 

conditions, the operating frequency of the power system can be considered stable at 60 

(or 50) Hz. But faults introduce transients, de offsets and other undesirable harmonic 

signals. Hidden within the distorted current and voltage signals are the fundamental 
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frequency voltage and current information. These can be effectively used by protective 

relays to determine the information regarding a possible fault. Algorithms based on signal 

parameter estimation extract the fundamental frequency voltage and current phasors 

[15][16]. DFT based algorithms are discussed first. These algorithms calculate the cosine 

and/or sine components of the phasor describing the input signal. 

3.2.1 Discrete Fourier Transform Algorithms 

The measurement M, voltage or current, of the digital distance relay is a time-

domain signal. However, to calculate the impedance, its frequency-domain representation 

is needed. Suppose that the measured phasor is written in terms of the complex 

forma(n)+ jb(n). Using DFT, a(n) and b(n) can be obtained from 

a ( n) = ~ I;=-~ M [ ( n-N + 1 + j) IJ.t J cos ( ~ j) 

b(n) =-~I;:~ M[(n- N + 1 + j)!J.t ]sin(~ j) 
(3.1) 

In equation (3.1), n denotes the sampling number; N is the sample numbers in one 

fundamental cycle; l!!.t is the sampling interval. To determine a ( n) and b ( n) , two 

orthogonal window functions, one cosine window and one sine window, with the length 

of N samples are needed. Figure 3.1 illustrates these two windows. 

Equation (3.1) shows a Finite Impulse Response (FIR) filter characteristics, i.e., it 

uses the current sample as well as N - 1 previous samples to obtain the current output. 

This algorithm requires one cycle delay to extract the phasor. 
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Figure 3.1. Filtering windows used by standard DFT algorithm 

The voltage phasors and current phasors by means of equation (3.1) can be used to 

calculate the impedances seen by the relay based on different fault types. For a three-

phase-to-ground fault, the measured impedance by phase A relay is 

(3.2) 

For a single-phase-to-ground fault, the measured impedance by phase A relay is [17] 

In equations (3.2) and (3.3), k
0 
= Zo - z1 

3z1 

(3.3) 

z0 and z1 are the zero sequence 

impedance and positive sequence impedance of the protected transmission line, 

respectively. VA is the fundamental frequency phasor of the phase A voltage measured by 
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the relay and I A is the fundamental frequency phasor of the phase A current measured by 

the relay. Similarly, Is and Ic are the fundamental frequency phasor of the phase B and 

phase C current measured by the relay. 

3.2.2 One-Cycle Cosine Window with a Quarter-Cycle Delay Algorithm 

If the Fourier transform pair, as presented in equation (3.1), is further investigated, it 

is easy to see that the sine window is just a quarter-cycle delay of the cosine window. 

This implies that it is possible to develop an algorithm that just uses one function 

window, say the cosine window as showing in Figure 3 .2, to extract the phasors [ 18]. 

The equations can be written as below 

2 ""N-l [ J ( 27! ·) a(n) = N LJJ=O M (n-N +1+ j)M cos N J 

b(n)=a( n- ~) 
(3.4) 

The phasor can be presented asa(n)+ ja( n- ~)·Using equations (3.2) and (3.3), 

the measured impedance for a three-phase-to-ground fault and for a single-phase-to-

ground fault can be determined. Effectively, this method calculates the imaginary part of 

the phasor by using the cosine filter on data shifted by a quarter of a cycle. Hence this 

algorithm should be considered as requiring one and a quarter cycle data window. This 

algorithm still requires one cycle delay to obtain a ( n) . 
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Figure 3.2. Data window used by a quarter-cycle delay algorithm 

Frequency responses of these algorithms are shown in Figure 3.3. Although both the 

sine and cosine window filters reject de and all harmonics, the cosine filter attenuates the 

signals above the fundamental frequency better. 

Digital relays implement suitable logic for fault detection and faulted phase selection. 

Usually a trip decision is provided only after 3 or 4 consecutive impedance calculations 

confirm that the fault is within the zone of protection. Considering all these requirements, 

a relay which implements a one cycle data window filter may require nearly two cycles 

for the trip decision. If the cosine window filter is preferred due to its effectiveness in 

attenuating high frequency components, the overall delay may be more than two cycles. 

A new filtering algorithm is presented below which uses the cosine window but estimates 

the phasor information using one more set of voltage and current signal samples. 
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Frequency Response - Fouier Based Algorithms 

Figure 3.3. Frequency responses of different windows for Fourier associated 

algorithm 

3.2.3 One-Cycle Cosine Window with One Sample Delay Algorithm 

If the real pa1t of the phasor is expanded in terms of the sampling time, it gives the 

time domain information of the phasor. It is possible to develop a new algorithm to obtain 

its frequency-domain representation using this property. This thesis proposes one 

approach. 

Suppose that {a(n} n E Z} are a set of points which are sampled from a particular 60 

Hz signal, va ~ ). Assuming that within two sampling intervals, the magnitude (peak) VA 

and the angle f/J of the phasor are fixed, equation (3.5) is satisfied. 

{
a(n) =VA xcos [2n ft ( n )+ f/J J 
a ( n - 1) = VA x cos [ 2n ft ( n -1) + f/J J 

(3.5) 
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where, f =60Hz is the fundamental frequency. 

If t ( n -l) is considered as the reference, it can be set to 0 and then t ( n) can be 

simplified as the sampling interval, or 2;r / N . VA and tan¢ can be calculated from 

equation (3 .5) as 

(3.6) 

Due to the fact that the period of tangent function is 7!, with respect to the different 

signs of a(n)-a(n-I)cos(47r2f/N) and a(n-1) (since sin(47r 2//N)>0 ), the exact 

value of~ can be determined using the procedure shown in Figure 3.4. 

Figure 3.4. Computing scheme to determine phase angle(¢) 
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Using this two-point algorithm, the phasors of voltages and currents can be obtained 

so that their 60 Hz representation is known. The total filtering window for this algorithm 

can be considered as one cycle augmented by one more sampled data at the fundamental 

frequency. 

3.3 Simulations for Fourier-Based Algorithms 

Figure 3.5 shows the block diagram of a digital distance relay. To avoid the possible 

aliasing problem which may occur within the whole digital signal processing, an analog 

low pass filter is always implemented between P.T. or C.T. and the digital relay systems. 

A 3rd order anti-aliasing Butterworth low pass filter with cutoff frequency of 540 Hz is 

implemented in the simulation. 
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Figure 3.5. Block diagram of a digital distance relay 
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3.3.1 Power System Model 

The performances of the three digital filters discussed above are evaluated for the 

distance protection of a 500kV, 200 miles long transmission line [19]. This transmission 

line is connected between two equivalent sources. Figure 3.6 shows the single line 

diagram of the system considered in this study. 

Bus1 

I o~--------~o I 
S=P+jQ 

Figure 3.6. The single line diagram of the target system 

The pre-fault loading and other system parameters are given in Table 3.1. 

Table 3.1 Parameters of the study system - 1 

Component Parameters 

GI 
Voltage: V(j1 = 500L20" kV 

Impedance: 17.177 + j45.5290(equivalent system impedance) 

G2 
Voltage: V: j2 = 500LO" kV 

Impedance: 15.310+ j45.9250(equivalent system impedance) 

Z1 = 4.983 + Jl17.83oo 

r; = JI.468 x 1 o-J o -' 

Transmission Line z 0 = 12.682 + }364.1960 

~ = J1 .099 x 10-30 -1 

S = 433.63(MW)+ j294.52(MVar) 
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PSCAD/EMTDC [20] software is used to determine the transient voltage and current 

signals available at the relay locations. The fundamental frequency, voltage and current 

phases required by the relay are determined using the three filtering algorithms presented 

earlier. A sampling frequency of 1200 HZ is considered for this study. The relaying 

algorithm is simulated in Matlab [21]. The relay operating characteristic is a mho 

characteristic set to protect 85% of the transmission line in Zone I. 

3.3.2 Simulation Results 

Consider a single-phase-to-ground (AG) fault with the fault occurring in Phase A 

occurs. Figure 3.7 and Figure 3.8 show the impedance trajectories determined by the 

three methods when the AG fault is inside the relay action zone, i.e., the per unit distance 

of the fault from the relay location m = 0.75 , and the resistance of the fault 

pathR/ =150. Figure 3.9 and Figure 3.10 show the AG fault outside the relay action 

zone, i.e., m = 0.90, and R1 = 200. The reasons to select R1 = 150 and R1 = 200 in 
. . . 

this study are due to the facts that they are typical fault impedance values during 

overhead transmission line faults [I]. A "mho" circle characteristic, which is used most 

commonly, is adopted throughout this chapter in order to emphasis the characteristics of 

the filtering algorithms themselves. 
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Figure 3.7. 

Figure 3.8. 
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Figure 3.9. 

Figure 3.10. 
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Figure 3.7 to Figure 3.10 show the impedance trajectories determined by the three 

methods for different fault locations for phase A to ground faults. From these figures , it is 

easy to see that all the algorithms issue trip signals when the fault is inside the relay 

operating characteristics, and will not issue a trip signal when the fault is outside. If the 

fault resistance keeps increasing, algorithm 1 is likely to cause false operation of the 

relay. However, this is not a big challenge to algorithm 3 with a cosine window. This 

study indicates that algorithm 1 is likely to be affected by system operating conditions, 

while alg01ithm 3 is the most robust one. 

A three-phase-to-ground (3P) fault is also considered. Figure 3.11 and Figure 3.12 

show the impedance trajectories determined when a 3P fault is inside the relay action 

zone, i .e. , m = 0.75, and R
1 

= 15Q . Figure 3.13 and Figure 3.14 show a 3P fault outside 

the relay action zone, i.e., m = 0.90, and R1 = 20Q . 
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Figure 3.12. 

Figure 3.13. 

Relay Charateristics- Three-phase-to-ground fault ( m =0.75, Rf =15 Ohms) 

+ DFT 
J.'< Cosine window+ Phasor 
( I Cosine window+ delay 

oL-----~-------L------~------L-------L-----~------_J 
0.295 0.3 0.305 0.31 0.315 0.32 0.325 0.33 

.; 
g 40 

~ 
-~ 20 
15 

~ 0 
ffi 

time, s 

~~ Cosine window+ delay 
-2oL _ _ __j_ __ ____L ___ L__ __ ...c...::::::::::::::::::I::::::::::::::::::::::::r::::::='-- --' 

0.32 0.325 0.33 0.295 0.3 0.305 0.31 0.315 
t ime, s 

Variation of relay impedance for a three-phase-to-ground fault (m=O. 75) 

- the Fourier based algorithms 

Relay Charateristics - Three-phase-to-ground fault ( m =0.9, Rf =20 Ohms) 
100,----------,----------.----------.---------. 

160 

140 

120 

100 

~ 80 
x 

60 

40 I 

I 

I 

,: ,"-­
/ i 

/ / 

·---· 

- DFT 
- - Cosine window + Phasor 
- - Cosine window+ delay 

-2o L----------L----------~---------L--------~ 
100 150 -60 0 50 

R, ohms 

Apparent impedance trajectory of a three-phase-to-ground fault (m=0.90) 

- the Fourier based algorithms 

35 



700 

BO 

~60 
-8 

~ 40 

~ 
-~ 20 
0 
!!! 0 
~ 

Relay Charateristics -Three-phase-to-ground fault ( m =0.9, Rf =20 Ohms) 

-+ OFT 
~~ Cosine window + Phasor 
C1 Cosine window+ delay 

t ime, s 

0.3 0.305 0.31 0.315 0.325 0.33 
t ime, s 

Figure 3.14. Variation of relay impedance for a three-phase-to-ground fault (m=0.90) 

-the Fourier based algorithms 

Figure 3. 11 to Figure 3.14 give the same illustrations for three phase to ground fault 

as AG faults, i.e., all the algorithms issue trip signals when the fault is inside the relay 

operating characteristics, and will not issue a trip signal when the fault is outside. 

3.4 Comparison of the Algorithms 

In the discussion to follow, algorithm 1 refers to the fully cycle Fourier algorithm 

using both sine and cosine window; algorithm 2 refers to cosine window which requires 

1~ cycles of data; algorithm 3 refers to the proposed short data window cosine fi lter. 

Algorithm 1 uses two window functions with the length of one cycle data. Therefore, 

with one cycle delay, the phasors can be ready and then the impedance can be obtained 

immediately. Considering the speed of convergence, this algorithm is the fastest one 
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among all the three algorithms. On the other hand, during the period of the fault transient, 

both cosine window and the sine window will introduce errors, especially when the 

windows contain both prefault fault samples and post fault samples. The measured 

impedance can be significantly different from its true value. In short, this algorithm has 

poor transient response. 

Algorithm 2 using cosine window employs data available in one cycle of 

fundamental frequency. Considering its frequency response, the transient response is 

expected to be better than algorithm 1, which uses sine and cosine window. However, in 

this algorithm, additional one-quarter cycle delay is necessary to obtain a full 

representation of a phasor. Therefore, its equivalent window length expands to 

1.25 cycles. This will influence the overall speed of operation of the relay. 

Algorithm 3 with the cosine filter also requires one data cycle of data samples. But 

the phasor information is available using one additional sample. Overall, this algorithm 

combines the merits of the first two algorithms, i.e., fast convergence and good transient 

response. This algorithm needs significant calculations to determine the magnitude and 

angle of the voltage and current signals. With the enhanced speed and capability of the 

present-day microprocessors, this calculation burden may not appear as a real challenge. 

If the fault resistance keeps increasing, algorithm 1 is likely to cause false operation 

of the relay. However. this is not a big challenge to algorithm 3 with a cosine window. 

This study indicates that algorithm 1 is likely to be affected by system operating 

conditions, while algorithm 3 is the most robust one for three phase faults as well. 
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Generally, the faulted transmission line should be removed within 1 or 2 cycles, 

which is much shorter than the time that the transient vanishes, i.e., the distance relay 

issues tripping signal before the apparent impedance has converged. This also suggests 

that the transient characteristics of different filtering algorithms should be carefully 

examined. In order to investigate the transient characteristics of the above-mentioned 

algorithms, the relative error is calculated based on equation (3.7). The errors are 

calculated corresponding to different sampled data after the fault occurrence. Even 

though the apparent impedance calculated by the relay after about 25 samples may not be 

required for any relay decision, it can be used to evaluate the accuracy of the different 

algorithms. 

(3.7) 

where, s(n) is the relative error at sample n; 

zJn) is the apparent impedance measured at sample n; 

Zc is the converged value of the apparent impedance. 

As Figure 3.15 and Figure 3.16 indicate, algorithm 3 has less relative error at 

different samples compared to the other two algorithms, especially when the data window 

only contains fault data samples. 

In general, the modified algorithm, algorithm 3, combines the advantages of Fourier 

transform based algorithms. This algorithm is expected to have good transient response 

and also provide fast tripping command during a fault. With the changes in the power 
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industry, transmission lines carry bulk power over long distances. The performance of 

distance relays for transmission line protection is critical for the secure operation of the 

power system. Including new features to enhance the perfmmance of digital relays is one 

of the challenges facing a relay designer [22][23]. The study presented in this chapter is 

motivated by these considerations. 
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3.5 Wavelet Transform 

3.5.1 Introduction 

Wavelet-based techniques are new powerful mathematical tools for Digital Signal 

Processing (DSP), which have become more and more popular since the 1980s [24]. 

Their applications are widely spread in many areas, such as time series analysis and 

image processing, due to their excellent transient response characteristics. Application of 

Wavelet transform for power system relaying has been investigated recently. The 

following section summarizes some of the research. 

In 1999, Shyh-Jier Huang published a paper [25], which proposed a wavelet-based 

method to supervise power system disturbance. Since wavelet is sensitive to high 

frequency components when more samples are used, it can successfully detect and 
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localise different kinds of power system disturbances. In another paper [26], an 

application of Morlet wavelets to the analysis of high-impedance fault (HIF) generated 

signals was proposed. It is well known that the values of wavelet transform coefficients 

change significantly corresponding to different stages of the transient. Therefore, using 

carefully specified thresholds, the wavelet transform coefficients can indicate when the 

high-impedance faults occur. 

Shi proposed a novel approach [27] to achieve accelerated trip using biorthogonal 

wavelet transform. The approach works for the case that when a fault occurs and another 

relay trips, the remaining relay can accelerate trip by detecting two transients. The first 

transient is easily observed but the second one is quite faint. Due to the excellent transient 

characteristics of wavelet-based techniques, it can sensitively discover both of the 

transients so as to accelerate the trip. 

In Chi-kong Wong's paper [28], a multi-resolution analysis (MRA) of digital 

wavelet transform (DWT) associated algorithm is introduced. It implements the MRA 

characteristics of DWT so as to extract the phasors. In case the phasors are ready, 

different relay algorithms can be utilised to obtain precise fault location and fast relay 

response. However, the author uses a cosine wave as a reference to extract the magnitude 

and phase angle information, which is equivalent to OFT based algorithm. 

Another wavelet-based technique is introduced by Meliopoulos in [29]. Instead of 

using frequency domain model of the power system, the power system is modeled using 

wavelet coefficients. The method is based on the wavelet series expansion and 

reconstruction. If more scales are considered, this presentation can give higher resolution 
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of the system presentation. Essentially, it is an alternative method for transient off-line 

analysis using wavelet series analysis. 

3.5.2 The Conception of Wavelet 

Wavelet, as its name suggests, means "small wave". "Small wave" will grow and 

decay in a particular limited time period, which is opposite to "big wave", such as the 

sine or cosine functions which go over ( -oo, +oo) and never stop. 

Quantitatively, any wavelet, a real-valued function 'f'(l) must satisfy the following 

two properties [30]: 

(1) The integral of 'f'(t) is zero 

(3.8) 

(2) The square of lfl(t) integrates to unity (which is normalized) 

r: 'f' 2 (t )dt = 1 (3.9) 

Equation (3.8) shows that the average of 'f'(t) should be zero, which suggests that 

the portion above zero is cancelled by the portion below zero, i.e., a wave intuitively. On 

the other hand, equation (3. 9) indicates that the energy of 'If ( t) is finite and can be 

normalized to unity. Furthermore, equation (3 .1 0) can be derived from equation (3. 9) as 

(3.10) 
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where Tis a finite real value 

t: satisfies 0 < t: < 1. 

Equation (3 .1 0) suggests that most of the energy of If! ( t) is concentrated on the 

interval [-T,+T] if t: is very close to zero, i.e., lfl(t)grows and decays in a particular 

limited time period. Hence, the wavelet is well defined through equation (3.8) and (3.9). 

3.5.3 Continuous Wavelet Transform and its Physical Explanations 

The Continuous Wavelet Transform (CWT) for continuous-time domain signal x(t) 

can be written as 

( 1 (u-t) W(A,t)= Jilfl T x(u)du (3.11) 

In equation (3 .11 ), the term )I If/ ( u ~ 1) usually is designated as 'I' .u ( u) which is 

the shifted (by t) and scaled (by A) version of a particular wavelet function 'I' ( u) . 

To illustrate the physical meaning behind wavelet transform, which is defined by 

equation (3.11), Haar wavelet described by equation (3.12) is a good example. 

l
- 1/ J2' -1 < u ~ 0 

If/( H) ( U) = 1/ J2 , 0 < U ~ 1 

0, otherwise 

If it is shifted (by t) and scaled (by A), Haar wavelet can be rewritten as 

(3.12) 
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-1/.Jii. t-2<u~t 
lfA,t(H)(u)= JxlfA}H)(U~()= 1/J2i, I<U~f+A (3.13) 

0, otherwise 

Hence, using equation (3 .12) and (3 .13 ), the wavelet transform of signal x ( 1) at 

time !1 and scale A can be calculated as 

W(H)(A,t1)= .c)xlf(H)(U~fl )x(u)du 

J.
,+A 1 (H)(U-/1) ( )d = -If/ -- XU U 
,-A Ji A 

(3.14) 

1 ( 1 J.' 1 J.'+-< ( ) ) = ~ - x(u)du-- x u du 
v2 A , -A A ' 

The terms, _!__ rl X ( u) du and _!__ rl +A X ( u) du ' are the average values on the interval 
A J,--< A J, 

{t1 - A,t1] and (tp/1 +A], respectively. With respect to Haar wavelet, it is easy to see that 

the wavelet transform of x(1) , say, W(H )(A,t), is the difference between adjacent 

averages on the interval (t- A, 1] and ( t, 1 +A], which is factored by t/ .fi . 

In a similar manner, the wavelet transforms based on other wavelets are just the 

difference between adjacent WEIGHTED averages (recall equation (3.8)) with proper 

scale factor, i.e., 

(3.15) 

where, If/ is a particular wavelet; 
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D(lf/) ( Jl,t) =:X( If/) (t )1'+-t- :x(lf/) (t )I' indicates the weighted average 
1 

1-.< 

difference. 

If the original signal x(t) satisfies [, x2 (t )dt < oo, i.e., has finite energy over the 

duration ( -oo, oo), then it can be reconstructed using the following equation. 

1 r[r. I (t-u) ]dll x(t)= elf/ ~.[if// T W(ll,t)du y (3.16) 

elf/ is a constant on the interval ( 0, oo) , which only depends on the choice of wavelet 

and is determined by so-called admissibility condition 

e = r 1'¥ (!)12 dlf 
1{/ f , (3.17) 

where '¥(f)= [, tp ( u) e-Jl~rtu du is the Fourier transform of tp ( u) . 

As the above derivation implies, CWT, which introduces another variable A, besides 

the time variable t, provides a new presentation of the original time domain signal. If the 

scale factor A is small, short-term changed "difference" will give more significant CWT 

value; if A is large, long term changes for the signal will be reflected by CWT value. In 

other words, different scale factor, which corresponds to different data window length, 

can present different frequency components of the original signal. The most obvious 

reason, which supports that the wavelet transform is superior to other mathematical tools, 

is that CWT still keeps the time characteristics. Using A and t, wavelet transform is quite 
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sensitive to the variation and can precisely locate it, 1.e., it has very good transient 

response. 

3.5.4 Discrete Wavelet Transform 

Two dimensional CWT presentations, which depend on only one-dimension signal, 

have a lot of redundancy especially when the scale factors increase. In addition, it is not 

easy for real-time computer-based applications due to its heavier computing burden. 

Discrete wavelet transform (DWT), which plays a role analogous to that of the 

discrete Fourier transform in spectral analysis, is based on discrete time signals or 

samples and still preserves the key features of the CWT which describes the signal by 

different scales and time locations. As the following sections suggest, DWT can be easily 

implemented in real time by digital computers. 

3.5.4.1 DWT 

For ideal sampling, the sampling theorem requires that the minimal sampling rate 

should be at least twice as the maximum frequency which the signal contains. In other 

words, for a specified sampling rate, only the components with up to the half of the 

sampling frequency can be correctly sampled and reconstructed without any aliasing 

problems. 

Therefore, if the original signal x ( t) contains N = 2n samples during the time 

interval t, the sampling interval or sampling frequency can be expressed as T, = t/2n 

or f = 2n /t , respectively. The digital signal analysis on the frequency span (O,fj2] can 
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be progressed. If every 2 samples of x(t) are taken, i.e., totally there are 2n-l samples 

considered, then [ O,Jj22
] can be analyzed. Similarly, if downsampling the original 

signal by 2.-l-l ( 1 ~A< n, integer), i.e., 2n-MI samples are chosen, [ O,jj2;, J can be 

processed. 

Suppose f. > 2 JM , where JM is the maximum frequency of x ( t) , and in every data 

treatment stage or scale A when 1 ~ A. < n , the components with frequency spanning the 

interval [J./2.H ,f./2;,] or [O,f./2).-IJ has been extracted out. Therefore, x(t) can be 

analyzed in different scale, which is equivalent to different frequency band. Actually, this 

data processing progress, or data multiresolution analysis (MRA), is the qualitative 

description ofDWT. 

Mathematically, a pyramid algorithm [30], which was introduced by Mallat in 1989, 

can be implemented to realize the above-described MRA progress. 

At the first stage of pyramid algorithm, DWT takes the full-band senes of 

x ( i), 0 ~ i ~ n , and transforms it into two series, which are called scaling and wavelet 

coefficients V(i), O~i~n/2 and W(i), O~i~n/2 , respectively. 

/,- 1 

w;,l = Lhtx(2t + I - l modn ), t = o, ... ,n - I 
1=0 

L- 1 

V.,t = L g1x ( 2t +I -I mod n ), t = 0, ... , n - I 
1=0 

(3.18) 
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In equation (3.18), { h, : l = 0, ... , L -1} is a real-valued wavelet filter with length, L, 

which is determined by a particular wavelet and acts as a high-pass filter with a 

frequency band of [.1:/22 ,f,/2]. {g,: l = O, ... ,L -1} is called a scaling filter which can 

be calculated by equation (3.19) and acts as a low-pass filter with the frequency band of 

Note that the inverse relationship of equation (3 .19) can be written as 

The wavelet filter or scaling filter must satisfy the following properties 

Or 

/.-1 

Ih,=O 
1=0 
/.-1 

Ih/ =1 
1=0 
/.- 1 00 

I h,hl+2n = I h,hl+2n = 0 
1=0 1=--uo 

/.- 1 

Ig,=O 
1=0 
/.- 1 

I g/ = 1 
1=0 

/.-1 "' 

I g,gl+2n = I g,g/+2n = 0 
1=0 1=-oo 

(3.19) 

(3.20) 

(3.21) 

(3.22) 
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And 

00 

L glhl+2n =0 (3.23) 
1=-«> 

In equation (3.21) and (3.22), the first equations are based on the notion of wavelet; 

while the others are collectively referred to as orthonormality properties. The 

orthonormality property implies that DWT has no data redundancy and maintains 

invariable energy before and after the transform. In addition, h1 and g1 are defined to 

zero for l < 0 and l ~ L , i.e., only L nonzero values, so as to match the different length of 

x(t). 

Equation (3 .18) also can be written in matrix form 

(3.24) 

~ hu 0 0 0 0 0 0 hi. ~ ~ 

~ ~ ~ hu 0 0 0 0 0 0 h,, 

where, w1 = (3.25) 

0 0 0 0 h,, ~ ~ ~ hu 0 0 

0 0 0 0 0 0 hi, ~ ~ ~ hu N/2xN 

g, go 0 0 0 0 0 0 g,, g, g2 

g3 g2 g, go 0 0 0 0 0 0 g ,, 

v, = (3.26) 

0 0 0 0 gl. g3 g2 g, go 0 0 

0 0 0 0 0 0 gl. g3 g2 g, go N/2xN 
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As can be seen in equation (3.24), the length of W1 or V1 is N /2. Therefore, 

downsampling (or decimation, the operation of extracting every N1
h sample) [31] by 2 is 

automatically carried out since the lh row of matrices w1 and v1 , compared to the 

(j -1 t row, is shifted by 2 for 0 < j ::;; N /2 . 

To synthesize x(i), the following equation can be implemented 

(3 .27) 

(3.28) 

(3.29) 

It can be seen that w;' and v{ are (N x N /2 )matrices, and W1 and V1 are (N /2 x 1) 

vectors. D1 and S1 , therefore, become (N x 1)vectors, i.e., equation (3.27) automatically 

carries out the upsampling (or interpolating, which is basically the reverse process to that 

of decimation or downsampling) [31] by 2. There is a second way to view the 

construction of D1 or S1 , which can clearly illustrate how the upsampling progress is 

carried out 

0 0 

w;,O ~.o 
D1 =w1 and Sl =VI (3.30) 

0 0 

w;,N/2- 1 lx N ~.N/2- 1 lxN 
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ho h, h,, 0 0 0 0 0 

0 ho h, h,, 0 0 0 0 

where, w1 = (3.31) 

~ hi. 0 0 0 0 ho h, 
h, ~ hL 0 0 0 0 ho NxN 

go gl gL 0 0 0 0 0 

0 go gl g~, 0 0 0 0 

v, = (3.32) 

g2 g,_ 0 0 0 0 go gl 

gl g2 g/, 0 0 0 0 go NxN 

The analysis and synthesis progress corresponding to downsampling and upsampling 

by 2, namely scale level 1, can be illustrated using the following flow diagram 

I 
t2 

T 

I WJ WI WJ 

/ ~ 
X X 

~ t2 / 
I 

T 

I VJ VI VJ 

Figure 3.17. Flow diagram at scale level 1 

If the following substitutions are implemented, I.e., x~v.H or w.H, 

3.17 becomes the flow diagram for the analysis and the synthesis at level I... 

Furthermore, if only the analysis and synthesis for a specified scale level, namely 

scale level j which downsamples and upsamples signal X by 2j are of interest, then a 
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simplified flow diagram, which does not need level-by-level calculations, can be 

introduced 

t 21 

I ~ W · H* • D· J J J 

/ 
X 

~ t 21 

I GJ Vj c· • Sj J 

Figure 3.18. Flow diagram at scale level j (DWT) 

In Figure 3.18, H1 = w1vH ... v2v1 

W 1 =H
1
X=w

1
v1_1 ... v2v1X 

V
1 

= G,X = v
1
v

1
_1 ... v2v1X 

' 
G

1 
= v

1
v
1

_1 ... v2 v1 ' 
H_/ = v1v1 .. . v 1.1w1 and 

(3.33) 

(3.34) 

Since v1 , v2 , ••• , v
1

, and w1 , w2 , ••• , w
1 

are constructed in the same fashion and 

their only differences are dimensions, the size of matrix W1 or V
1 

becomes ( 1 x N / 2'), 

using equation (3.33). However, H/ and G
1

• are (Nx N) matrices since v1 , v2 , ... , v i , 

and w,' w 2' ... , wi are ( N X N) matrices. Therefore, wj and vj need to be upsampled 
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by 21 , i.e., inserting 21 zeros before each element of them, and then they are denoted as 

The first row of v
1 

and w
1 

in equation (3.34) are respectively formed as 

(3.35) 

Or 

go, 8 ,gP 8 , ... ,gL-2• 8 ,gi.-1 (3.36) 
2'-1-1 zeros 2H-I zeros 2'-1-1 zeros 

The construction of the other rows is similar to the matrices v1 and w1 in equation 

(3.30). 

3.5.4.2 Maximal Overlap Discrete Wavelet Transform (MODWT) 

MODWT [30] is another wavelet-based transform. The only difference between 

MODWT and DWT is that no downsampling progress is carried out whenVP V2 , ••• , 

vj' and WI' w2' ... , wj are calculated. Therefore, MODWT is not orthonormal and 

redundant, which is in contrast to DWT. 

In order to maintain the energy constant before and after MODWT, the MODWT 

wavelet filter { h1} and scaling filter { g, } have to be the scaled (by t/fi ) versions of 

{h,} or {g,} , respectively, i.e., equation (3.21) and (3.22) have to be rewritten as 
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/.-1 

Lh,=O 
/:0 

L-1 

"f./z/ =1/J2 
/:0 

/.-1 co 

I h/z,+2n = I h1h1+2n = 0 
/:0 /:-co 

/.-1 

Lg,=O 
/:0 

/.-1 

and Ig/ =1/J2 

1.-1 co 

I g,gl+2n = I g,gl+2n = 0 
/:0 /:-co 

(3.37) 

Since no downsampling is done, the dimension of VI ' v2 ' . 0 0
' VJ' and WI ' w2 , ... , 

wj is always ( N X N) ' and in the reconstruction progress, there is no need to do 

upsampling. Therefore, Figure 3.18 is redrawn as Figure 3.19 

)o 

Figure 3.19. Flow diagram at scale level j (MODWT) 

(3.38) 

b
1 
= ii

1
.W

1 

= v,v2 0 .. v
1
_,w

1 
W

1 

-- - - -T- T -T-TX = v1v2 ... v10 1w1
w

1 
v

1
_1 ... v2 v1 

(3.39) 
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(3.40) 

Similarly, the first row of v1 and w 1 are respectively formed as 

- -ho, 0, ... ,0 '/,' 0, ... ,0 , ... ,h, _2, 0, ... ,0 ,h,_l ...._,__.. , 'I ...._,__.. . ..__,.__. . (3.41) 
21-1 -I zeros 2'-1-I zeros 2'-1 -I zeros 

Or 

go, ~ ,g" ~ , ... ,g,.-2• ~ ,g,__I (3.42) 
2'-1-1 zeros 2i-l-l zeros 2i-l-l zeros 

3.5.4.3 DWT versus MODWT 

Intuitively, the most significant difference between DWT and MODWT is that 

MODWT takes every sample when it goes along every scale, while DWT uses every 

other sample to calculate its next scale. From a computation point of view, DWT is 

definitely superior to MODWT. However, the waveform of the reconstructed signal by 

DWT has much more distortion compared to MODWT. This is due to the fact that the 

former discards some samples, while the latter uses every sample. 

In addition, for real-time applications, a movmg data window is always 

implemented. Due to DWT's downsampling and upsampling properties, different 

samples may be used for DWT calculation, even though the adjacent two data windows 

contain the same samples except the very first and the last ones. The following figure 

illustrates this problem. 

55 



20 

15 

10 

5 
0 

-§ 
·2 
g> 

0 

::; 

·5 

-10 

·1 5 

·20 
10 15 20 25 30 

Sample number, n 

Figure 3.20. Effect of Shifts on DWT 

As shown in Figure 3.20, signal V is a sine wave with 32 samples per cycle. The 

data window length for DWT contains 32 samples. Using Daubechies(6) or, in short 

Db ( 6)wavelet to implement DWT, the smooth S3 , which are obtained from adjacent 

windows (VS3windowl and VS3 window2 ) are reconstructed. It can be seen that both VS3 windowl 

and V5 3windowz have some distortions to the original signal. In addition, V 5 3windowl and 

V S3window2 are different, i.e. , VS 3window2 is not just a shifted version of V S3windowl . 

Figure 3.21 shows another group of reconstructed V 53windowl and V 5 3windowz usmg 

MODWT under the same conditions. As the figure suggests, the wave forms match the 

original signal quite well and also, the difference between V 53windowl and V 53windowz can be 

ignored except the first point of V 53 windowl and the last point of V 53window2 . 
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Figure 3.21. Effect of Shifts on MODWT 

This analysis shows that MODWT can reconstruct the waveform more precisely 

than DWT. However, the computation time and resources required by MODWT are 

doubled compared to that of DWT since no downsampling progress is carried out for the 

former. 

3.5.5 Practical Considerations 

3.5.5.1 Choice of Wavelet 

There are lots of functions which satisfy equation (3.8) and (3.9). In other words, 

there are many types of wavelet families, such as Haar wavelet [30] , Mexican hat wavelet 

[30], Daubechies (Db) wavelets [30] , and so on. Each wavelet family has different 

characteristics, such as phase response, symmetric properties, transient responses, and so 

on. In a particular wavelet family, e.g. Db(n ) , n is the order. Normally, the order n 

determines the number of nonzero element L for DWT or MODWT based analysis. A 
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higher n (or L) can provide a better frequency response characteristic. For the same L, the 

study in this thesis shows that wavelets, from different wavelet families, will give similar 

simulation results, especially based on MODWT. However, for a particular application, a 

careful choice of different wavelet is still necessary so as to match the requirements 

specific to the problem. 

3.5.5.2 Requirements for Sampling 

It can be seen that equation (3 .18) defines a circular convolution, i.e., for 

I= 2, t = 0, x(2t + 1-/ mod n) = x( -1) = x(n -1) . Therefore, a periodic extension is 

automatically implemented. It implies that the data window, which defines the samples to 

be processed, should contain integer cycles of samples for the signal x( n) . In the case 

that x( n) has significant transient components, the assumption may not be correct, 

which can cause the boundary problems as shown in Section 3.5.5.2. 

In addition, unlike Fourier-based data window techniques, which assume that the 

magnitude and angle of time series signal are constant and provide relevant information 

in frequency domain, wavelet-based techniques give the time domain information under a 

particular scale, i.e., they are time-frequency presentations. In other words, the outputs 

are essentially "waveforms", which imply that a higher sampling rate can give a more 

accurate reconstructed result. However, the sampling rate has to be compromised 

considering the available sampling devices and economic constraints. 
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3.5.5.3 Boundary Conditions 

Wavelet-based techniques, which make use of circular filtering, are implemented 

based upon the windowed signal. By definition, the techniques treat the signal as if it 

were a portion of a periodic sequence. Its period is the same as the length of the 

windowed data. Therefore, at the boundary of the data window, some error will be 

introduced if the original signal is not periodic or it varies rapidly. However, there is 

virtually no difference in the Wavelet-based analysis except at the very beginning and 

end of windowed data. To cope with the possible negative effects caused by the 

circularity, the data processing, which is followed by wavelet-based analysis, can be 

carried out using the central portion of the windowed data. 

3.5.6 Summary 

Wavelet-based techniques are powerful digital processing tools due to their excellent 

transient response. Using the so-called "pyramid algorithm", each scale level of the 

original signal can be easily analyzed. In real-time applications, the boundary condition 

of the associated problem should be carefully considered. 

3. 6 Phasor extraction by wavelet transform 

3.6.1 Introduction 

Under normal operating conditions, the steady state of power system uses 60 Hz 

frequency (or 50 Hz). In other words, the power system is modeled using 60 (or 50) Hz 

parameters. However, in some special cases, such as power system faults, transients and 

harmonics will occur in the power system. These unwanted or "bad" components usually 
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cannot be ignored and the fundamental 60 (or 50) Hz voltages and currents phasors are 

always hidden among them. On the other hand, power system distance relay needs these 

phasors to calculate the impedance so as to determine if the fault location is within its 

protection area or not. Therefore, to have a good understanding about the system 

operating, or faulted, conditions, it is always extremely important and necessary to 

extract the phasors correctly and rapidly. 

Almost all the contemporary digital relaying applications rely on DFT, such as 

FCDFT or HCDFT, to extract those phasors. In the following sections, a wavelet-based 

approach is proposed and compared with the Fourier-based algorithms. As will be shown, 

the new approach, which takes the advantages of the good transient response properties 

of wavelet transform, functions correctly and converges rapidly. 

3. 6.2 Algorithm description 

The voltages and currents measured by relays during a fault suffer from transients, 

and transmission line distance relays only can properly function using 60 (or 50) Hz 

fundamentals. As illustrated in Section 3.5.4.3, wavelet-based filtering techniques can be 

implemented for this purpose, and MODWT is more suitable to extract the phasors. A 

real-time MODWT algorithm is introduced below. 

3.6.2.1 Selection of the Wavelet 

Due to economical considerations, the sampling rate of 16 or 20 samples per cycle is 

quite popular for the current commercial distance relays. However, wavelet analysis 

needs higher sampling rate to obtain good output waveform. It should be reasonable to 
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assume that 32 samples per cycle will not cause significant additional cost to meet real-

time processing requirements. 

Assume that the sampling rate is fixed on 32 samples per cycle, i.e., 1920 Hz, then 

the data window length is 32 samples. The maximal nonzero element L (even integer) 

and the maximal scale/.., of the wavelet can be determined according to equation (3.41). 

Suppose L = 8, at each scale, the first rows of v .. are 

A= 1, [ho.~, ... ,h6,~,8J 
24 zeros lxJ2 

A= 2, [ho , O.~ , O, ... ,h6,0,~,8J 
17 zeros 1 xJ2 

(3.43) 

A= 3, [ho, o, o, o, ~, o, o,o, ... , h6 , o, o,o.~, o, o,o] 
lx32 

Equation (3.43) shows that at scale 3, i.e., A= 3, the first row of v3 is fully used by 

the eight nonzero elements and relevant zeros. 

If L is chosen as 6, the first rows of v .< at each scale are 

A= 1, [ho .~, ... ,h4 ,h5 ,~J 
26 :eros lxJ2 

A= 2, [ho , O,~,O, ... ,h4 ,0,h5,8J 
21 zero., lx}2 

(3.44) 

A= 3, [ho , O,O,O, ~ , O,O, O, ... ,h4 , 0,0,0,h5,~J 
II :eros lxJ2 
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In equation (3.44), the maximal scale MODWT can reach is still 3. it is easy to see 

that 6 x 23 = 48 samples per cycle, which is not the assumed sampling rate, are required if 

A-=4. 

Therefore, the relation between nonzero numbers L of a particular wavelet, say 

Db(n), and the maximal scale A-max the DWT or MODWT can reach- under 32 samples 

per cycle - is 

L=4, Arnax = 4; 

L=6, Arnax = 3; 

L=8, Arnax = 3; 
(3.45) 

L = 10, Arnax = 2; 

Since a higher L produces better frequency response, the length L = 8 under 

A-max = 3 is used for MODWT analysis. , Since MODWT is not sensitive for different 

wavelets, Db ( 8) is chosen. 

3.6.2.2 Frequency Response Characteristics 

As shown in Section 3 .6.2.1 , for Db ( 8) and 32 samples per cycle, the maximal 

scale MODWT can reach is 3. Using the methods illustrated in Section 3.5.4.2, the 

transfer matrices Mb, and M.~, for j = 1,2,3 can be computed. 

The parameters g,)h (8) = {g0 ,g" ... ,g7 } of the scaling filter of Db(8) are constant 

and easy to be obtained from literatures, such as [30], which are 
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Therefore 

g0 = 0.2303778133074431 , 

gl = 0.7148465705484058, 

g2 = 0.6308807679358788, 

g3 = -0.027983 7694166834, 

g4 =-0.1870348117179132, 

g5 = 0.0308413818353661 , 

g6 = 0.0328830116666778, 

g7 = -0.0105974017850021. 

go gl ... g7 0 

0 go gl ... g7 
v, = ... . .. 

0 0 ... 0 0 

0 0 ... 0 0 

... ... ... . .. 
g2 ... g7 0 0 0 0 ... go gl 

gl g2 ... g7 0 0 0 ... 0 go 32x32 

go 0 gl ... 0 g7 0 ... 0 0 

0 go 0 gl 0 g7 ... 0 0 

v2 = ... ... ... .. . ... 
gl 0 g7 0 0 0 ... go 0 

0 gl ... 0 g7 0 0 ... 0 go 32x32 

go 0 0 0 gl ... g7 0 0 0 

0 go 0 0 0 gl ... g7 0 0 

v3 = ... ... ... . .. . .. 
0 0 gl ... g7 0 0 0 go 0 

0 0 0 gl ... g7 0 0 0 go 32x32 

(3.46) 

(3.47) 

(3.48) 

(3.49) 

Using equation (3.20), the relevant parameters hf)h (8) = {flo,~, ... ,~ } can be 

calculated as 
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Similarly, 

flo= -0.0105974017850021 , 

~ = -0.0328830116666778, 

~ = 0.0308413818353661 , 

~ = 0.1870348117179132, 

h4 = -0.0279837694166834, 

h5 = -0.6308807679358788, 

h6 = 0.7148465705484058, 

~ = -0.2303778133074431. 

ho ~ ... ~ 0 

0 ho ~ ... ~ 
w,= ... ... ... 

0 0 ... 0 0 

0 0 ... 0 0 

... ... .. . ... .. . 
~ ... ~ 0 0 OO ... fzo~ 

~ ~ .. . ~ 0 0 0 .. . 0 ho 32x32 

ho 0 ~ ... 0 ~ 0 ... 0 0 

0 ho 0 ~ ... 0 ~ ... 0 0 

w2 = ... ... ... ... . .. ... . .. ... ... . .. 

~ ... 0 ~ 0 0 0 ... ho 0 

0 ~ .. . 0 ~ 0 0 ... 0 ho 32x32 

ho 0 0 0 ~ ... ~ 0 0 0 

0 ho 0 0 0 ~ ... ~ 0 0 

wJ = ... ... .. . ... .. . ... . .. . .. 
0 0 ~ ... ~ 0 0 0 ho 0 

0 0 0 h, ... ~ 0 0 0 ho 32x32 

Hence, M !)j and M.~, can be calculated using equation (3.39), i.e ., 

(3.50) 

(3.5 1) 

(3.52) 

(3.53) 

(3 .54) 
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Frequency Response at scale 3- MODWT Algorithm 
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Frequency Response at Scale 3 

(3.55) 

(3.56) 

M 0 and M s work as filters corresponding to different scales in equation (3 .39). 
1 1 

Therefore, the matrices can be investigated from their frequency response point of view. 

Since the matrices function as circular filters, each row in the matrix basically has 

identical frequency response. Due to the boundary issues, which will be shown in 3.6.2.5, 

only the 23rd row of each matrix will be examined. 

Using Matlab, the frequency response of the matrices for j=l, 2, and 3 are shown in 

Figure 3.22, Figure 3.23, and Figure 3.24, respectively. As the figures imply, M s
3 

should 

be the best choice since it works as a low pass filter which has zero gain for the 3rd and 
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above harmonics. However, the gain for DC signal is unity and for the 2nd harmonic is 

around 0.5 , which is undesired for the equivalent filter of M 53 • This phenomenon 

indicates that some data pre-processing is necessary, which will be mentioned in Section 

3.6.2.3. Note that the frequency response only can illustrate the steady-state 

charactelistics of a particular filter. In other words, it does not show any transient 

characteristics. 

If M 0 , M 0 , M
0
- and M s- are put together, they show the overall frequency 

I 2 3 3 

analysis using different scales, which can be seen in Figure 3.25. As the figure shows, 

there are some significant overlaps among different scales. This can be improved by 

increasing the nonzero element L of a particular wavelet. However, the sampling rate 

should be increased at the same time, which will demand higher processing ability of the 

hardware and also increase the cost. 
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Figure 3.25. The Overall Frequency Response of the MODWT pyramid algorithm 

using Db(8) 
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3.6.2.3 Transient Characteristics 

To investigate the transient characteristics of the MODWT algorithm, the following 

time series signal is used as an example. 

{ 

5sin (120m), t:::; 0.0167 
x(t) = 

lOsin (120m), t > 0.0167 

To monitor the signal x(t) in real time, a moving window can be used. As shown in 

Figure 3.26, before t = 0.0167 sec., the magnitude of x(t) is 5; after that moment, it 

changes to 10. Even though x(t) is made up of pure sinusoidal signals , it s till contains 

significant harmonics, especially at t = 0.0167 sec. when sharp changes occur. 

__J__ ___ _J_ _ _I __ _ _ . __ _J___ ___ _,___ 

0.005 0.01 0.015 0.02 0.025 0.03 
time, sec 

Figure 3.26. The waveform of x(t) 

When the data window moves to t = 0.0245 sec., i.e., window,, which contains 

sample 17 to 48 in Figure 3.26, half of the data can be described using 5 sin (1 20m) and 
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the other half follows 10 sin (120m). Using the algorithm introduced m the previous 

sections, the smooth at scale 3 under Db ( 8) can be expressed as 

where x ( n ~;: denotes 3 2 discrete samples of x(t) in window 1 

I 

I I I 
I I . I I I 

5 ---- ~ - -- - ~ -----~----- ~ -----
1 I I I I 
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I I I -:¥.-
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0.01 0.012 0.014 0.016 
time, sec 

0.018 0.02 0.022 0.024 

Figure 3.27. The waveform of x(t) and xs3 in window I 

(3.57) 

Figure 3.27 shows xs
3 

, together with the original x(t ) . As can be seen, the 

reconstructed waveform xs 3 is very close to x(t) _ 

Similarly, Figure 3.28 shows x53 and x(t ) in windows2 using sample 25 to 56, 

windows2 only contains a quarter signals of 5 sin (120m) at t = 0.0286 sec. It also can be 

seen that xs3 can estimate x(t ) quite well, especially for the middle portions. 
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Figure 3.28. The waveform of x(t) and xd in window2 

3.6.2.4 Data Pre-Processing 

As illustrated in Section 3.6.2.2, the equivalent gain of MODWT for DC signal 1s 

unity and for 2nd hannonic is around 0.5. 

It is well known that transmission line protective relay may encounter oven·each in 

the presence of DC components in faulted cunent waveforms. Many algorithms [31][33], 

have been proposed to remove the DC offsets. Since the study target here is just to 

investigate the performance of the Wavelet-based algmithm, it can be assumed that the 

DC components have been removed before the Wavelet analysis. 

In general, during power system faults, the 2"ct harmonic is not sign ificant, and 

usually can be ignored, during power system faults. Therefore, the proposed MODWT 

algorithm can work conectly and can be effectively used to extract the phasors. If the 
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transients contain significant 2nd harmonic, the MODWT algorithm cannot extract the 

fundamentals precisely. 

3.6.2.5 Boundary Issues 

Due to the fact that MODWT works as a circular filter, it automatically treats the 

samples within a data window as periodic signals. Therefore, in steady-state, i.e., the data 

window contains "pure" prefault data or faulted data, its periodic character can treat the 

data without any errors. If the data window contains both prefault data and faulted data, 

then the signal loses periodic characters. So, some special treatment should be carried 

out. In other words, some "boundary" output by MODWT should be discarded. 
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Figure 3.29. The waveforms of x(t}, 60Hz signal and Xs3 

When a moving data window is used, actually, one output is necessary after the 

whole window of data is processed. The "best" output should be selected and used as the 

output of MODWT window. Theoretically, any "middle" outputs can be used as the 
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outputs. However, to realize a realistic real-time monitoring function , some outputs 

which are close to the latest boundary should be selected. The following example will 

illustrate how to choose the "best" output. 

Suppose the original signal is described by 

x(t) = 5 sin (120m)+ 5 sin (360m)+ 5 sin ( 480nt )+ 5 sin ( 600m) (3.58) 

At t = 0.0161, i.e., when the 32nct sample is obtained, Xs3 can be computed as shown 

in Figure 3.29. 

Using the two-sample algorithm illustrated m equation (3.6), the equivalent 

magnitude for Xs3 is shown in Figure 3.30. 
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Figure 3.30. The equivalent magnitudes for x.d 
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Figure 3.30 shows that the equivalent magnitudes for xs3 are varied even in a 

nanow range, which means that xs3 contains some other harmonics. The reason can be 
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due to the frequency response characteristics of Db(8) based MODWT matrix M.-.,. As 

the figure shows, the magnitude calculated from the 23rd and 24th elements of x83 are 

close to their adjunct neighbors, which suggests the 23rd and 24th elements are stable. In 

addition, these two elements are not far from the right-side boundary, which implies they 

are sensitive to the transients of the input signal. Therefore, it should be reasonable to 

choose them as the output of the MODWT window and used to compute the frequency­

domain presentation of a time-domain signal. 

In addition, since only these two elements are required, the two rows of M.~, are 

necessary to be stored in hardware, which can reduce the calculation burden of the relay 

system. 

3.6.2.6 Block Diagram ofMODWT Algorithm 

Based on the above analysis, a real-time MODWT algorithm, with the block 

diagram as shown in Figure 3.31, is proposed. 

As Figure 3.31 illustrates, the MODWT algorithm realizes the real-time monitoring 

function by picking the coming sample and discarding the oldest sample. Since the 

outputs of the moving window, i.e., the equivalent magnitude and phase angle, require 

two elements (element 23 and 24) of x.,.3 , only two rows of matrix calculations are 

necessary. Note that, the corresponding time tags for the element 23 and 24 of x..., 3 lag 9 

and 8 sample intervals, roughly 1/4 cycles, compared to x ( 32). Even though, as will be 

seen in 3.6.2.7, MODWT algorithm is superior to traditional DFT algorithms. 
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Implementing this algorithm to compute VA, V8 , ~: , I A , I 8 , and Ic , respectively, all 

the phasors can be extracted when new samples arrive. 

3.6.2.7 

No 

Discard the oldest sample and keep the 

window length as 32 samples of x ( n) 

Calculate the equivalent magnitude and 
phase angle by 2-sample algorithm using 

Xs3 (23) and x83 (24) 

Implement relay algorithm using the equivalent 
magnitude and phase angle, i.e., phasor 

Figure 3.31. Block diagram ofthe MODWT algorithm 

MODWT and FCDFT Algorithm Comparison 

FCDFT algorithm is a well-known technique which IS widely used by current 

commercial digital relays. Figure 3.32 shows its block diagram. 
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No 

Discard the oldest sample and keep the 

window length as 32 samples of x( n) 

[

a] = _1 cos ( 1201Z' 302) ... 

b 32 . ( 0) sm 1201Z' 
32 

phasor = a- jb 

Implement relay algorithm using phasor 

Figure 3.32. Block diagram of the FCDFT algorithm 

As can be seen, the only differences from Figure 3.32 to Figure 3.31 are the filtering 

techniques and phasor calculations. For the filtering techniques, both MODWT and 

FCDFT need exactly the same numbers of multiplications and additions, since all the 

coefficients of MODWT and FCDFT can be calculated in advance and then saved in the 

memory of the relay systems. The only differences appear when the equivalent 

magnitude and phase angle (MODWT) or the phasor (FCDFT) are calculated. Since 

MODWT needs the two-sample algorithm, the calculation burden is obviously higher 
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than FCDFf. However, those contemporary computer-based digital relays can handle the 

extra calculations in real-time without too much difficulty. 

When the steady-state frequency response characteristics are examined, FCDFf will 

show its excellent filtering ability, compared to MODWT, for the fundamentals (see 

Figure 3.33). It automatically filters out DC component and any order harmonics. The 

only frequency component which can pass through the filter without any losses is 60 Hz 

fundamentals, which is much better than MODWT -based techniques shown in Figure 

3.25. 

Due to its excellent frequency response characteristics, FCDFf can process the 

"raw" data which comes directly from CTs or PTs. However, in most cases, an anti-

aliasing low pass filter and a high pass filter which rejects the DC offsets are always set 

up between CTs (or PTs) and those digital devices. 
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Figure 3.33. The frequency response for FCDFT 
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However, the transient characteristics of FCDFf are quite poor since Fourier-based 

techniques lose all the time domain information and only contain frequency domain 

information during its data window. 

The example in 3.6.2.3 can be used to support the statement. Using window 1 and 2 

which are defined in 3.6.2.3, the FCDFf outputs are -1.4632+j7.3559=7.5L(101.25°) 

and -8.5819-j2.5080=8.9408L(-163.7096°). It is easy to see that MODWT has better 

results, which are 9.5278L(-89.8462°) and 9.9350L(-88.3546° ), respectively. 

Comparing the magnitude, it can be seen that MODWT converges much faster than 

FCDFf, since the magnitude of the original signal is 10 when t > 0.0167 seconds. 

Figure 3.34 shows the magnitude converging progress by FCDFf and MODWT 

algorithms. For comparison purpose, the original signal is also illustrated. From this 

figure, it is easy to see that MODWT converges faster. 
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Figure 3.34. Comparison of Convergence Characteristics 
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3. 7 Simulations for Wavelet-Based Algorithms 

The two-bus power system, which is modeled in Section 3.3 .1, is also used here to 

study wavelet based algorithm. PSCAD/EMTDC software [20] is used to determine the 

transient voltage and current signals available at the relay. The relaying performances are 

simulated in Matlab [21]. 

The MODWT algorithm, together with the standard DFT algorithm, is investigated 

for the distance relay using the same power system model introduced in Section 3.3.1. 

The relay operating characteristic is a mho characteristic set to protect 85% of the 

transmission line in Zone I. A sampling frequency of 1920 Hz is considered for this 

study. 

Figure 3.35 and Figure 3.36 show the impedance trajectories determined by the two 

methods when a single-phase-to-ground fault occurs inside the rel~y action zone, i.e., the 

per unit distance of the fault from the relay location m = 0. 75 , and the resistance of the 

fault path R 1 = 150 . To remove the unwanted DC offset, a 4th order Butterworth high 

pass filter with 30Hz cut-off frequency is implemented. 

As can be seen in these figures, both MODWT and FCDFT algorithm can properly 

function, i.e., the apparent impedance is located inside the relay action zone. In addition, 

as shown in Figure 3.35, the time tags show that MODWT algorithm converges faster 

than the FCDFT algorithm. Figure 3.36, which illustrates the impedance trajectories in a 

different way, shows the convergence progress of the impedance magnitude and phase 

angle. It also shows the improved convergence feature of the MODWT algorithm, i.e., 

even though both MODWT and FCDFT algorithms take the same time span to converge 
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to the steady-state point, the outputs of MODWT algorithm during the transient are 

closer, than FCDFT algorithm, to the steady-state point 
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Figure 3.35. Apparent impedance trajectory of a single-phase-to-ground fault (m=O. 75) 

- the MODWT algorithm vs. the FCDFT algorithm 

Figure 3.37 and Figure 3.38 show the impedance trajectories when a single-phase-to-

ground fault occurs outside the relay action zone, i.e., the per unit distance of the fault 

from the relay location m = 0.90, and the resistance of the fault path R 1 = 20.Q . Figure 

3.37 shows that the apparent impedance calculated by either MODWT or FCDFT 

correctly converges to the point out of the relay action zone. Therefore, both of the 

algorithms will not make the relay issue trip signal. The magnitude and phase angle 

converging progress can be seen in Figure 3.38. This figure indicates that the MODWT 

converges faster than FCDFT. 
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Figure 3 .36. 

Figure 3 .37. 
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Figure 3.39 and Figure 3.40 show the impedance trajectories determined by the 

MODWT and FCDFf algorithm when a three-phase-to-ground fault occurs inside the 

relay action zone. The per unit distance of the fault from the relay location is set as 

m = 0.75, and the resistance of the fault path is R1 = 15Q. Figure 3.41 and Figure 3.42 

show the impedance trajectories when a three-phase-to-ground fault occurs out of the 

relay action zone, i.e., the per unit distance of the fault from the relay location m = 0.90, 

and the resistance of the fault path R1 = 20Q. As can be seen in these figures, both 

MODWT and FCDFT algorithms function properly. MODWT algorithm converges faster 

than the FCDFf algorithm. 
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Figure 3.39. 

Figure 3.40. 
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Figure 3.41. 

Figure 3.42. 
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The difference in convergence time for the two methods as presented in this study is 

small. However, in real-time application, faster convergence is desirable since it will 

enhance the overall performance of the protection scheme. 

In order to investigate the transient characteristics of the above mentioned 

algorithms, the relative error, defined by equation (3.7), is implemented. As Figure 3.43 

and Figure 3.44 indicate, MODWT algorithm has less relative error at different samples 

compared to the FCDFT algorithm, especially when the data window contains both 

prefault and postfault data samples. 
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Figure 3.44. Relative errors of the filtering algorithms for three-phase-to-ground faults 

- the MODWT algorithm vs. the FCDFT algmithm 

3.8 Summary 

In this chapter, three Fourier-based filtering algorithms and a Wavelet-based 

algorithm are introduced, compared, and simulated. As can be seen, all of these 

algorithms can be implemented in real time, and all of them reach the converged points at 

the same time when their data windows contain a full cycle of steady-state measurements. 

Due to the excellent transient characteristics, the wavelet-based pyramid algorithm can 

give a better transient characteristic since its every output is closer, compared to the other 

algorithms, to the converged point. Simulation results also show that the wavelet 

transform based algorithm converges faster than the Fourier transform based algorithm, 

such as FCDFT algmithm, for digital distance relay applications. The computational 

requirement for the wavelet-based method is high. However, with the capability of the 
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present generation microprocessors, the algorithm can be easily implemented in a digital 

distance relay. 
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Chapter4 

Methods for Digital Relay Performance 

Enhancement 

4. 1 Introduction 

Apparent impedance, calculated by the digital distance relays using voltage and 

current phasors, can be used to determine whether a fault is within or outside the 

operating zone of the relay and the relays provide a trip signal if the computations 

indicate that a fault is within the operating zone [17]. In most cases the characteristics of 

the relays themselves are fixed and do not vary with the power system operating 

condition. In addition to the fault resistance, in feed into the fault from remote source 

influences the accuracy of the relay computations. It is possible to implement different 

computational strategies to overcome the possible errors in the relaying decision. With 

the capability of the present-day microprocessors the operating characteristics of the 

relays can be adapted considering the changing power system conditions. 

The objective of this chapter is to present some methods that can be incorporated to 

enhance the performance of digital distance relays for transmission line protection. 
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The organisation of the chapter is as follows. Section 4.2 investigates the reactance 

effect which is caused by fault resistance. Section 4.3 provides the basic concepts of 

transmission line fault location. Section 4.4 presents error compensation method for 

digital distance protection. Section 4.5 provides an overview of adaptive relaying. Section 

4.6 explains how the relay operating characteristics can be changed with power system 

loading. 

4.2 Reactance Effect 

Reactance effect is defined as the combined effect of the fault resistance and the load 

current in case that a fault occurs. Figure 4.1 gives a detailed illustration. 

In Figure 4.1, Es , Eu , Zs , Zu , and Z E constitute a two-port equivalent of a 

particular power system, and Z1_ is the impedance of the protected transmission line. A 

real number, h (between 0 and 1 ), indicates the distance from fault location to relay R, 

and RF is the fault resistance. The measurements can be the voltages, Vu and V0 , at relay 

R and Q respectively, and current, I u and I Q, through them respectively. The polarities 

of the voltages and the directions of the currents are shown in the same figure. 

-------tZEt--------. 

+ 

E.< Ev 

Figure 4.1. Equivalent circuit for a fault on a transmission line using two-port model 
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Suppose that relay Rand Q are distance relays and a three-phase fault occurs. Vn 

VQ, I R and I Q satisfy the following equations. 

{
VR =IR xhxZ~. +IF xRF 

VQ =IQ x(l-h)xZ,, +IF xRF 
(4.1) 

where, 1 F is the current through RF and 

(4.2) 

Dividing by I R, IQ respectively, equation (4.1) can be written as 

(4.3) 

X 

0 R 0 R 0 R 

Underreach Overreach No power transfer 

Figure 4.2. Influence of fault resistance on distance relay 
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Equation (4.3) shows that the apparent impedance, which is obtained directly by V, 
I 

equals the sum of the line impedance and the fault resistance which is scaled by a 

complex factor ( I R , and I Q are not in phase). Therefore, from the point view of a 

distance relay, fault resistance Rp is seen as a complex quantity, i.e., "reactance effect". 

Due to different load conditions, underreach or overreach may occur at the relay. 

Figure 4.2 gives a graphical illustration under a particular system operating condition that 

underreach occurs at relay R and overreach may occur at relay Q. Zu and Z<! are the 

apparent impedances at relay R and relay Q, respectively. In addition, even for the 

simplest case, i.e., the prefault current is zero, the apparent impedance is significantly 

affected by fault resistance. In other words, V /I does not give the exact impedance 

between the relay location and the fault point, even for the simplest three-phase fault 

[34]. 

4.3 Transmission Line Fault Location 

4.3.1 Introduction of Fault Location 

Transmission lines suffer short-circuit faults and are usually isolated by protective 

relays and power circuit breakers. Faults are mainly caused by severe weather conditions 

or by arcs initiated by foreign objects. While the majority of the faults are temporary, a 

permanent fault requires inspection by a maintenance crew before the line can be 

manually re-energized. Knowing the fault location helps in fast repairs and restoration of 

the service. Even in the case of temporary faults with successful reclosing, accurate fault 

location provides the utilities with valuable information to discover trouble spots on the 
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line. Microprocessor technology has enabled automated and accurate calculation of fault 

location [ 19]. The voltage and current waveform values at the line terminals during the 

fault are the raw data from which the physical location of the fault can be determined. 

Calculations for fault location are fundamentally different from those used for relaying. 

Relaying schemes are designed to make correct and fast tripping decision based on the 

measurements computed in real time. Fault location is needed only after the fault and 

hence fault location programs are executed after the fault using stored fault data. The 

different fault location techniques that have been proposed may be broadly classified in 

two categories: fault location using data from one terminal of the line and fault location 

using data from two terminals of the line. 

4.3.2 The Differences between Fault Location and Fault Detection 

Although the distance relays usually use the same data, including voltage values and 

current values, to calculate the apparent impedance for fault detection purpose, the 

different requirements between fault detection and fault location are obvious. 

1. Speed requirement 

In order to remove the faulted transmission lines as soon as possible, the relevant 

calculation of fault detection should be launched immediately and completed as quickly 

as possible. Normally, protective relay can accomplish the calculation within 10 to 50 

milliseconds [6]. 

Since the calculation results of fault location are used by the repair crews, the 

calculation can be trigged after the faults are detected or even when the faults are 
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isolated. Therefore, a longer response time, which can be in seconds or minutes, ts 

acceptable. 

2. Accuracy requirement 

A typical characteristic of a protective relay can be an operating zone with a 

particular shape. In case that the calculation of fault detection is located inside the 

operating zone, a tripping signal should be issued. Therefore, it is unnecessary to 

implement accurate calculation for fault detection purpose. 

On the other hand, because the purpose of fault location is to save time and cost for 

the repair crews in finding the fault spot, high accuracy is obviously required. 

3. Algorithm requirement 

Compared to the algorithms used for fault detection, the algorithms for fault location 

are more complicated and elaborate since they should provide higher accuracy. Usually, 

lots of compensation techniques are implemented, such compensation for fault resistance, 

compensation for prefault load conditions, and so forth. In addition, using digital filtering 

techniques, more accurate phasor calculation can be achieved. All these techniques can 

improve the fault location estimation. However, they are not always suitable for fault 

detection purpose, because they may be too complicated and may introduce unacceptable 

delay. 
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4. Communication requirement 

The communications, which are required by relay applications, are always high­

speed data exchanging. Due to the off-line characteristic of the fault location techniques, 

low-speed data transmitting can be accepted. 

4.3.3 Fault Location Algorithms and Advanced Modern Digital Relays 

As illustrated in 4.3.2, fault location techniques can provide accurate fault spot and, 

at the same time, need more information of system operating condition and are time­

consuming. However, innovative developments within microprocessor-based relays have 

created new ways of reacting to the data available and responding to the possible 

information that can be extracted from this data. This tendency in turn makes it possible 

that more and more fault location algorithms can be completed in real time. Due to the 

inclusion of fault location algorithms into real-time fault detection, the performance of 

the digital relays can be significantly improved and associated Security/Dependability 

can be better balanced. 

4.3.4 Factors Affecting the Fault Location Accuracy 

With reference to equation ( 4.3) and Figure 4.2, it can be easily seen that several 

factors can affect the accuracy of the fault location. 

1. Reactance effect 

The majority of the faults on overhead transmission lines are ground faults, and the 

value of fault resistance is usually quite high. Considering the prefault load together, 
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therefore, reactance effect cannot be avoided and contribute the most part of the fault 

location error. 

2. Measurement errors 

The transient response characteristics of Capacitor Coupled Voltage Transformer 

(CCVT), the iron core saturation of Current Transformer (CT), and the constrictions 

caused by some other subsystem (such as bit resolution of AID converter, 

unsynchronized system clock, the system frequency variation, and so forth) can introduce 

errors into the relay measurements, voltages and currents. 

3. Reactance compensation methods 

In order to increase the power transfer capability, different compensation techniques 

are implemented more and more frequently, such as parallel and shunt reactors and 

capacitors, even FACTS. Due to those applications, Z1_ in equation (4.3) will not simply 

mean the impedance of the protected transmission line. 

4. Transmission line model 

In equation ( 4.3), the protected transmission line is simply modelled as an 

impedance z~. , i.e., a resistance in series with a reactance. Actually, A 1t model or a 

distributed model can give a more precise description of the line. The insufficient line 

model of course can introduce fault location error. 
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5. Zero-sequence quantities 

Since the above-mentioned analysis is based on a three-phase fault, only the positive 

sequence quantities are used. As a matter of fact, the most common faults in power 

system concerns ground faults, and zero-sequence quantities should be taken into 

account. 

At first, it is usually difficult to obtain accurate zero-sequence impedance, because 

zero-sequence impedance can be affected by soil resistivity, which varies for a number of 

reasons. Secondly, mutual effects can introduce zero sequence components in some 

applications. Therefore, zero-sequence quantities can also influence the accuracy of the 

fault location significantly. 

4.4 A One Terminal Data Based Fault Location Algorithm 

4.4.1 Algorithm Description 

Distance relays use sample values of voltage and current signals available at the 

relay location to estimate the impedance of the line from the location of the relay up to 

the fault point. This apparent impedance differs from the actual impedance of the line. 

Several factors affect the accuracy of this computation. The combined effect of the load 

current and fault resistance has a significant influence on the accuracy of impedance 

calculation. The apparent impedance is compared with the operating characteristics of 

the relay and the decision to trip or not to trip is taken by the relay. However, it is 

possible that the influence of load current and fault resistance can cause a significant 

error in the estimation of the transmission line impedance. The relay may over-reach or 

under-reach in these conditions and the wrong decision as to trip or not to trip is taken by 
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the relay. It is proposed in this research to compensate for this error as a part of the 

relaying algorithm itself. Any addition to the relaying algorithm will increase the 

computational requirement within each sampling interval. The proposed method uses a 

simple one terminal transmission line fault location algorithm as part of distance relaying 

computations. Details of this approach are discussed below. 

Consider a faulted network as shown in (i) of Figure 4.3. Suppose that a three-phase 

fault with fault resistance RF occurs at the location from which the p.u. distance to relay 

R is h ( 0 ::5 h ::51). Using superposition theorem, the network (i) can be replaced by a 

prefault network (ii) and a pure-fault network (iii). Then, 

(4.4) 

where, VF is the voltage vector across RF 

1;."R and 1;.Q are pure-fault currents which flow from fault location to relay 

R and relay Q side respectively. 

A well-known one-terminal fault location algorithm is proposed by A. Wiszniewski 

m 1983 (35]. Again, to simplify the analysis, the equivalent circuit of a three-phase­

faulted network, as shown in Figure 4.3, and a short line model of transmission line are 

implemented. 

The apparent impedance measured by relay R can be expressed as, 
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r-----------~Zc~----------~ 

+ 

Es Eu 

(i). A faulted network 

~----------~Zc~----------~ 

+ 

Es 

(ii). A prefault network 

-------tZcl-------------. 

(iii). A pure-fault network 

Figure 4.3. A faulted network and its equivalent decomposition 

(4.5) 

where, ZR = RR + jX R (4.6) 

(4.7) 

(4.8) 
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Using KVL for (iii) ofFigure4.J 

11(Z8 +hZL +RF)-12RF -13hZ~.= EF 

- 11RF + 12(Zu +(1- h)ZL + RF)- 13(1- h)Z~. = -EF 

- 11hZL- 12(1-h)ZL + 13(ZL + ZE) = 0 

I~= 11 -13 

IF= 11 -12 

(4.9) 

Obviously, the pure-fault current /~ is a part of the current IF , i.e., I~ =kiF, where 

k is a complex number. Solving equation (4.9) 

k =I~ = ((1- h)Z~. + Zu )zE + (z,\. + Zu XI- h)Z,_ = keJ). 

IF (Zs + Zu + zJzE + (Zs + Zu )z,, 

Therefore, equation ( 4.5) can be rewritten as 

RR + jXR = h(R/, +}X,,)+~,.. R,.. 
R 

The real and imaginary parts can be expressed separately as 

{
hR,, = RR- (R,../ k )a 
hX~. =X R- (R,..jk 'yJ 

(/ -l) where a = Re R . J? 
' I jA. Re 

(4.10) 

(4.11) 

(4.12) 

(4.13) 

(4.14) 
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Due to the fact that the reactor is much greater than the resistance of transmission 

line, i.e., X>> R, the phase angle A is assumed to be zero. Actually, A generally does not 

exceed 10°. In addition, the ratio of XL/RL is always known and equals to tan~~. since 

the parameter of the protected line is known. Therefore, 

( 4.15) 

Accordingly, 

(4.16) 

In equation ( 4.16), Z R = RR + jX R is the measured apparent impedance, and the 

others are system parameters. Therefore, the fault location h can be determined. 

This algorithm can provide fairly accurate result of the fault location. The only 

factor that can affect the accuracy is the assumption that A is zero. 

4.4.2 Simulation Results 

The method for dynamic error compensation is investigated for distance protection 

of the same system in Section 3.3 .I. Single line to ground fault with a fault resistance of 

40 ohms is applied at a location 150 miles from the relay location. The relay operating 

characteristic is a mho characteristic set to protect 85% of the transmission line in Zone I. 

The fundamental frequency, voltage and current phases required by the relay are 

determined using full cycle Fourier Algorithm. A sampling frequency of 1200 HZ is 
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considered for this study. The relaying algorithm is simulated in Matlab [21] . After the 

occurrence of the fault, the apparent impedance determined by the relay changes as it 

approaches the operating characteristics of the relay. PSCAD/EMTDC software [20] is 

used to determine the transient voltage and current signals available at the relay. 

Figure 4.4 shows the performance of the method which compensates for the error as 

a part of the distance relaying algorithm. The trajectory converges to the fault-point. For 

comparison, the trajectory obtained by determining the impedance based on the 

traditional approach, without en·or compensation is also shown. This trajectory converges 

to a point outside the exact fault point. The fault will be identified as in Zone II and this 

will delay the operation of the protective rel ay which is not desirable. 

Relay Charateristics - AG fault ( m ~0.75, Rf ~40 Ohms) 
180 . 

160 

140 -

with en-or compensation 

120 

100 -

E 
-8 80 

x 
60 without cnnrcomperu;atU.m 
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20 

T=---
-20 - -

-50 0 
·---'-- ----'----- ---' 

50 t OO 150 
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Figure 4 .4. Impedance Trajectory with En·or Compensation (Fault at m = 0.75) 

F igure 4.5 shows the performance of this method for a different loading condition 

and for a faul t at 180 miles from the relay location. The faul t is outside zone I and is 
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located correctly by compensating for the error. The computational requirements of the 

proposed method are higher than the method which does not compensate for the error. 

However, it is within the capability of present-day microprocessors. 

Relay Charateristics • AG fault ( m =0.9, Rf =20 Ohms) 
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Figure 4 .5. Impedance Trajectory with Error Compensation (Fault at m = 0.90) 

The converged value of the apparent impedance is obtained approximately one cycle 

after the fault inception. Full cycle Fourier algorithm is relatively slow as the data 

window should contain sampled values of current and voltage signals for one cycle of the 

fundamental frequency. The apparent impedance calculation including compensation for 

the fault resistance also converges after one cycle. For the results presented here it was 

observed that suitable logic has to be included so that the relaying decision is made after 

the apparent impedance converges [13][16]. 
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4.5 Adaptive Relaying 

Adaptive protection is a philosophy which permits and makes adjustments to 

protection functions automatically for making the protection more attuned to the 

prevailing power system conditions [36]. Digital relays contain two important features 

that are vital to the adaptive relaying concept; their functions are determined through 

software, and they have a communication capability which can be used to alter the 

software in response to higher level supervisory software, or under commands from a 

remote control center. With these features, microprocessor-based relays can adjust their 

operating characteristics to reduce the impact of faults and disturbances on power 

systems and their equipment. Some of the specific areas that can benefit from 

incorporating adaptive features in protection are: 

• Balancing security and dependability 

• Changing relay settings as system configuration changes 

• Out-of Step protection 

• Compensating for pre-fault load flow 

The research presented in this thesis uses the concept of adjusting the operating 

boundary of a distance relay. Recently the concept of adaptive protection has been 

expanded to include preventive and emergency control features (37]. One of the goals is 

to position the protection system to be more robust in the event of a threat or hidden 

failures. Another possible feature is to modify the protection system to defend against 

future events in case of a component failure. In addition, the rich resource of information 
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obtained by digital relays makes it possible to verify the fundamental frequency power 

- system model that was used to determine the relay application and settings [38]. These 

were previously only observable either by special monitoring equipment connected for 

specific tests, or by expensive fault recording equipment. 

4.6 An Adaptive Boundary Algorithm 

4.6.1 Algorithm Description 

Microprocessor-based distance relays are usually designed with fixed relay setting. 

However, if the system conditions vary over a wide range and faults occur through high 

resistance the relay may lose selectivity. In order to provide coverage for high resistance 

faults, the relay operating characteristics should be adjusted. It has been shown [39] that 

this ideal operating region of a distance relay is mainly governed by the active and 

reactive power flow in the line. One method of adjusting the operating characteristic is to 

calculate the operating region within the normal range of active and reactive power flow 

offline for a specific system configuration. This can be stored and the relay can use the 

characteristic that is close to the existing operating condition. However, the loading 

patterns and system configuration can change frequently from the assumed patterns and 

this will affect the accuracy of the relaying decision. 

It is proposed to determine the operating characteristics periodically in the energy 

management system and communicated to the microprocessor-based relay. The 

communication capability of the relays makes this feasible. For large power systems a 

two-port equivalent model of the protected system can be used to determine the operating 

characteristics. The real-time data available in the Energy Managing Systems has enough 
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information on the voltages, power flow in the system as well as the topology of the 

power system. A two-port equivalent model can be derived easily to determine the ideal 

operating characteristics of the relay [ 40]. Thus the operating characteristic of the relays 

can be adjusted to be in tune with the power system. 

4.6.2 Simulation Results 

Under the same operating conditions of the power system which is used in 4.4.2, the 

ideal operating characteristic method is investigated for the protection of the two-terminal 

high voltage system. Figure 4.6 shows the ideal characteristic (boundary 1) for real and 

reactive power flow into the system behind the relay. A single line to ground fault at 75 

% of the line from the relay location, with a fault resistance of 40 ohms is considered. 

The trajectory of the apparent impedance converges to a point outside the mho 

characteristics but inside the new operating region and thus protects the line when the 

power flows into the system behind the relay. 

Figure 4.7 shows the ideal characteristic (boundary 2) for real and reactive power 

flow into the system in front of the relay. A single line to ground fault at 75% of the line 

from the relay location, with a fault resistance of 40 ohms is considered. Correct 

operation of the relay is obtained with the updated boundary. 

Figure 4.6 and Figure 4. 7 indicate that the boundaries change significantly with the 

loading condition. By adjusting the relay characteristics the relay responds to the fault 

correctly. For the study presented here, the boundaries of the ideal operating 

characteristics (4 segments) are calculated for fault-resistance varying from 0 to 50 ohms 

and for fault location from 0 to 85 % ofthe line from the relay location. 
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Relay Charateristics • AG fault ( m =0.75, Rf =40 Ohms) 
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Figure 4.6. Impedance Trajectory with Adaptive Boundary (Fault at m = 0. 75, Power 

flow into the system behind the relay) 
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Figure 4.7. Impedance Trajectory with Adaptive Boundary (Fault at m = 0. 75 , Power 

flow into the system in front of the relay) 
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4.7 Summary 

The results presented illustrate that both the concepts (error compensation and 

adaptive boundary) can be useful for accurate relaying decision. The requirements to 

implement both the methods are significantly different. The algorithm to compensate for 

error can be easily implemented in any stand-alone microprocessor distance relay. The 

algorithm for the apparent impedance calculation has to be modified based on equation 

(4.5). The existing tripping characteristics can be used. 

For the method which changes the operating boundary, suitable communication 

features are required. The Energy Management System determines the operating region 

of the relay regularly and updates the information stored in the relay. Any algorithm, 

which determines the apparent impedance, is adequate for this method. Even though the 

computational requirements of the relays to implement the proposed concepts are 

different from conventional microprocessor-based relays, they can be achieved using the 

capability of present day microprocessors. 

It is extremely important for utilities to maintain quality power supply for customers. 

After a fault occurs, accurate fault location can significantly reduce the recovery time and 

aid rapid fault analysis. On the other hand, more and more fault location techniques can 

be implemented as real-time fault detection tools by present powerful digital relays, 

which can also significantly improve the immunity of the digital relays to the 

dramatically changed system operating condition. 

Among the factors, which can affect the accuracy of fault location, reactance effect 

seems to be one of the key factors. However, elaborately designed fault location 
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algorithms, including one-terminal algorithms and two-terminal algorithms, and well­

organized estimation scheme can efficiently eliminate or reduce the influence of those 

factors. 

This chapter has presented two concepts that can be implemented in microprocessor­

based relays for transmission line distance protection. The error in conventional distance 

relay computations due to fault resistance can be dynamically compensated as part of the 

relaying algorithm. By adjusting the operating logic of the relay, the relay can be in tune 

with the changing power system loading and provide accurate relaying decisions. With 

the increasing speed and capability of the available microprocessors it is possible to 

incorporate these innovative features in microprocessor-based relays. 
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Chapter 5 

Conclusions and Future Work 

5. 1 Contributions of the Research 

The rapid progress in electrical power technology has made it possible to construct 

economic and reliable power systems capable of satisfying the continuing growth in the 

demand for electrical energy. Power system protection plays a significant part and 

progress in the field of power system protection is a vital prerequisite for the efficient 

operation and continuing development of power supply systems as a whole. Fast and 

accurate locating and isolating faults in an electrical transmission line has become 

increasingly important, as transmission lines are a vital link between the generating 

system and distributing system. 

Due to the fact that power system IS modeled usmg fundamental frequency 

quantities, such as currents, voltages, impedances, real powers, reactive powers, etc., 

many power transmission line protective relays use phasors to realize different kinds of 

relay algorithms. It is extremely important for the relays to extract the phasors from 

faulted currents and voltages quickly and accurately. 
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To achieve this aim, Fourier based filtering algorithms, including the Full Cycle 

Discrete Fourier Transform (FCDFT) algorithm, play very important roles, and they are 

widely implemented in commercial distance protective relays. However, the FCDFT 

algorithm needs one cosine window and one sine window to extract the phasors. From 

the required computation, accuracy, and convergent speed points of views, the FCDFT 

algorithm has obvious drawbacks. One-cycle cosine window with a quarter delay 

algorithm only requires one cosine window sine the sine window is just a quarter-cycle 

delay of the cosine window. It may introduce fewer errors compared to the FCDFT 

algorithm. However, this algorithm needs extra a quarter-cycle delay to obtain the 

phasors. From the speed point view, theoretical analysis and simulation results show that 

it is not suitable for real-time application. With the implementation of the two sample 

algorithm, which is proposed in this thesis, it is possible to extract the phasors only using 

the cosine window with one sample delay, i.e., the one-cycle cosine window with one 

sample delay algorithm. Simulation results illustrate that this algorithm converges faster 

and has better accuracy compared to the others. For this algorithm, the computation 

requirements are higher but can be easily implemented in present generation 

microprocessors. 

The sine window and the cosine window which are implemented in Fourier based 

algorithms are not suitable for transient analysis since sine function and cosine function 

are steady-state functions. On the other hand, wavelet transform based techniques have 

excellent transient characteristics because wavelet functions themselves are transient 

ones. With wavelet based techniques becoming popular in the area of power system, 

protective relays are experiencing improvements related to shorter decision time, as well 
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as in being accurate. The research proposes and demonstrates a real-time based pyramid 

filtering algorithm for transmission line protective relays with the use of Maximal 

Overlap Discrete Wavelet Transform (MODWT). The simulation using PSCAD/EMTDC 

and Matlab shows that the MODWT algorithm converges faster compared to the 

conventional Fourier based algorithms. From the computation point of view, the new 

algorithm has similar requirements as the one-cycle cosine window with one sample 

delay algorithm. 

Two additional relaying algorithms are also investigated in this thesis. Due to the 

reactance effect of the fault resistance, under-reach or over-reach may occur under 

different power system operating conditions. An one-terminal data based fault location 

algorithm, which compensates the fault resistance, is investigated and simulated in this 

thesis. Simulation results show that the error in conventional distance relay computations 

due to fault resistance can be dynamically compensated. An adaptive boundary 

algorithm, which uses two-terminal data, is also investigated here. By adjusting the 

operating logic of the relay according to different load conditions, the relay can be in tune 

with the changing power system loading and provide accurate relaying decisions. With 

the increasing speed and capability of the available microprocessors it is possible to 

incorporate innovative features studied in the thesis in microprocessor-based relays. 

It should be mentioned here that this thesis has not specifically focussed on the 

computational requirements of different relay algorithms. The new algorithms 

investigated in this research require additional computations compared to the 

conventional distance relay algorithms. However, with capabilities of present-generation 
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microprocessors, the author of this thesis does not foresee the computing demand as a 

challenge. 

5.2 Suggestions for Future Work 

The work reported in this thesis can be extended in the following areas: 

• The wavelet function which is implemented in the proposed wavelet filtering 

algorithm is chosen as Daubechies (8) wavelet. Further work can examine other 

wavelet functions in order to find the most suitable wavelet functions for digital 

distance relaying schemes. 

• The phasors calculated by the wavelet algorithm is based on the 23rd and 24
1
h 

samples of the wavelet pyramid algorithm output. This decision is made through 

some simplified computations. The detailed derivation can be carried out in 

future work. 

• All the simulations in this thesis only concern a two bus system. Considering the 

complexity of the real power system, further investigation can be carried out 

using a larger power system. In addition, more fault patterns other than single­

phase-to-ground fault or three-phase-to-ground fault should be investigated for 

all the proposed algorithms. 
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Appendix 

Simulation Tools for Power System Analysis 

1. Introduction 

The electric power system is very complex. Its defining mathematical expressions 

become more intricate and challenging. To get deep understanding about the power 

system operating characteristics, especially the power system transients, powerful 

simulation tools are extremely important. Currently, several simulation tools are widely 

used. In this chapter, PSCAD/EMTDC, Pspice, and Matlab are introduced. In addition, a 

small two-bus power system is simulated using these software tools. 

The rest of the chapter is organized as follows. Section 2 introduces a widely used 

power system simulation software, PSCAD/EMTDC. Section 3 investigates some 

features of Pspice, which is frequently adopted by electrical engineers. Matlab is 

introduced in Section 4. A simple two-bus system is examined in Section 5 using 

PSCAD/EMTDC, Pspice, and Matlab, respectively. Section 6 gives a summary. 
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2. PSCADIEMTDC 

PSCAD/EMTDC, which was developed by Manitoba HVDC Research Centre, is 

one of the most popular power system transient simulation tools. It contains two parts. 

One is EMTDC [41], and the other is PSCAD [42]. 

EMTDC, Electro-Magnetic Transients in DC system, is a transient simulator which 

has been evolving since the mid-1970s [43]. Its development has always been completely 

independent of Electromagnetic Transient Program (EMTP) [44] and its many 

derivatives. The first early versions of EMTDC were run at Manitoba Hydro on 

mainframe computers using IBM punched cards. Present EMTDC is a versatile tool to 

study AC as well as DC power systems problems. Today, the powerful personal 

computers allow detail and depth in simulation that could not even be imagined 30 years 

ago. EMTDC is most suitable for simulating the time domain instantaneous responses, 

also popularly known as electromagnetic transients of electrical systems. 

The following are some of the common components used in systems studied using 

EMTDC [41]: 

• Resistors (R), inductors (L), capacitors (C) 

• Mutually-coupled windings such as transfonners 

• Distributed frequency dependent transmission lines and cables 

• Current and voltage sources 

• Switches, breakers 
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• Diodes, thyristors, GTO's 

• Analog and digital control functions 

• AC machines, exciters, governors, stabilizers and inertial models 

• Meters and measuring functions 

• Generic DC and AC controls 

• HVDC, SVC, and other FACTS devices 

Typically, EMTDC is used by engineers from utilities, manufactures, consultants, 

research and academic institutions alike. It is used in planning, operation, design, 

commissioning, preparation of tender specifications, teaching and advanced 

research. Some typical examples are listed as the following. 

• Contingency studies of ac networks consisting of rotating machines, exciters, 

governors, turbines, transformers, transmission lines, loads 

• Relay coordination 

• Insulation coordination of transformers, breakers and arrestors 

• Impulse testing of transformers 

• Subsynchronous resonance (SSR) study of networks with machines, 

transmission lines, HVDC 

• Filter design and harmonic analysis 

• Control system design and coordination ofF ACTS and HVDC 
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• Optimal design of controller parameters 

• Investigation of new circuit and control concepts 

PSCAD, Power System Computer Aided Design, is a graphical user interface which 

facilitates the simulation studies on EMTDC. It is a family of tools designed to help 

simulate power systems. With the emergence of Windows operating systems for personal 

computers and their expanding capabilities, the Manitoba HVDC Research Centre has 

published the latest version, known as PSCAD/EMTDC. 

Some features ofPSCAD Version 3 are listed as the following [42]: 

• Totally Integrated: the run-time plots can be put alongside of the circuit or 

arranged on a separate page. Circuits, plots and descriptive comments can all be 

printed together. 

• Modular: Electrical systems can be split into different modules (or pages) 

without having to connect them using transmission lines. Control systems can 

be modeled in separate modules. 

• Hierarchical: Circuits assembled using basic building blocks can be contained 

inside modules (also called pages) which can in tum contain more such 

modules. Double-clicking on one of these modules opens the circuit inside. 

• Graphical Component Design Tool: new PSCAD components can be designed 

in a completely graphical environment called Component Workshop. This is the 

tool used to write/edit all the components in the Master library. 
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3. Pspice 

SPICE -stands for Simulation Program with Integrated Circuit Emphasis. The 

University of California, Berkeley, developed the original SPICE program in the mid 

1970s. Since then, many other companies have developed commercial versions. 

MicroSim originated PSpice in 1985. In 1998 OrCAD acquired MicroSim. OrCAD then 

more or less integrated PSpice with their own Capture schematic entry software [45]. 

OrCAD PSpice can be counted on for accurate simulation results. That accuracy has 

been proven by thousands of engineers. Since 1985, it has been continuously improved, 

and structured to use the latest hardware and operating systems. Each generation has 

addressed technological advances in electronics, keeping designers current with the 

capabilities they need. The current version, OrCAD PSpice Release 9, features OrCAD's 

new Interchange™ Architecture. Now the world's most popular analog simulator is part 

of a complete information-sharing solution for any design team. 

OrCAD PSpice is a full-featured simulator for serious analog designers. Simulations 

cover the range from high-frequency systems to low-power IC designs with its 

sophisticated internal models. Designers can draw on its large library of models for off­

the-shelf parts, or create models for new devices from their data sheets. 

OrCAD PSpice AJD is a sophisticated, native mixed-signal simulator and a superset 

of OrCAD PSpice. It is capable of simulating mixed-signal designs of any size, 

containing analog and digital parts ranging from IGBTs and pulse width modulators to 

DACs and ADCS. The simulation results, both analog and digital, can be viewed in the 

same window and on the same time axis. 
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OrCAD PSpice AID Basics is an entry-level mixed-signal simulation tool. It's ideal 

if a friendly environment for simulating simple or basic analog and mixed-signal designs 

is needed. It imposes no limits on circuit size, perfonns functional simulations of digital 

parts in mixed signal simulations, and all of the basic PSpice analyses can be perfonned. 

PSpice Optimizer automates the iterative process of re-running simulations and fine­

tuning the design. It can be used in conjunction with OrCAD PSpice or OrCAD PSpice 

AID. PSpice Optimizer calculates the optimal parameter values for the circuit under 

consideration. 

4. Matlab 

MATLAB® [46], which is one of the most widely used computer-based research 

tools, is a high-perfonnance language for technical computing developed by Math Works, 

Inc. It integrates computation, visualization, and programming in an easy-to-use 

environment where problems and solutions are expressed in familiar mathematical 

notation. Typical uses include: 

• Math and computation 

• Algorithm development 

• Modeling, simulation, and prototyping 

• Data analysis, exploration, and visualization 

• Scientific and engineering graphics 

• Application development, including graphical user interface building 
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MATLAB is an interactive system whose basic data element is an array that does not 

require dimensioning. This allows researchers to solve many technical computing 

problems, especially those with matrix and vector formulations, in a fraction of the time it 

would take to write a program in a scalar noninteractive language such as Cor Fortran. 

The name MATLAB stands for matrix laboratory. MATLAB was originally written 

to provide easy access to matrix software developed by the LINPACK and EISPACK 

projects. Today, MATLAB uses software developed by the LAPACK and ARPACK 

projects, which together represent the state-of-the-art in software for matrix computation. 

MA TLAB has evolved over a period of years with input from many users. In 

university environments, it is the standard instructional tool for introductory and 

advanced courses in mathematics, engineering, and science. In industry, MATLAB is the 

tool of choice for high-productivity research, development, and analysis. 

MA TLAB features a family of application-specific solutions called toolboxes. Very 

important to most users of MA TLAB, toolboxes allow one to learn and apply specialized 

technology. Toolboxes are comprehensive collections of MATLAB functions (M-files) 

that extend the MA TLAB environment to solve particular classes of problems. Areas in 

which toolboxes are available include signal processing, control systems, neural 

networks, fuzzy logic, wavelets, simulation, and many others. 
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The MA TLAB system consists of five main parts: 

I. Development Environment 

This is the set of tools and facilities that helps one to use MA TLAB functions and 

files. Many of these tools are graphical user interfaces. The development environment 

includes the MATLAB desktop and Command Window, a command history, and 

browsers for viewing help, the workspace, files, and the search path. 

2. The MATLAB Mathematical Function Library 

This is a vast collection of computational algorithms rangmg from elementary 

functions like sum, sine, cosine, and complex arithmetic, to more sophisticated functions 

like matrix inverse, matrix eigenvalues, Bessel functions, and fast Fourier transforms. 

3. The MATLAB Language 

This is a high-level matrix/array language with control flow statements, functions, 

data structures, input/output, and object-oriented programming features. It allows both 

"programming in the small" to rapidly create quick and dirty throw-away programs, and 

"programming in the large" to create complete large and complex application programs. 

4. Handle Graphics® 

This is the MA TLAB graphics system. It includes high-level commands for two­

dimensional and three-dimensional data visualization, image processing, animation, and 

presentation graphics. It also includes low-level commands that allow fully customized 

appearance of graphics, as well as complete graphical user interfaces on the MA TLAB 

applications. 
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5. The MATLAB Application Program Interface (API) 

This is a library that allows users to write C and Fortran programs that interact with 

MA TLAB. It includes facilities for calling routines from MATLAB (dynamic linking), 

calling MA TLAB as a computational engine, and for reading and writing MAT -files. 

5. Simulation Example 

• A Two-Bus Power System 

To illustrate how the above-mentioned tools can be used to simulate power system 

operating characteristics, a two-bus power system is implemented. The single line 

diagram of the system is shown in Figure A.l. 

Using the base voltage value of 345 KV, the component parameters are defined in 

the Table A. I. 

Component 

Transmission 
Line 

Table A. I. Parameters of the study system - 2 

Parameters 

300 MVA,X= 0.10 p.u. 

300 MVA,X= 0.10 p.u. 

L = 0.8 mH/km, R = 0.036 fJ/km, C = 0.0112 pF/km, 

length = 130 km 
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Transmission Line 

270MVA, 
p/0.8/agging 

Figure A.l . Single line diagram of a two bus system 

Assume that the voltage and the complex power at Bus2 are 325 KV (line-to-line 

voltage) and 270 MV A with 0.8 power factor lagging. At t = 0.3 sec., a three-phase-to-

ground fault occurs at the location 78 km from Bus 1. The fault resistance is zero. The 

simulation goal is to investigate the phase A current and voltage at Bus 1 during the fault 

period. 

The steady-state, i.e., prefault, phase voltage ofG1 and 0 2 are: 

{

Vm = 222.7892s~n( 376.99t + 21.0248") 

Vci2 =172.0344sm(376.99t) 

• Simulation by EMTDCIPSCAD 

(A. I) 

Figure A.2 and Figure A.3 show the EMTDC/PSCAD simulation scheme and result, 

respectively. As can be seen in Figure A.3, the phase A current and voltage at Busl 

change drastically before and after 0.3 seconds, which is due to the effect of the three-

phase-to-ground fault. 
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I~Currerrt Phase A 

V~Voltaae Phase A 

0.1052 

0.1052 

0.1052 

Figure A.2. EMTDC/PSCAD simulation scheme for the two bus system 

Figure A.3. EMTDC/PSCAD simulation result for the two bus system 

• Simulation by Pspice 

Since only three-phase-to-ground fault is investigated, a single line representation 

can be used so as to simplify the problem. Figure A.4 shows the system schematic in 

Pspice simulation, which uses the same parameters given in Table A.l. 
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l 

L1 

0.1579H 

V1 

222kV 

L2 R2 L3 
~~~A--~--~------~--~~~ 

0.1052H 2.808 0.0624H 1.872 

tCiose=O .03 

C1 C2 ..._ 

0.4368e-BF 0.43B8e-BF 0.2912e-6F 

L4 L5 LB 

rv-v-v"\Trv-v-v-"'_rv-v-v'\ 00416H 0 1052H 001 579H 

C4 V2 

"' 0.291 2e·6F 

170W l 
Figure A.4. PSPICE simulation scheme for the two bus system 

As long as the schematic is well defined, Pspice will automatically convert it to a set 

of differential equations and provide the numerical solutions. Figure A.5 shows the 

relevant simulation result. 

( J. ) 3 - phase:- t.o - qro und tault. 

4.0K.tr · · - - - -- - - - - - - - --- - ---- - - -- · ·---- - - - ---- -- --- - -- - ------ -- - - -- - ---- --- - · - - - - --- - - - - - --- - ---- - -- -- - - · - - -

2. 0KA~ 

O.OK~~ 

- 2 .0K.l"" ·--- - ---- - - --- -- - --- - -· - - --- - - --------------- - - -- -- - - - --- - -- - -- -. - -- - · - - - - - - - - ----- - ----- - - - - . .. .. --- .. . 
D - I (L2 ) 

2SOJWr··· · ···· · ··· · · ······· · · · ·· · ···· ········ · · · ··· · · · · · · · ·· · ····· · · · · · · · ·· · ···· · ··· · ··· · · · ···· · · · · · ·· · · ··· · · · : 
' ' . . 

~!L>~ 
-250 KV+ - - - . - - - - ..... . - - - - - - - - - -- --- - - - - .,.- - -- - - - -- . - - - - - - - - - ..... . ---- -- - -- -- - --- • • • .., .- - -- --- - .. - - - .- - -- - ..... . . --- -- - - · 

zso,.. 26Dlns zea- Joa- JZO,.. H o..a 350m 
c -v ( 3 ) 

Date : !larch 0 6, 2002 Page 1 Tie : 17: 17: 51 

Figure A.5. PSPICE simulation result for the two bus system 
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• Simulation by Matlab 

Mathematically, the system described in Figure A.l is an RLC circuit and can be 

described using differential equations. Since the prefault analysis is straightforward, only 

the faulted equivalent circuit, i.e., t ~ 0.3 second, is illustrated in Figure A.6. 

LGJ=0./579 H Ln=0./052 H R=2.808 fJ L=0.0624 H 

C=0.4368x/fT6 F 

Figure A.6. Equivalent faulted circuit for the two bus system 

Using the notation in Figure A.6, the differential equations can be written as: 

Therefore, the differential equations m (App.2) can be solved by Matlab using 

ODE23. The initial conditions can be easily obtained according to the steady-state of the 

prefault system. 

The simulation result can be seen in Figure A.7. 
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lime, sec 

Figure A.7. Matlab simulation result for the two bus system 

6. Summary 

As can be seen, all of the simulation tools work efficiently and correctly. Since those 

tools emphasize different aspects of the simulated systems, the simulation results are 

slightly different. 

EMTDC/PSCAD is most suitable for power system analysis. Different power 

system parameters, such as the time constant for the electrical machines, the zero 

sequence impedance of the transmission lines, etc., can be specified. In general, since this 

software is designed by power system engineers, the power system operating 

characteristics have been thoroughly considered. Therefore, it is a popular simulation tool 

for power system analysis. It is chosen in the study of digital relay performance 

investigated in this thesis. 
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PSPICE is more suitable to simulate analog and digital electric circuits. Different IC 

chips, power suppliers, and other electronic components, have been selected in the 

libraries. Since it is not specially designed for power system analysis, even a simple 

generator has to be constructed by three power supply sources, which means every phase 

angle or other parameters of each phase have to be specified. In addition, the zero 

sequence impedances of transmission lines are also very difficult to model. Hence 

PSPICE is not suitable for power system simulations. 

Matlab is a well-known data analysis software. It provides not only plenty of built-in 

functions but also very flexible data processing approaches. 

In the study of this thesis, the power system operating data is provided by 

EMTDC/PSCAD, and all the relay algorithms are simulated in Matlab. This approach can 

achieve the highest simulation efficiencies by effectively using the features of all these 

tools. 
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