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ABSTRACT

A numerical and laboratory study was undertaken to
obtain a better understandﬁng of the production-drawdown
response of a'?ell completed into an aquifer_@ﬁose primary
flow conduits Zre,horiiental fractures.

s

In the first bhase of the study, a finite-element model-

'was developed to evaluate the effects of fractiLe aperture
_anq'relatxve‘raﬁghness on the nature of‘flow.witﬁin the
'fractures and the compounding effect of the fractures
dlesing in response to ‘drawdown-induced increases in etﬁee-
tive stress. "The flow code of thelmodel stmulates steady-
state, tﬁo—regime (i.e., both laminar and turbylent) radial
flow in.a'series of horizontal rough fractures of fixed-
“aperture using empxrically derived flow laws from the liter-
ature. The deformatlon code models the rock as an elastlc
medium and follows a user- d?fined constttutive curve for the
stress deformation'behav1or of the fractures in order to
sxmulate their closure under the fluid pressure distributton

-determined by the flow rout;ne. A-COupled solution, using

fluid pressure as.the linking parameter, is obtalined by

"iterating between the two routines.

For the laboratory phase of the investigation, a con-
crete cylinder 1.5 m in diameter by 3 0 m,high was fabricat-
ed with a stngle,.cast-in-place horizopbal fracture. More

than 60 tests involving constant discharge; variable dis-

charge, and constant injection rate wére conducted on the

-
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physical model. In addition to,flow rate, the laboratory

4

arrangement permutteﬁ the varyiog of boundary fluid pres—'

sures, the load applted to the top of the cylinder, and the

: wellbor! size.

’

The numerlcal model closely simulated the results . of
tests when the fracture was open (i.e., with no contact
area) using the true'geometric characteristics of the

fracture. When the fracture surfaces were in contact

however, the closest sxmulat1ons were obtalned u31ng an

.”effective aperture” in the. range of O 3-0.8 of ther best

estimate of the true geometric aperture. ‘. ' ’

[

The results pf this 1nvestigat10n demonstrate that
non-linear flow in fractures within a few tenths of a-meter
of the wellbore can ccmprise a signtficant portion_of the
total drawdown in a well. The results also indicate 'that .
the coefficient of the well loss term in the classical steﬁl
drawdown equatiun is not a constant (as usually assumed) but
1ncreases as the disoharge rate increases. .One of the more
practical findings of thxs study is that reaming ‘'some well-

bores .in fractured rook;aquxfers could minimize well losses

and lead to improved efficiency in their performance.

v

. 2 .- . y .
Key words: aquifer ‘evaluation . - -aquifer testing.
dewatering B drawdown
' fracture permeability -~ ) groundwater flow
~groundwater movement E ~ mine drainage
turbulent flow. o well hydraulicg

well testling . " wells
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. | NOTATION

The units of measurement used in this thesis coonform to
“the Systeme Internationale d'Unites (SI). A complete list
of variables and specific units used in the computer program
DEFLOW is included in the program header (see Appendix C).

h . : M-F-L-T1
Symbal Parameter/Quantity Dimension?
. Vo

a - coefficient of hydraulic resistance in [T/L]
Forchheimer equation

A cross-sectional area of flow ' (L2}

Ag area over which stiffness is applicable (L2]

b coefficient of hydraulic resistance in -[T2/L2]

" Forchheimer equation o
B aquifer coefficient in Jacob, Rorabaugh, ﬁ;/LZ]
' and Ramey equations
[B] .geometric sub-matrix of stiffness matrik [1/L]
[BIT transpose of [B] ' [1/L]

¢ empirical coefficient in turbulent flow ]
laws of Louls and Lomize

C well coefficient im Jacob, Rorabaugh, and [*]
Ramey equations :

Ce exit loss coefficient - _ [T2/L9]

Cy linear or laminar flow coefficent [T/L2)

CyL correctiod factor for accelerating [ ]
laminar flow

Cn non-linear or turbulent flow coefficient ~ [T2/L%] .

Cw wellbore flow loss coefficient’ [T2/L5]

d empirical coefricient in turbulent flow [-]

laws of Louis and Lomize



xvi

NOTATION -- Continued

, M-F-L-T!
Symbol Parameter/Quantity Dimension
D diameter of pipe or wellbore tL]1-
:DC charagteristic length of closed condult (L]
Dp hQEraulic diameter (L]
(D] displacement ﬁatrix ‘[L]
e width of slit between parallel plates [L]
Ep Young's modulus for rock [F/L2]
‘[E] 'eiasticity submatrix [F/L2)
f roughness factor for laminar flow (1
T roughness factor for fully turbulent flow [.] |
f'N roughness factor for fuliy turbulent [ 1 -
flow according ‘to law of Nikuradse
f';, - roughness factor for fully turbulent [ 1
flow according to Louls or Lomize
f%ictipn factor for wellbore ' [ 1]
F] force matrix [F}
g gravltatioﬂal constant (L/T2]
h hydraulic potential or hydraulic head [L]
H total (Bermoulli) head [L]-
,1? .approximétioﬁ for H used in finite L]
" element formulation
Ho total head at 'outer boundary [Li
Hy total head in aquifer at radius of wellbore [L]
k ﬁbsolute roughness of fracture surface (L]



xvii

NOTATION -- Continued

M—F-L-~T!

Symbol Pérameter/Quéntity o Dimension
— K hydraulic coanductivity . - (L/T)
Kp anmalifracture stiffness [(F/yzi/L]
Kg shearrfrgcture stiféness | -[(F/Lz)/P]
k/Dy relative roughness - | | . ' [ ]
1 distance in-direction of flow Ll
L length of wellbore from fraciure lnlet
to pump intake ' ‘ (L]
L( ) differential operator [ ]
m g}poﬁent in Missbach equation [ 1
n- exponent In Rorabaugh equation or ' [ ]
fracture stiffness equation :

‘N number of nodes in finite element [ ]

formulation
p ﬁetted-perimetgr‘ ,?‘ . ' - (L],
p pressure - ' '; ' LF/in
Qy unconfined compressive strength 5 [F/L?]

- Q volumetric discharge rate [L3/T]
Qc critical discharge rate [L3/T]
Qw volﬁmetric disché}gé per unit width [L2/T]

r radial coordinate or disfance = (L]
v natural logarithm of r (ln r) [ ]
re critical radius | | | . [L]
rp dimensionless radial hiStagce f L1



xviii

NOTATION -- Contioued

M-F-L-T1
Symbol _Parameter/Quantity Dimension?
T'o radius of influence‘of well (L]
Ty radius of wellbore (L)
‘R total flow region ~[L]
Re Reynolds mumbef i 1
Ry hydraulic radius ’ (L]
Ry ‘relaminarization index [ 1]
Ry, ‘linear flow sub-region [L] )
_.RN non-linear flow sub—region. ’ [Lj
Ro, oVerall Reyholgg number {1
s total head loss or QnadeWn“(Ho - Hy) {L]
Se exit head loss (L]
sx  skin factor ’ L]
sq linear aquifer'head loss (L)
Sp non—lihéar‘aquifer head loss (L]
Sy wellbore head loss | L]
Sy stiffness coefficient [F/L3]
So stiffness coefficient 1]
[S) stiffness matrix [F/L]
t thickness of aduifer (L]
T transmiésivity _' lpz/T],
T average transmissivity L(T; + Té)/2] , [ﬁz/T] |

multip%&ed by ‘27



Xix

NOTATION -- Continued

. M-F-L-T1
Symbol o Parameter/Quantity Dimension
U free streamline velocity ] [L/T]
v macroscopic fluid velocity (L/T]
2 velocity of flow in wellbore [L/T]
v average fluid velocity in a conduit [L/T]
w dimension of fracture normal to flow [L]
and transverse to aperture
z vertical coordinate or distance - (L]
.or elevation head '
2b fracture aperture : ' [L]
2b, ingtial fracture aperture . (L]
o _ coefficient of .hydraulic resistance . [T/L]
. in Darcy-typé€ equation ,
8 coefficient of hydraulic resistance [*]
in Missbach equation
8 - displacement : (L]
€ - relative error for convergence : [ ]
n kinetic energy correction factor [ ]
relaxation factor in Gauss-Siedel [ 1]
iteration
coefficient in Darcy-Weisbach equation [ )
(Not'é: A= 4 Cf where Cf is Fanning
friction factor-‘also used in
fluid mechanics and hydraulics)
uo Poisson's ratlo . [ ]
. s :
v kinematic viscosity of fluid : . [L2/T]
¢ " head loss coefficient for exit loss

or wellbore flow [ 1]



XX
NOTATION -- Continued
: _ M-F-L-T!

Symbol Parameter/Quantity Dimension?

p mass density of fluid [M/L3]

Oh horizontal, lateral, or radial stress [F/L2]

Jgq normal stress [F/L2]

o6, vertical or axial stress [F/L2]

Y empirical coefficient in laminar flow 1]

laws of Louis and Lomize

w nodal basis or weighting function in
finite element formulation

1l mass-force-length-time

211 = dimensionless,.[*] = variable

J\
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SELECTED TERMINOLOGY

This study deals with a topic that is interdiscipli-
nary, using and combining ideas developed in the fields of
hydrogeology; soil science; and petroleum, geotechnicalt
mining, geothermal, and hyd;aulic engineering. Predictably,
this involves terminology that varies from one discipline to’
another. ’ N L

@h%,iolleéing list qf poténfiaily problematic terms is
not meéﬂ% to provide authoritative definitions. [Its only
purpose is to state tﬁe meaning of the term as used in this

thesis. This sﬁduld prevent, not cfeate, argument.

aquifer - any water-bearing geologic unit regardless of its
yleld to a well or relative hydraulic conductivity

exit loss - head loss due to flow of ground water from ‘an
aquifer into a wellbore; sometimes referred to in the
literature as an entrance loss

fracture - any planar or curva-planar discontinuity in rock
regardless of its origim, size, or orientation; intended
as a generic term to include Joints, fissures, bedding
plane partings, etc.

ead - the h}draulic potential or energy per unit
¢dmprising elevation head, 2z, and pressure

/

. h = z + P/(pg)

hydraulic
welght,
head, P/(p

linear flow - flow in .which the hydraulic gradient varies in
direct proportion to the velocity of the fluid to the -
first power; also referred to in the literature as lami-
nar, streamline, Darcy, or Darcian flow
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SELECTED TERMINOLOGY —-— Continued-

non-linear flow - flow in which the hydraulic gradient var-
ies in direct proportion to the velocity of the fluid to
a power greater than 1; 4 general term encompassing both
transitional and fully developed turbulent flow; also
referred to in the literature as non-Darcy or simply
turbulent flow (see also "turbulent flow" and

- "traositional flow")

parallel flow - flow in which the streamWKines, or net direc-
tion of movement of eddies in the case of turbulent flow,
are straight and parallel; not to be confused with llnear

- flow; used to differentiate from radial flow

total head - the total (or- Bernoulli) potentlal or energy
per unit. weightb , comprising hydraulic head, h, and-
velocity head, /2g :

2 2
H=h+.v'__.—:z+_p_.+.y__
2g Pg. 2g
[ 4
transitional flow - flow im which the hydraulic gradient

varies in direct .proportion to the veloclity of the fluid
to a power between 1 and 2

turbulent flow - in keeping with Tommon usage in the litera-
ture, used interchangeably with non-linear or non-Darcy
flow; flow in which the hydraulic gradient varies 1in
‘proportion to the fluid velocity to the 2nd power speci-
fically will be referred to as "fully developed turbulent
flow"

two- regime flow -Iflow which is linear in one sub-reglion of
the flow field and non-linear in the other ‘sub-reglon



1.0 INTRODUCTION

1.1 Statement of problem

In dewatering operations for mining and civil engineer-
ing projects, the objective is to depress the potentiometric
surface of the ground water in a soil and/or rock mass over
a specific area for one or more of the following reasons:

L3 to drain material to be excavated,

2) to reduce flow of ground water into an excavation
to a minimal or tolerable level, or

) to reduce fluid pressures in order to improve sta-
bility (e.g., to prevent floor heave or to allow
slopes to be excavated at a greater angle).

Several different dewatering techniques have been developed,
the most common of which are installation of horizontal
drainholes into the wall(s) of an existing excavation,
driving of a drainage gallery behind a working face, or
drilling pumping wells on the perimeter of the excavation.
The need to dewater prior to excavation and cost considera-
tions frequently make a series of vertical wells the most
attractive system. This study specifically addresses the
Problem of improving the efficiency of such a dewatering
System, although its findings should have applications in
other areas such as ground-water resource development, geo-

thermal energy development, and hydrocarbon extraction.

The total drawdown or head loss induced in an indi-
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vidual well by pumping can have as many as four components

(shown in Figure 1.1):

=g, F B vB_FE (k1D
where

s = total head loss or drawdown,

S, = linear aquifer head loss or energy lost 1in
overcoming viscous drag as ground water moves
through the aquifer under low velocity,
laminar conditions,

B, = non-linear aquifer head loss or energy lost
during flow through the high velocity region
in the immediate vicinity of the well,

5. = exit head loss resulting from water moving
from the aquifer into the wellbore, and

s = wellbore head loss resulting from flow in the

« wellbore to the pump intake.

—»Q
p— |
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Figure 1.1 Components of drawdown in a well
(after Bruin and Hudson, 1955)



The linear aqu;fe?'bead loss obeys Dafcy's law, which

-

can be written for radial flow in scalar form as

- dH/dr = av. . : (1.2)
where '
H = total head,
r = radial distance,

< . V ’
a coefficient of hydraulic resisiance, and

it

4

macroscopic ve1001ty of fluid. 1_

QV
This indicates that the gradient .of total head is directly

p.oportional to the—veloc1ty to the first power For

reasons which will be explained in a follow1ng sectlon, the
current problem will be formulated in terms of total head
- instead of hydraulic head as is customarxly done in most

‘) ground—wateq_flow problems. Since
’ £

Q = v+A = ve2nr-t, . (1.3)
. where | ' 4.
v uf Q = volumetric discharge rafe;

Q . A cr,'o'gls-sectional area of 'flqw, and -

t thickness of aquifer,

1S i
Equation 1.2 can be written as

(1.4)

) Integrating between arbitrary radial distances r and ry, it
-~ 1] .
can be shown that for confined flow in an aquifer of con-

stant thickness ' ..



. aq .P2 SR ._
Hy = Hy =8 = —ln = . )X{g;
. ’ - |
The non-linear aquifer head loss can be describ;d by
similar reféfibnsﬂ}ps, éither;
dH/dr = Bv™ . : - (1.86)
commonly referred to as Missb#ch's law, 6r
dH/dr = av + bv?, : (1.7)
known as the Forchheimer equation, ﬁhere

a,b,B8 = coefficients of hydraulic
resistance, and

m exponent greater than 1.

If Equdtioh 1.6 is used and if it 1Is assumed, as it is 1In

fully developed turbulent flow, that the value of m is 2’

(Vennard and Street, 1976), Equation 1.6 can be rewritten as.

5 o
aq = B4 (1.8)
(2mt)2 r2 |
integrating between arbitrary distances rqg and'f4,
‘ ) 2
_ _ BQ 1 1 .
g mfg = 8g = —— |—~ (1.9)
: (27t) 3 4

'is obtained.

By %palogy to the findings of classical experimental

work on fldw in pipes, the last two components (Equation 1.1

on page 2) of well drawdown can both be'related to the

kinetic energy of the fluid in the general form

s_or s = f—. < (1{101 .



where
= head loss coefficient,

average fluid velocity, and

| <l o
l

= gravitational constant,
and, therefore, to the discharge rate squared.

Incorporating the concept of critical radius, defined
as the distance from the center of the well to the point in
the aquifer where the transition from linear to non-linear
flow occurs (Figure 1.1), Equation 1.1 (page 2) can be ex-

pressed quantitatively as

r 2
ey, o, A9 e +c @ + c @ (1.11a)
2
27t % (2t ) o T
or
- 2 |1 1 2 2
s=C1Q1n_O+CQ e AN e RIRTA S Sl (L=118)
n e w
T r r
c w c
where
rg = radius of wellbore,
ro, = distance from center of well to point of

negligible drawdown (radius of influence),

e = critical radius,

C1 = linear or laminar flow coefficient,

Ch = non-linear or turbulent flow coefficient,
Ce = exit loss coefficient, and

Cyw = wellbore flow loss coefficient.

Similar equations including Jjust the first two terms have
been proposed by Rorabaugh (1953), Baker (1955), and Bruin

and Hudson (1955).




The f{rét'term on the right hand_side of Equations
1.11a andg 1.115, the linear.component of drawdown, is the
one most famiiiar to the majority of workers'ln gfound
‘water. The value of -the laminar flow coefficient qaﬁ hé
quite variable, depehding on whether the aquifef is confined
or unconfined, its relative isotropy and homogeneity, and
whether hydrologic bouqdaries or leaky adjacént beds are
presenf. bartial penetration of the pumpling well and
partial dewatering of fhe aqUifeE during pﬁmping will also
influence the "effective" value of this goefficient. ALl of
these factors-havé been the subject of considerable fesenrch‘
in aquifer and well hydraulics, however; and, for flow
through porous media, a vast, wellsknown literature éxists._‘

The wel}bbré loss, -the exit loss, and the excess draw-
down iﬁ the aéuifef (reLativé to that which would: -occur |{f
linear‘floy conditidh§'prevailed throughout ), due to non-
,linéar.flow'éreate'what is cdllectl&ely referred to as well
loss._fReferring tolFigure,I,I and Equation 1.11b, it cah be
‘described by: | |

° - ) . r .
-well loss = C Q2 r 1t C,Q In £ icC Q2 + C Q2
- . L . 17, r e W
| w. c W

[y ' . !

(¥.12)

In ‘most deﬁétéfiqg'éystems using, wells, it Is normally

.desirable to achieve the required drawdown with the minimum
| s

number of wells and sizes of pumps. Usually thls also ln-

'volves trying to ‘pump each well at or near its maximum rate.



Higuré_1.2 schematically 1ndiéates how well loss comprises a
parasitic drawdown which hinders these objectives. The
drawdown in the aquifer beyond the critical radlﬁs is, for
the giVen'set of aquifér”propertles, a function qf discharge‘
rate aloﬁef Since discharge is limited by the available
drawdown in the well, any well loss will result in the
discharge beiﬂg less than the maximum attainable. Conse-
quently, less.drawdown is propagated into ihe aquifer by the
wells. This means' that more wells at closer spacings would
be required ;o éch;eve_the same composite drawdown as that
which would be broduced by fewer wells not experienéing such
losses. Another negati?e effect introduced into the system
by well loss is thaf, for the given discharge Eate, the.
pumping 1ift is'unnecéssarily high.i Lérger, more expeﬁsivé
pumps (with respect to both cabital and operating costs)
might be required. |

- These 1ne£fic1enq1es'can héve signiflcant economic
.'consequences. At a recent international symposium (Argall
ahd Brawner, .1979), éeveral papers conta;ned the warning
that in future mioing operations; the‘effectiveness and cost
of Qewaterihg‘or depreésurizing wili likely be two of the
primary factors aeterm;hingnfhe ﬁéchnicai and economic
feasibility of a mine thch encounters either significadt
quantities of water of high'pqre pressures in adjac%ét

rocks.
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Figure 1.2 Schematic diagram of two-well depressur-
izing system showing effects of well losses

Despite easily recognizable problems associated with
well losses, the research devoted to their understanding has
been extremely limited. Sauveplane (1982) noted that the
Past and continuing efforts of most ground-water investiga-
tors have concentrated on evaluating only the linear aquifer

r . s s
€sponse. Ramey (1982), however, sees a significant cross-

OVer in the fields of ground-water hydraulics and petroleum



engineering. Whereas the petroleum'engipeer has focused
traditionaliy on the,prodhctién characteristics.of the well,
reéeht interest and research have.been directed toward a
better UUdeﬁstanding of the response of the entire reser-
voir. Conversely) the ground-water hydrologist, who histor-
iéally has been'mo;e interested in aquifer hydrauiics, has
qﬁcome incrgqs;ngiy aware of problems associaféd with the
well itself. |

> The traditional method for evaluating well loss is by

Il

~ means of a multi-rate pumping or 'step-drawdown"” test. The

' results of this test are usually éxpressed in the form:
s = BQ + CQ" \ _ (1.13)
where | -
'B = aqﬁifer coefficient
o C = well coefficient, and
| n = exponent. |

The exppnent»;s usually considered to be 2, but its value is
. the subjéct'of some controversy which is discussed ib'ch—
/,-//f#/f. tion 1..3.3. Comparison of Equation 1.13 with Equatidh'l.ilb
(page.s) Suggesﬁs they are equivalent, p}esuming n is.2 and
that the. three terms in Equation 1.11b containing Qg'can be
lumbed into a single term. It has been found that Equafion
1.13 with its empirically determined coefficients (and ex-
ponént, if other than 2) gives reasonablé estimates of'thg

drawdown which can be expected in a well at various pumping
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rates, provided they are within the range tested. This pure-
1y empirical approach, however, provides little information
on the actual nature of the well loss and no basis on which
to evaluate how the wellbore and its immediate environs
might be altered to improve the performance of the well.
Although well loss can occur in almost any pumping
well, the problem is much more acute in aquifers whose
primary source of permeability is fractures as opposed to
intergranular porosity (Mackie, 1982; Uhl et al., 1976;
Brereton, 1979; Kelly et al., 1980). For this reason,
together with the potentially valuable application of its
findings to a practical problem such as mine dewatering
(which invariably involves such aquifers), this investiga-

tion focuses specifically on the problem of well losses in

wells completed into fractured rock aquifers.

1.2 Objective and scope

The objective of this investigation was to develop a
better understanding of the nature, causes, and magnitude of
head losses that occur in the immediate viclinity of & well-
bore completed into a fractured rock aquifer. Specific
Questions addressed were:

1) What are the magnitudes of well losses?

2) How wide is the zone around the wellbore where non-
linear flow occurs?




3)

4)

5)

6)

11

What factors affect well loss, particularly the
non-linear aquifer head loss?

Can current knowledge in fractured rock hydraulics
be lncorporated into a more deterministic model for
the response of a well to pumping? In other words,
can meaningful coefficients and boundary condi-
tions, based on empirically derived flow laws for
rough fractures, be applied.to the relationship

‘expressed expressed by Equation 1.11b (page 5)?

What do the results from the classical step-draw-
down test actually indicate?

What practical solutions are tbere for mlnlmLZng
or eliminating well losses?

To answer these questions and to achieve the overall

objective of understanding well losses on a more deter-

ministic level, a program of investigation involving the

. three following primary tasks was undertaken:

Task 1: Design, construct, and test a large scale,

radial flow model with a single fracture.

‘Task 2: Develop a numerical (finite element) model .in-

cluding both linear and non-linear fracture
flow laws and the deformational response of
the fracture(s), to flow-induced changes in
effective stress.

Task 3: Compare the results predicted by the numerical

model to those produced by the physical model.

'In the models studied, thesffacture(s) were horizontal

and the wellbore was vertical. The response of non-hori-

zontal (except for the other -limiting case . of vertical)

fructures to pumping could be highly dependent on shear

dlsplacement Introduction of this extremely complex

1nteraction, on which little basic research has been con-

‘ducted, would bve:ly complicate the situation and make it
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very difficult €§ draw meaningful conclusions at this stage
of understanding. Similérly, a non~orthogonal intersectiqn
between the fracturg and wellbore should be the subject for
another specific investigation.

It should be emphasized that focusing atteation on a
sibgle frapture is not unrealistic. Several investigators
(e.g., Da Cruz and De Quadros, 1984;-W1i11amson and Woolley,
1980; ahd Baker, '1955) have concluded,'based on the results
of field data, that one fracture often totally.dominates the

production or injection rate of a well,
1.3 Previous work ' : y

The discussion of previous work in the primary area of
ground-water flow in fractures will be preceded by a revigw

.of brevious work in a few broader,'but related areas of

investigation.

1.3.1 Non-linear and two-regime flow

5

Most studies of non-linear (or non-Darcy) .flow of
ground water have dealt with the problem in pphous media.
Hannoura and Barends (1981) provide an excellent review of

this work. The common approach is to describe the.flow by.

- means of a power series relationship, the most popular of
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which is the Forchheimer equation (Equntion 1.7 on nage 4)
where the coefficlents a and b are considered to be con-
stants which are characteristic of tne medium (e.gl, grain
size, shape, uniformity)'and the fluid?, Their values
normally are determined by fitting_ouedratic curves_to data
from permeameter tests of the particular granular material.

' - Stark and Volker (1967) show that'theoretically a and b
cannot be constant, bnt rather are dependent on the value of
the Reynolds number. However,-tbey conclude that,'within
the range of Reynolds.napbers usuelly'encountered in flow
tnrough poroug. media, the'coefficients remain essentially
invariant. Proponents of the Forchheimer equntion note.that
tge transitioh from laminar to'fully turoulent%flow is
nsually quite smooth in a'porons medium (as opposed to the
relatively abrupt change in flow through pipes) and'tnat its
use to describe conditions over a two-regime flow field "
'(i e. linedr in one sub- region, non-linear in the other)
produces results that. correlate well with experimental
_evidence (Dudgeon, 1984).

Most relevant work investigating two- regime flow to
wells has been done in Australia. The results of a very
comprehensiveistudy iocluding nnmerical ldboratory5 and
tield investigations are presented by Cox (1977), Huyakorn'.
and Dudgeon (1976 and 1974), Dudgeon_et al. (1973), Huyakorn

(1973), and Dudgeon and Au Yeung (1969).. In those’studies,
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Darc}'s.law is used to describe flo; in the linear sub-re-
gion and the Forchheimer equation, with constant, empirical-~
ly determined coefficients, is used in the entire non-linear
sub-region (both transitional and fully turbulent; tf.that
limit is reached). ] .

Basak;(r§78) objécts to the use of constangt coeffl-
cients in the Forchheimer equation when applying it to
radial flow to a well. He demonstrates that the value of b
is partiéularly sensitive to the Reynolds number, and feels
“that constant values for a and b,do'not correctly represent
conditions ih a distinctly'two-regime flow field.

There also appears to be some miséonception, as exemp-
lifieq by ﬁhipps and Khalil (iQ?S),,regarQing the equiva-
leﬁce,of_tﬁe Forchheimer equation and Equation 1.13 (page 9)
‘with n equal.to 2, It is sometimes assumed tHat there is a
relationship based on the continuity equation between B and
a and between C and b. This éimple, but erroneous, mathema-

‘tical manipulation tétgyly'obscures the important physically
baged difference between the two equations. It should be
remembered that the coefficients in the Forchhelmer equation
'-are'optained.from.a permgameter test in which, under fhe
given. flew rate of each étgp, the veloclfy.ls essentially
the'same'thtOUghoui (sincé the-maéroscopic cross-sectlonal

,area'of.the permeameter is constant). In other words, each

‘data point b:presedtsfcondifiohs in a siﬁgle flow regime

-~
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(which may be either iinéab or non-linear). The values of
tge constants a dﬁ& b are then derived froﬁ a "best fit" to
the heéd loss versus velocity relationship over the entipe:
range tested. | '

In a radiai flow field, however, the velocity varies
not only as a functioq of discharge rate but also of dis;;
‘tance from the well.. THé;efore, if.the_given discharge rate
exceeds the éritical discharge rate (i.e.; the rate above
which non-lineaf flow begins in the vicinity of the well),
the measured head loss will reflect cqmponenté from two flow
regimes. Intultively (this will be developed in more detail
in Chapter 2), as the flow rate increases, the Cri;ical
radihs also incréases. Hence, aSIShown by once again com-
paring ﬁquatiqns 1.11a or 1.11b. (page 5) and 1.13 (page 9),
the coetfifients B and C of Equationm 1.13, which would in-
clude the“radiai_q;stance terms explicit in Equat.ions 1.1l1a
or 1.11b; must cthange as the flow ‘rate increases. |

thle non-linear flow in the aquifer is ‘considered to
) be}h rélati?ély rare occurrence in porous media (such as Ln'i
thé'vicinity of high yield wells in very coarse gravels), it
probably 1sicoﬁmon close to the borehole in many.wells.in
fractured roék aquiferé. The related researgh, which is

quite limited, will be discussed in Section 1.3.4.
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1.3.2 Exit loss and wellbore effects

Most interest in what generally can be referred to as
nexit loss" has been concerned with the effects of well
screens and gravel packs which are used primarily in wells
completed in unconsolidated sediments (Garg and Lal, 1971;
Mogg, 1959; Peterson, 1957; Peterson et al., 1955; and Li,
1954). There is some similarity between a well producing
from discrete fractures and a well in porous media which 1is
lined with a perforated casing or with a screen of very
limited entrance area. However, the findings of that
research do not appear to be particularly relevant to the
current study.

Wellbore diameter generally is not considered a very
important parameter in the yield of a well. Assuming com-
Pletely Darcian flow in the aquifer and no exit losses, it
can be shown theoretically that the increase in yield
resulting from doubling the wellbore size is on the order of
10 percent for a fully penetrating well in a confined
aquifer. James (1970), however, states that the flow rates
in many geothermal wells which he had evaluated had been
found to vary in direct proportion to the borehole diameter.
This Suggests that the assumptions made in the preceding
€alculation do not hold in these cases. Norris (1976)
Conducted a step-drawdown test before and after a well in a

dolomitijc aquifer had been reamed from a diameter of 0.25 to
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0.30 m. He found that this very minor change in wellbore

diameter reduced the apparent well loss component by 40 to
60 percent at the higher end of the pumping rate range (12
to 82 1/s) over which he conducted the tests.

Using a plastic parallel plate model with air as the
fluid for testing, Murphy and Pearce (1980) investigated the
pressure losses incurred during the transition from radial
convergent flow in a fracture to longitudinal flow within an
orthogonal wellbore. They consider the exit loss to be
complete where the longitudinal pressure gradient becomes

constant within the wellbore. An empirical equation for

this loss

D 1.41 vi
s, = 0.28 [ — (1.14)
2b 2g
where
D = diameter of wellbore,

2b fracture aperture, and

Vo = Velocity of fluid in wellbore
can be derived from the data presented by Murphy and Pearch
(1980).

The head loss due to flow in the wellbore can be
estimated from the classic Darcy-Weisbach equation for flow
in circular conduits. Normally it is a small and frequently
disregarded source of well loss, but Stoner et al. (1979)
demODStrate that design of the diameter of a deep well

Should consider this potential loss.
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1.3.3 Empirical determination of well loss

5_' Procedures for eﬁpirically estimating the magnitude of

well loss in a pumplng well have been utilized for man&

“years in both the ground water and ‘petroleum industries.

v

"Raméy (1982) summarlzes the somewhat parallel development Iin -

these two fields and compares and contrasts their teclnolo-
Lo
Pl Y

gies. - o o N

Jacob—(194Z),'a_gédund{water'hydrolqgist, proposed a

-

" technique by'whiéh the)qomponents of drawdown die to other

than linear flow in the aquifer could be determined from
results of a modified aguifer test. This'is known as the

step-drawdown test. 'The e§ atioq,he-proposed was

e = BQ "+ CQ I (1.15)

where's, B, and C . are the same as in Equatlon 1. 13 (page 9).
ng'recommgand field procedures and méthqg_gi_analysis by
which the'coefficiénts B and C can be galdulated are des-
cribed in Jacob (1947). o . S | )
Step _drawdown tests ‘conducted by Rorabaugh (1953). .
produced data to whxch he could not make satisfactory fits_

using thation 1.15. _As .an élternative, he proposed a more

generalized form in whxch tbe exponent kn the non-1linear

ferm-was not restricted to sthe value of 2. The so—called

—

Rorabaugh equatiod has ‘already heen presented as Equation

1.13. His graphic techniqueefor determining the three

-

‘l
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unknowns B, C, and n are described in Rorabaugh (1953). He

found that the values obtained for n frequently were greater

than 2, and cited examples of field data suggesting that 2.5

was a more typical value.

There is continuing debate over whose method achieves
more meaningful results and whether or not Rorabaugh's
method is supportable by basic hydraulic principles (Mogg,
1969). Clark (1977) and Bierschenk (1964) report satisfac-
tory fits to their data from alluvial wells using Jacob's
method. From the results of their own data and on theoreti-
cal grounds, both Brereton (1979) and Eden and Hazel (1973)
conclude that the value of n does not, and should not,
exceed 2. The latter investigators also propose a slightly
modified, more rigorous method of graphic solution.

Rorabaugh's method of evaluation is supported by Lennox
(1966) and Norris (1976). In fact, Lennox (1966) reports
obtaining values of n as high as 3.5 from tests of wells
completed into sedimentary rocks in Alberta. It is note-
worthy that these two investigations which generated values
Of n greater than 2 involved wells in rock aquifers where
fractures likely provided at least part of the permeability.

Mackie (1982) examined the results of more than 20
carefully controlled step-drawdown tests of wells in
fractured rock aquifers and concluded that most of them
€ould be categorized into one of three "signature respon-

- These responses are depicted best on a graph of
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specific drawdown, s/Q, versus discharge rate (Figure 1.3).
Dividing both sides of Equation 1.13 (page 9) by the dis-

charge rate, it can be shown that

s/Q = B +CQ - (1.16)
The sgraight, horizoqtai line (Cuyve 1) on Figure 1.3

represents . tests duf}ng which all ‘flow is ‘laminar. In phié
case,Athe right hand-side of Equationul.16 becomes.simply
équal to B,'whose value is préSumed to Be constant.

| Curvé 2 on Figure 1.3 indicates the production-drawdown
requﬁse when, uﬁ to a critical discharge rate, all flow is’
léminar; but qpovg that“rate; head losé dué to fuily turbu-
lent flowucoms%ises an'eyer‘increésing major portion of the
total‘drawqgwn. This is the response predicted by the'&acob
eqdation (Ecuation 1.15, page 18) with B and C const;nt and
ﬁ ed@al‘to . 'The-Fotal specific drawdown is composediéf a
bonstant coégg;;ntfwith value B anq, beyond the criticatl
dischébée réte,.Qb,_a éomponentzlinearly proportional to the.
di§¢hargé'raq$.: Méckie'(1982335tates that in Hany tests,
',only the fgitzr portion of the curve 1is evident. " This
indicates thatIHOn—linear flow'occu}é.eveﬁ at relatively low
flowsrates: B o - | .
| TheQwesBonse‘wﬁich Mackie (1982)_concludes is most
cdmmon wheh conductihé step—d;awdown'teSts in fractured rock
wéLls, is the concave”upwa?a éurVefghéwn by-Cdrve_B.' This
chrve migbt_dr might n@t-have a short linear (eitbef porl-

zontal or sloping) segment at the lower production rates.
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SPECIFIC DRAWDOWN s/Q
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Qc

DISCHARGE RATE, Q '

Figure 1.3 Typical production-drawdown respons-—
es of water wells in fractured rock
aquifers (after Mackie, 1982)

erprets this response as reflecting changes in the
T!-Q-due to variation in fracture geometry, roughness,
ability.
t should be noted that Mackie (1982) considers the
of the exponent n to be 2. Therefore, he attributes
"ture from a constant slope in the higher production
- of the plot to be the result of a change in the
- the non-linear flow coefficient. Those who support
igh (1953) might argue that this response is indica-

' exponential value greater than 2. An alternative



22

explanation is that it represents the smooth transition from
jaminar to fully turbulent conditions in the non-linear sub-
region near the well (Dudgeon, 1984).

A concept analogous to well loss was developed in the
petroleum industry almost simultaneously by Hurst (1953) and
van Everdingen (1953) to explain the frequently observed
non-linearity in pressure build-up data (the equivalent of
the recovery phase in ground-water testing) following flow
tests in oil wells. Since the relatively low production
rate of most oil wells and the viscosity of the fluid
normally eliminate turbulent flow as a possible cause, the
so-called "'skin effect'" is attributed to reduced permeabil-
ity in the formation immediately adjacent to the borehole.
It is thought that the greater impedance to flow 1is the
result of drilling fluid and fine cuttings invading the
formation during drilling operations. No physical dimension
is ever given to this zone; in fact, it is often referred to
as being of "infinitesimal'" thickness.

Like well losses, the skin effect is considered to be
independent of time; and the ''skin factor'" is considered to
be constant for a given well. Many of the type curves for
well test analysis which evolved during the 1960's and
1970's included this factor as a parameter (Earlougher,
1977; Raghaven, 1977; Matthews and Russell, 1967). More

Fecently, the concept of skin effect has been expanded

fUrther to include the effects of partial penetration and



to include permeabf(ity stratification near the wellbore

A -

(Ahmed, 1982).

In field and theoretical evaluations of gas wells, it
was recognized tﬁat non-Darcy flow also could have a sig-
nificant effect on Fhe.perférmance of these wells, particu-
larly those producing frbm natural or artificially induced
fractures (Guppy et al.; 1981; Holditcﬁland Morse, 1976; and
_w;ttehbarger,_1967). ‘In order to deééribe the observed
production:pressure loss relationships, an equation com-

bining "both skin and turbulence effects has been developed

by Ramey (1982). Using ground—watér notation to emphasize

the similarity to Equation 1.13, it can be_written as

> s =BQ+ (s +CQQ | (1.17)

where Sy is thirskin factor and the other terms are the same

or analogou§u;o those previously defined. Ramey (1982) in-

cludes the graphic procedure by which the various components’

can be estimated.

Another expressiod equivalent to Equation 1.17 also is,

given in van Golf-Racht (1982). In his development,'howevéri
it is noteworthy that the value of C includes the term [1/ry

- 1/r01. This indicates’ that van.Golf-Racht considers the

qon-iinear flow coefficient 'to be effective over the entire:

%

_fldw field, as with a Forchhelimer-type flow law, and not

just inside the critical radius (refer to Equations 1.lla or

1.11b on page .5).

o'b




1.3.4 Flow in fractures

\;?Bﬁ“svmewh&{\paroé;ial beginpiags-in ground-water
hydrology, soils science, and chemical, hydraulic, geotech-
nical, geothermal, and petroleum engineeiing, the study of
fluid flow in fracturédhrocks has evolved during the past 20
years into a special, yet multi-disciplinary, field of its
own. Reviews of its historic development, current state of
knowledge, and direcﬁlon of future research and applications
are presented by Wittke (1973) and Gale (1982a?.' 

Debending on the scale of a particular problem, tﬁe
developing theory in fractured rock Hydrology can be used
either 1) to forﬁulafe an ''equivalent porous medium" (Snow,
1969) and thereby complement the cdhti%uum approach tradi-
tibnally.(and out of necessity) used to describe flow-ih
~granular materials, or -2) a; the-basis for thé alternattive
discrete épprbaéh in which the gedmetric, hydraulic, and
geomechanicdl'properties of individual fractures are con-
sidered (Wilson and Witherspoon, 1970). The purreng.ﬁroblem
of trying to understand the nature of head losses near the
well tn a fractured rock aquifer logically is more amenable’

~

" to the latter approabh.
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1.3.4.1 General concepts

An obvious anaiogy to flow within a fracture is flow
. _ v .
~between two plates. For the highly idealized situation of

laminar flow between smooth, parallel surfaces, an exact
solution (Kovacs, 1981) of the Navier-Stokes equation

yields

2
v - 88 _dh (1.18)

12y dl

-

where

width of slit between the plates,

®
i}

V = kinematic viscosity of the fluid, and

- 1 = distance in the dirdction of® flow.

-—

. This solution,.referred to as Poiseuille's 1a%, has

been known since the 19th century. By combining it with the

continuity equation, it can be shown that
3 -

’ -oQ, =B dah (1.19)
' 12y dl o

a
.where Q, is the volumetric flow rate pef unit width normal
to the direction of flow (also-referred to as the flux);
Equatlion 1.19 has ledlto t;; equession "cubic'ldw” commonly
used in fractured rock hydrology.

Real fractures under field conditions would Bé expected
‘to differ significantly from such an idealized model. The
primary factoré which control fluid mpvement through a real

fracture are the 1) aperture and 2) relative roughness of
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the fracture and 3) the Reynolds number which characterizes
the flow.

There are two meanings of aperture and relative rough-
ness which need to be considered. It should also be noted
that these parameters are not always explicitly defined in
the literature and that there is an inconsistency (e.g.,
Lomize, 1951; Parrish, 1963; Louis, 1969; Sharp, 1970) which
is reconciled in Gale et al. (1985).

The geometric aperture and roughness (hereafter re-
ferred to simply as aperture and roughness), as used in this
thesis, are shown in Figure 1.4. Aperture, designated 2b,
is the transverse distance between the two lines describing
the '"average'" fracture surfaces. For a given fracture seg-
ment, the two surfaces are considered to be parallel. In
his experimental work, Lomize (1951) quantified average
apertures by dividing the volume of fluid extracted from his
Single-fracture models by the length and width of the
models. Absolute roughness, k, is the amplitude of the
"average" irregularity or asperity. Relative roughness is
one of the most important parameters for describing flow in
Closed conduits. In a fracture, relative roughness is de-

fined in this thesis as:

Kk k
D - 2(2b)

(1.20)

Wherel%lis known as the hydraulic diameter (refer to Ap-

Pendix A),
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ABSOLUTE ROUGHNESS k RELATIVE ROUGHNESS k/Dp

7,

Figure 1.4 Geometric properties of a fracture

Estimates of aperture to an order of magnitude can be
made by visual inspection of core, borehole images taken by
camera, television, or acoustic televiewer and impression
packers. Similar measurements of roughness can be obtained
by means of microscopic examination of resin-impregnated
samples (using methods developed by Wardlaw, 1976, for por-
ous media) or direct profilometric techniques (Swan, 1983).
More precise measurements need to be made, however, in con-

Junction with hydraulic measurements.

Obtaining a complete description of fracture geometry

ov j P " " g
SF any significant volume of rock is as impossible, of

cour E g : 5. & -
S€, as describing individual pores in a granular mater-

ial. A
3 Therefore, indirect techniques frequently are used.

In - -
the most common indirect method, an effective aperture is
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estimated with or without consideration of roughness, from
jp-situ or laboratory flow test data. The calculation of
effective aperture is based either on the highly simplified
poiseuille's law or on empirically derived flow laws (de-
tails are given in Appendix B). A positive aspect of this
method, however, is that relatively large areas of the

fracture can be ''sampled'.
1.3.4.2 Development of empirical flow laws

Basic laws for flow in fractures have been developed in
most cases using models of artificial fractures and applying
the friction factor-Reynolds number approach traditionally
used to characterize flow through pipes. Appendix A in-
cludes derivations of the equivalent parameters used in this
technique.

Lomize (1951) conducted parallel flow tests on smooth
and roughened metal plates and corrugated plexiglas strips
0.05 m wide by 0.20 m long with measurable apertures of 0.7
to 10.2 mm and relative roughnesses of 0.027 to 0.43. He
found his results were highly dependent on roughness, and
distinquished between "smooth", defined as having a relative
Foughness less than or equal to 0.033, and '"rough', having a
relative roughness greater than 0.033, fractures. Lomize
€oncluded that for his smooth fractures, the friction fac-

tors developed either theoretically from the parallel plate
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model (Poiseuille's law) or oo thehbasis‘bf"the classical

experimental work on pipes by Blasius and Nikuradse ade-

" quately described the flow reiationships he observed. For

rough fractures, however, he proposed two new friction fac-’

tors, one for laminar and one {or fulfy developed turbulent

flow, that are given in Table 1.1. ‘ T

Louls (1969) conducted a similar series of tests using
fractures formed betwe§$¥concréte slabs of various surface

. o _
roughness. The apertures he simulated were in the range of

He concurred with Lomize's (1951) findings with respect to:

the smooth-rough distinction and the applicability of the
existing flow laws to the smooth fractures. In the case of
rough .fractures, however, he proposed slightly different

friction factors for laminar and fully turbulent flow (refer

to Table 1.1}. A Moodg;type»diagraﬁ generated by Louis is.

- ihctuded as Figure 1.5. .
Louls (1969)‘also includes a rohghness_yersus‘Reynolds

" number plot indicating flow fields in which he fallt various

friction factors are applicable. A version of this, as mod-,

"ifted by Rissler t1978), is given in Figuré 1.6.

One other series of basic flow tests using the friction

J

factor-Refnolds numbér approach was'cohducted by Huitt'.

(1956). His flow cell consisted of steel slabs 7 cm by 13.3

cm on which grains of sand were cemented and which formed

2.0 to 25.5 mm with relative roughnesse%‘of 0.0605 to 0.36.'
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Friction factors for fracture flow and

I .‘ - 1e 1 - 1 » .
Fab derived relationships for hydraulic
conductivity
%%
g e A in Darcy-Weisbach K for Parallel Flow
S| Z| Investigator Equation (Darcy equation5)
gl
- |s theoretical 96 g(2b)?
il parallel 3 e
§ plate law Re 12v
4 Lﬁyisé é969 - (2b)2
- ¢ g
£, — [1 + ¥(k/Dy)1-5] 7
2 Re 121+ ¥ (k/Dp)1-5]
Lo Lomize, 1951
= 17
2
= Sato et al., e a(2b)
= 1984 121{1+2.15(2b)0.2067]
=
£l 4 5 1/7
2| [ 2] Brasius3 0.316-Re~1/4 ( g > shevl
§ 0.079/ w(dH/d1)3
ﬁ 3 | Nikuradse3
c=2, d=3.7
: d -2 d g(2b) 172
\ 5 Louis, 1969 c'1og( 2C']Og( )
- c=2, d=1.9 k/Dp, k/Dp/ |LdH/d1
=8 Lomize, 1951
{- c=2.55
: ‘g d=1.24
7 'x
1/2
1 \0.236[4(2b)
Huitt, 1956 | 0.305(k/Dy,)0-472 3.62(—) 2
k/Dp, dH/d1
tes: 1. Smooth: k/Dp < 0.033; Rough: k/Dp > 0.033
2. Assigned by routine FLOLAW in DEFLOW (see Appendix C)
3. Classic work discussed in any fluid mechanics text
(e.g., Vennard and Street, 1976)
dH 1 v2 dH
4, — = A= — SRR =) R e—
dl D 29 d1
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Figure 1.5 Moody-type diagram of Louis' (1969)
flow test data

apertures in the range of 1.58 to 3.74 mm. Huitt concluded
that in the laminar flow range, Poiseuille's law adequately
described his results. For fully turbulent flow, however,
he proposed the empirical friction factor shown in Table
1.1. In his study, no differentiation was made between the
Felative roughnesses of the fractures.

Pearce and Murphy (1979) warn against any attempts to
mﬁversarblapply flow laws based on the friction factor-
Reynolds number approach. Implicit in this method is that
hydmudic and geometric similitude exist, which is a very
tenuous assumption with natural fractures. They argue that

beca
use of the large number of factors characterizing rough-
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Figure 1.6 Fracture flow law fields (after
Rissler, 1978). Boundaries of fields
(lines labelled with letters) are de-
scribed in Section 2.1 (pages 53-55).

El,g., amplitude, wave length, shape, scale) a com-
1y general correlation of friction factor with Reynolds
similar to Nikuradse's findings for pipes with reg-
and grain roughness, probably never will be developed.
lence, they cite the variation in friction factors
l€d by Lomize (1951), Huitt (1956), and Louis (1969).

1arp and Maini (1972) suggested that the characteris-

roughness indicated by aperture distribution can have
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.considerable bearing on the friction factor. They - state
that fractures with narrow aperture distribagions usually
~exhibit a relatiyely extenéiye laminar zone and -a very

abrupt transition to fuliy developed turbulent flow during

testing. Those with a wider aperture distribution tend to o

‘show an earlier onset of non-linear, laninar.flow and a
reFatively prolonged transition toliully nevelpped,turbulent.
flow. Unfortunately, éharp an@'Maini (1972) do not include
any actual data Qemonstrating these conditions. )

Another fadtor\contributing to the uncertainty of
applying the friction factor- Reynolds number experimental
findings to real fractures, partlcularly for the case of
non-linear flnw, is that all 1nvest1gators (with the
exception_of~Parish,\1963) have used onen fractures in which
a very small percentage, if any, of the fracture surfaces
were in eontact. BX their uery'nature;.fractures-are self-
propped and the apertures'are.the_result of contact-betWeen
the asperities of greatest ampiitude (refer.to Figure.4,4,
page 227). Unlike sheet flow in the analogous parallel plate
mddel "flow in a real fracture follows a tortuous path
through a serles of anastamotlc channels Main1 (1971)
includes photographs of flow through transpareng~elast1c
casts of real fractures Wthh clearly ‘demonstrate this unqer
'self—weight conditlons e

An attempt to quantify the effects of contact area was

'mAde by Sundaram and Frink (1983) who made a radlal flow
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analog model from Teledeltos ‘paper. Contact or no-flow
areas were simulated by cutting or.puﬁching holeé lﬁ the
papé}. They concluded that not only the bgrcent df total
a;ea in contact, but also its specific location Iin the flow
field, affected-ﬂead losses. - Iwai.(1976) reached similar
‘conclusions from teéts ont*one of his physical models in
which metal strips were inserted into—the fracture 1q,dif— j
feren% patterné.

Tsang (1984) conducted expériments with an electrical
resistor network model in.an in?estigdtion of tortuosity.
Sh§ calculated tha£ when the contact area exceéded»SO’
percent, thé effect- of rogghneés-induceg‘tortuosity reduées
the'flowaate by 3 or more orders of mégnitude below thaL
prédicted by the paréllel plate law. This may be an extreme
case, however,‘becauséliw;i (1976) deterhlned that even
under relatively high nobﬁal loads, only about 10 percent of
the‘surface'aréas of hls fractufeé were éctually 15 contact.
Hié fractures weré-fresh, artificially induced tensile
fractures and presumably mated well under, load. * .

e A tétally détefministié;approach to deséribrng'flow”in
frhétures might not bé_necessary. In a relnterpretation of
Iwéi's (;976) origiﬁal d;ta,.Witherspoon et al. (1980)
demonStrate'that.am empirically éetermined effective
aéerturé, which more than 11ke1y7différs from the actual

geometric aperture, could still be 3 valid concept that can

be ﬁsed_in the disqbété qppréqch. In many respects, this
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applies a continuum model where the averaging takes pLafe

over a discrete conduit rather than over the entire rock

mass. It should he noted that the interpretation of Wither-

spoon et al.A(1980) assumed laminar flow conditions only,

and that they found the apparent effects of roughness to be

much greater for radial flow than for parallel flow for the
same rock type. A dorg .quantitative discuséion of -their
findings is included in Appendix B.

 sato et al. (1984) de&eloped a laminar flow:relation;
ship by usiqg_numerlcal analysis t; solve the Navier-Stokes

equation written in terms.of the stream function and incor-

porattng?the VQLLL&LLy—eq&&{ion. ksing the results of
: 'L‘Y

spectral dnalySLS of actual fracture proflles and parallg&zpd‘

~

flow tests of the same fractures in order to provxde repre-

sentative values for the numerically ‘derived parameters,

fhey proposed the sémi;empirical_equatLpn_given in Table 1.1

«

(page 30). In this method, -Sato et al. (1984) include the

shape of the roughness (characterized by the ratio of'ampllf,

tude to wavelength), which is a first step in overcoming the

problems clted by Pearce and Murphy (1980). With their

.model, when the aperture 1is shall, roughness causes length-

'ening.of the streamlines (i.e., tortuosity); W&z;eas.in

larger open apertures, the.éﬁfécts of roughness are more

similar.to those'associared with the friction factor;.

 Reynolds number concept in pipe flow.

-
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A thlrd alternative for describing fracture apertures,

'but one which will not be considered any further/r’/the
present study, is to use a statistically-based model. One

‘example has been_proposea by. Neuzil and Tracy (1981) in
which apertures vary by some givén-statistical'distribution,

but only in the direction orthdgpna} to flow. This appears

to be a rather unrealistic conceét in that variation ot .

aperture in a real fracture would obviously also take place

in the direction of flow.
1.3.4.3 Major laboratory investigations

In addition to the previously described laboratory'work
wbiqh_has resulted in development of basic fracture flow
,laﬁs, there-havé beenAéeverdl other'felated laboratory in--
vestigatiohs. They are summarized chfonologically in.Table

1.2, and a few of the more relevant ones will be described

. briefly.

-Bakef;(1955) was tﬁe first to address the épecific pro-
blem ofjﬁwo—regime, convepgent, radial_flow to a well from a.
~fracture. He created a fracture by pouring‘a 3-m diameter
cylinder of concrete onto & concrete.floor and subsequently
. separating the two surfaééé. Tests were conducted, under
eithe; cbmpletely laminar or completely turbulent flow con-

.ditions'with aperthres ranging from 1.3 to 10.2 mm. Baker



Table 1.2

Researcher(s) Ha:;erials

Previous physical fracture flow models

I.amze, 1951 sand—coated metal x

ard plsstic with

different shapes:
Baker, 1955 coacrete m.th cast
fracture
Hudte, 1956 sand—coated metal

" Parrish, 1963 sand—coated glaas

tnum 1969 concrete with
cast fractures

Sharp, 1970 rock with natural

fractures

Maini, 1971
fractures amd
plastic casts

Jouanna, 1972 rock with natural’

fractures .

1 plow geametry:

rock with natural

Flow regime: L=hnear,NL=uou—-1mear

THIS STUDY concrete with
cast fracture

P = parallel, R = radial (c = oomergenr. d= dwergem:)

8
5 8 8

Type of Defor- 'Iype of
" Flow mation? : Flow!
. P R LN HS HD Researcher(s) Materials P R LN

Xx no o  Bayneau, 1972 pie-shaped metal & c x x
: plates
"Iwai, 1976 rock with artifi- x d x
¢ XX 0o no cial fractures
Gale, 1977  rock with arti- x c,d x

x XX 0no no ficial fractures * '

x xx no no - Rissler, 1978 striated plastic d xx
x xXx no no Mophy, 1979 -plastic c xx

Trorpe « rock with - d x

x XX yes no et al., 1980 multiple natural

. fractures
X ¢ xx o mo Shrauf ad  rock with x d xx
Evans, 1983 natural fractures
Sato et al., rock with ‘x x
x x yes o 1984 natural fractures o

2 1rdicates if fracture(s) deformed during testing, and if s0, whether the measured deformations were
merely the hydroatatic (HS) response to charges 1in effectwe stress created by dungmg the applied
bcxniary load or’included measurements of the deformations: rmult:mg from a hydrodynamic (HD) responge to
changes in effective stress induced by flow.

B

8

c,d x x yes yes

S

L€
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8
did not aftempt‘to quantify fodghness; and thé flow_éoeffi—
bients he derived weré'entirely empifical. An impoftant
finding éf this e;rly study was that- the production-drawdown
regponse of a well producing from a fracture was very sensi-

tive to aperture size and, to. a lesser degree, wellbore

size.

hS

The work of Rayneau (fb72) was quite iggovative in that
he not only incorporated the recently'developed flow laws of
- Louis (1969) into a nymerical model for two-regime radial
flow, but he also was one qf the first researchers to tn-
ciude the relationship bet@éen fracture_defofmatlon and
changes in permeability in both his numerical and laboratory
models. Rayneéu conducted his two—regime; convergent,
radial flow experiments with a 0.8 m radius, pie-shaped (33 -
degree wedge) parallel plate modei made -of aluminum. ¥

Gale'(1975)'teste5_an appréximately 1-m diameter cylin-
;der of rock in'whigh two artificial fractures were made,,oné
by tensile failure and the other by wi{g saw. The cylinder
was placed'in a large triaxial cell in which an axial load
was apblied and kept constant during_radzgl (both convergent
and divérgeﬂt) flow tests in which flow was assﬁmed to be
'laminarw"By carefu; measurement of displacements:in both

the rock and fractures, Gale was able to demonstrate that

. . S~ .
fractures deform in response to changes in effective stress

h

resulting - from either fluid injéctlon or fluid withdrawal.

2
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further discussion‘of this problem is presented in Section’
1.3.4.5.

Rissler (1978)lapplied the empirical flow laws of Louis
(1969) to crééte a numericai model for two-regime, divergent
radial flow that could be useﬁ to improve the interpretation
of the tpmflitional Lugeon (also known as packer or injec-
tion) test In.the labhoratory phase of his study, ﬁe'per—
formed flow tests in a 2 m diamgter parallel plate model
" made of lucite, A servo-controlled hydraulic piston con-
necééd to an external steel frame was used to maintain a
.cohstant aperture. He concluded that Louis’ (1969) flow
laws quite satisfactorily prediéted the critical head (the
iqjectlon pressure at which turbulent flow first occurs)
measured in his tests., It éhoqld be noted, however, tha;
_the artificial fracture in Rissler's (}978) model was of the
"open' type. |

L

1.3.4.4 Special considerations in radial, Eonvergent
flow o

Radial }low to a well through a fracture lntroduces two
factors which are not usually*taken into consideration in
‘most ground-water flow problems: 1) the velocity head or
kinetic energy of the fluid can become sufficiently large
that ii;sgg*po longer be disregarded, ;nd 2) the accelera-

tion of thé\{}ﬁid can affect 1its resistance to flow.

lm - v
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R Citing potential theory, Louis @nd Maini (1970) empha-

size the fact that the 'driving" force for flow of ground

ey

water is thé difference in total -head. The total (or
Bernoulli) head, "H, is ' . . -
TR L S - (1.21)

Ag 2g 2g
~where

P = fluid pressure,

p = density of fluid,

h = hydraulic head, and

z = elevation head.

Therefore, the difference in total head between any Llwo

points along a streamline under steady state conditions is .

[ 4 - 2 . 2
H H. h 772 h ('
- = + - -
2 1 2 T 2g 1 2g . (1.22)
or N
H, - H = (h, - h,) - (v.2 Y/ 2)/2g" (1.23)
2 1 2 SO RS 2 :
where 7 is the Kinetic energy correction factor. Accordling

. . "
to Louis and Maini (1970), 7 is equal to 1.2 for laminar
flow and 1.0 for tufbulent flow. The different values for n
reflect the difference in the sh#pe of the velocity profile

in a closed conduit under "laminar and turbulent flow cen-

ditlions.
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laminar conditions, it can be'éhown, using'polnts Ty and r

41

', The right—hanq_éide of Equation 1.23 should be used in.

the left-hand ‘side of Equations,1.5 (page 4) and 1.9 (page

4) when fluid veloclity Lstlarge. For radial flowvundér

A

~for generality, that

\.2.

- 1.2(v1'2 - vz,) . aQ ry,
(héi hy) - = In = (1.24)
2g © 2Tt T
or -
aQ T2 . 0.6 2 2
) h2'— h1 = ln 2 %+ 2~ (v1 - Vv, ). (1.25)
' 2wt Ty g

Using Equations 1.9 and 1.23, it can be shown similarly .that

—— -

for radial, fully turbulent flow

(hy = h)) - 2 . — |- L1 (1.26)
T - 2g (2m)2 | T1 T2
dr
Ba® |1 1 1 4o 2 2, -
ng L T A My R A S Z I (1.27)
(amt)2 |[F1 ¥ 2

According to Murphy (1979), the parabolic belocity pro-

file for d.fldid.moving under laminar conditions between ﬁwo
plates, which is predicted theoretiéally by the_NéVier—
Stokes équation, elongate§ when. 1t is accelerated;J This
distortion causes.greatef resiséance'to flow, which means

that the frlctiqn factor based on Poiseullle's law (Table

1.1, page 30) underestimates the true head loss. For the

—_ . . e

‘1



w‘ N

case of Tradially accelerating laminar flow in a fracture,

Murphy proposes, instéad of n eqhals 1.2, the empirical

kinetic energy correctio&nfaqtor 'y

' 2
v 0.36
CL = 1 +

D - -

where rp is a dimensionless radial distance given by

rp = —2L - (1.29)
, . (2b)\/RO ) a :
and Ro is sthe "overall Reynoldgngumber” defined as
Ro = ¥ - | - (1:30)

2rv(2b)

ﬁapeferation'alsb has been found to have a stabilizing
effect én'tufbulent flow in closed conduits. By causing tﬁe
Qiscous or laminar sub—layér to thicken, acceleration can
actually’inifiate a.}everse—transition, or "relaminariza-
tion", }n‘wh;ch the friction'féctor decreﬁsés below that
pyediéted on the basis- of Reynolds .number’ and roughqfsé; Ao
examplexof'one of thé relaminarization indices, Ry, cltéd by
‘Murphy (19f9)'from ;he literature is

R =Y 94U _ 3.5 x 10

U® dr . '

6 - (1.31)

where U is the velocity of flow in the turbulent core. Index

A

~values above this limit indicate that complete relaminariza-

tion (i.e., the friction factor is that predicted for lami-’

nar flow) has taken place.

s . (1.28)

P
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1.3.4.5 Fracture deformation

jale (1975) demonstrates with the results of field,
ratory and numerical investigations that real fractures
gji@:response to changes in effective stress resulting

sither increased applied stress or changes in fluid
induced by injection or withdrawal. This concept,
the example of fracture closing, is shown schemati-
Figure 1.7. Other field tests showing the effect
reasing load on flow are described by Carlsson and
(1983) and Jouanna (1972).

ince volumetric flow rate may be a function of frac-
serture to the third power (refer to Equation 1.19,
o), a small change in aperture can result in a sub-
change in discharge. For the case of two-regime,
gent radial flow in a fracture with uniform aperture,
‘%j it is important to note that the greatest changes
fective stress occur over a relatively small area.
3andis et al. (1983) have investigated the deformation
*ral different rock types under both normal and shear
€s. They concluded that fracture stiffness (i.e., the
-ance to deformation) was a function of initial contact
roughness, strength of the asperities, deformation
¥, and the properties of any infilling material. They

Several constitutive curves for normal stress versus
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CHEMAT]I MODELS ‘
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Schematic diagram of fracture deformation due to
changes in effective stress. Case A: Reference
condition with applied normal stress on (repre-
sented by heavy arrows in lower diagram), hydro-
static fluid pressure Bl (represented by dashed
arrows), and normal fracture stiffness §1.
Resulting effective stress is represente by
shaded area in lower diagram. Case B: Deforma-
tion resulting from increase in applied normal
stress. Since fluid pressure remains same,
effective stress also increases. Case C: Defor-
mation resulting from uniform decrease in hydro-
static fluid pressure resulting in increase in
effective stress. Case D: Deformation resulting
from increase in effective stress caused by
flow-induced decrease in fluid pressure.

ure which show that, although the specific response can
;ita variable, the general relationship is highly non-
Ar. Bandis et al. (1983) suggest that the best fits to
laboratory data are provided by hyperbolic functions.

Tsang and Witherspoon (1981) claim to have developed a
;’ﬁal model which, with input of data for normal stress

'S deformation for both the rock and fractures and an
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imate of the initial fracture contact area, can deduce
;ﬁgight of the tallest asperities, generate roughness
files, and thereby predict flow rate as a function of
In a follow-up study (Tsang and Witherspoon, 1983),

y indicate with another numerical model that it is the
} scale roughness (i.e., the undulations) that control
Jfﬁg mechanical and hydraulic behavior of a fracture.
- warn that tests on samples smaller than the typical
jlation wavelength may not represent the fracture
hness properly and could yield misleading results. The
1ts of neither of these studies have been verified,

ver, by laboratory or field data.
.3.5 Current applications in dewatering

In most of the literature which could be found on
tering operations using wells (Williams et al., 1986;
am-Wold, 1980; Carpenter and Young, 1980; Vogwill, 1976;
bbins and Munro, 1965) and on numerical models which are
Plan and design such dewatering models (Schmidt,
rlﬂ@01ure et al., 1985; Bair, 1980; Hargis, 1980), there
‘TS to be a total disregard for the performance and
ency of the wells.

*énslade and Condrat (1979) provide the only specific

Wledgment of the significance of well losses in a



'deatering'operationr In their design of a shaft depres-
_surL21ng system for which they had no data other than the
aqulfer characteristlcs, it was arbitrarily assumed that 30
percent of the total available'drawdown in each well would
‘be consumed by well losses. Althdugh this in itself is a
aneworthy'and commendable step, it clearly demonstrates the
need for a mere rational dppreech aa.the problem.

In a study of the technical feasibility and cost

effectiveness of dewatering underground coal mines, Wahler

and Associates (1979) report that.transmissivities calcu-

1ated from data on pumplng wells completed 1nto fractured-
rock aqulifers are usually amo order of magnitu@e less thanv
those based on’ob§ervat10n well data. No explanatlon was

'ngen in thelr report for this dlscrepaney, ang alohough e

'.\_.

there are other possible ceuses (e.g., partial penetnp&ion

- . - .
of the pumping wells), there is a strong suggestion that

well losses could have been an important component of the
' %

total drawdown in tHose wells.’

9, .

’

....; . o
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2.0 EMPIRICAL DESCRIPTION OF THO- REGIME,. CONVERGENT,
RADIAL FLOW TO A WELL FROM HORIZONTAL DEFORMABLE
FRACTURES - — — p :

" In this chaocer,.an.empificalxdescription of two;
regime, convergent ;adiaf flow to a well from horizontai
deformable fractures is, developed Tde tecm empirical is
.approprlate in that although every attempt is méde ﬁo.
include b331c‘bH§51ca1 relationships_(fhe deterministic
approach) for both flow.and deformation, the fracture flow
laws tdemséiyeé and ﬁhe range.(defined by roughness and
Reynolds'number)'over which they'are applioable and the
deformational response of fracturea to changes in stress are .
'completely emplrlcal '

Following" the mathemdtfoaL convention ueed in the
statement of the p%gbyeh (Section 1.1), the flow equation
for a single,_rigid fracture first is developed in a fonm
that .can be 301vgd analyé%&ally for second type boundary
conditions at the well (i.e., when the dlscharge rate is
known). Then it is reformulated for solption by the fidite
element méthod. The numerical technique is more generalized
in that“it permits a first type boundary conditfoh (i.e.,
head) to be specified at the well and 1s much more amenable
to coupling with the other numefioal code describing the
deformational. response of the fracture to pumping. The
boundary conditions necessary for applying the method to

more than one horizontal fracture are shown, and finall@»the
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technique of coupled, solution using pressure head as the

I'inking term is described.

. . ' $
The assumptions usé&d in the following mathematical

development are:

1)

2)

3).

4)

5)

)

6)

8)

9)

10)

ol

The flow is steady state (a rather comprehensive
assumption which includes fixed values for r, arnd
Hy and which alloyws wellbore storage to be
1gnored)

The matrix is impermeable {i.e., all head losses
occur within the fracture). The additional com-.
plexity introduced by use of a dual porosity model
is not justifiable fol the current problem.

The hydraulic conductivity is radially isotropic.

_ .
The absolute' roughness is uniform over the entire
fracture surface. ’

There ,is no fracture Ldfilling._

The fracture(s) Ls/are horizontal and the wellbore
is vert1ca1 ) i

1
,.

) " .
No dewatering of @he fracture(s) occurs (i.e.; the
fracture(s) remaxnﬁ,fully saturated and the pumping
level in the well is always above the uppermost
fractire). , . T -

The system is isothermal.

The rock is homogeneous and elastic.

Although the flow laws and thelir fields of applica-
bility determined empirically by Louis (1969) are
far from universal, they mre the best currently
available and are incorporated into the numerical
model.

.2.1 Formulation of analytical solution to two-regime radial
- flow to a wefl in a rigid fracture

As described in Section 1.3.4.2, Louis' (1969) fracture

flow laws were developed using the friction factor-Reynolds .
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" number approach which involves the Darcy-Weisbach equation
(see Appendix A for derivation of the various parameters)

« 2 2
| i L v o 1 v . . (2.1)
dr . Dh 2g 2(2b) 2g '

~To demonstrate how values for hydraulic conductivity can be
obtained from.the friction factors, the simplést case of
Poiseuille's law (Law 1 in Table 1.1 on page 30), where

gﬁ
”Re

(2.2)

will be used. Substititing Equation 2.2 and the definitiof

of Reynolds number,

Ay

.into Equation 2.1 and solving for v, it. can be shown that

o _ g(20)2 ¢H
- ' ‘ i2y dr

&

(2.4)

This is simply anqthér version ofeDarcy's .law (Equation 1.2,
page 3) where K, the hydraulic conductivity'or inverse of

-

hydraulic resistance, is equal to

X . 2
T RS 1Sk (2.5)

p————mem

3

Equation 2; 1s-equivglent to Equation 1.18 (pﬁge 25) , which
should'be'éxpected since the.preceding was an "inverse de-
rivation”. The ffiction faéfor 96/R¢ used above wa§ deter-
mined from the theoretical solution to the Navier-Stokes
equation for.flow between parallel piates. The procedure

nevertheless indicates how hydraulic conductivity values can
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be derived from the other linear frictién factors given 1in
"Table 1.1 (except: for the law of Sato et al., 1984,which Qas_
" not derived- solely by the friction factor technique).
Introducing the concept of transmissivity, T! defined
as the product of hydraulic conductivity and thickness, and
recognizing that the analogous '"aquifer thickness" for a

single fracture between an impermeable matrix is its aper-

ture so. that '

T = Kt = K(2b) , (2.86)

Equation 1.5 (page 3) can be rewritten as,

r -
He - H. =9 10 _2 . (2.7) ‘

2 L opr  p
. 1 ¢
This form of the eqq!;ion is usually referred to in the
Y . .
ground-water 1iterature_a§ the Theim equation. Finally, by

combining Equations 2.5 through 2.7, the relationship

-

between head loss and flqw'fate for radial flow between

smdoth'parallel plates is .given by : - T | -~ |
.y .
H2 - H]_. E.—GSL-— 1n -..g . (28)
T ag(20)S Ty -

For linear. flow in rough (k/Dh> 0.033) fractures, it can be
shown similarly using Louls' (1969) law (Law 4, Table 1.1 on

v

" page 30) that

(2.9)

- . 1.5 :
M, - H = 6Qu {1+8.8[k/ (2 %p%i, 4oy, 2
L. -, ads ",
ng(2b)3?§f' 1 I
Both Equationé 2.8 and 2.9 are forms of the cublc law (Equa-

tion 1.19 on page 25).
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In the case of non-linear flow, Equation 2.1 (page 49)

can be combined with Equation 1.6 (page 4) to show that

2
dR ﬂvz I 1 v

dr 2(2b) 2g

' (2.10)

or
B=_r_ o ©(2.11)
4(2b)g
'Subééituting this value into Equation 1.9 (page.- 4), ‘again

recognizing that t = 2b,

_ vy Al .
H, - H, = A |11 (2.12)
a ? ° 16m2g(2b)3
| ™ g(2b) rq A
is'obtainéd. ‘Note that for non-linear floﬁ, tHe analogous )

cubic law is’betweeh_drawdown and the square of the dis-
charge rate. Using for an.examble,Louis‘ {(1969) law for
rough, fully tdfbulent flow (Law 5 in Table 1.1,,page 30),
Eqﬁation 2.12 becomes L ’
oo comrsirarrsseserri ] el

4~ "3 (2.13)

64 g(2b)° [log{1.9/[k/(2-20)1}]? Ty

The exit loss can be approximated from the empirical
relationship derived from data given in Mufphy and Pearce
(1980),‘previously presented in Section 1.3.2. Applying the

continuity equatlon to the wellbopre,

- 2r;11.41‘ 0
s = 0.23| ——

e —___.
2b 2gn2rw4

2 .
. . (2.14)
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Finally, head loss due to flow-in the wellbore can be
estimated ﬁrom the Darcy-Weisbagh equation for flow in a

pipe,

. 2 . |
s, = £, =¥ (2-15)
w
D 2g . ‘
or , ¢
. ). s
N s, =f @ (2.16)
. W w 5 - .
) 4n2gr
. W
where .
- L = lesgth of wellbore from fracture inlet LY

to pump intake, and  *~

rh
1]

w. = friction factor for the wellbore.
‘Murphy and Pearce (1980) included witlp their exit loss all
) ‘ _head losses up to the point in‘tée wellbore, where.the 6reé-
sure head gradient becoﬁég\coqéfantu The&.eXperimentglly

found this to be’'a distance of approximately 5 wellbore
. .

~diameters. Therefore, correcting the length over which

additional flow losses in the wellbore occur, Equatidn 2.16

can be re-written as

o

(L-10rw)Q“

. Sw T fw ____;;_-“—"

N —~ 4 grw5_

(2.17)

Representative values for f@ can be obtalned from any pub-

', lished version of the Moody diagram (e.g., refer to Figure

9.5 in Vennard and Street, 1976).
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o total drawdown in a vertical well pumping at a

ge rate Q from a single, rigid, rough (k/Dh > 0.033),
“Jml-fracture can be estimated by the summation of
9.9, 2.13, 2.14, and 2.17. Recalling the concept
tical radius (Section 1.1), this becomes

il r
p_ } i O

6Qu{1+8.8[k/(2-2b)]

ng(2b)° Lo

_ Q” [}_ _ 1_]
64n2g(20)3 [1og {1.9/[k/(2-20) 1§12 [ Tw T

1.41

ar Q2 (L—1Orw)Q2
ﬁ,aa(__) - ’ (2.18)
| o2 4 2 5
2b 2gn"r 4nTgr_

-deterministic version of Equations 1.11a or 1.11b

Equation 2.18 can also be written in the form

"g(Zb)3 Lo

. 1 5
?fﬂzg(zb)s[logfl.9/[k/(2'2b)]}]23(rw rc)

y 2r_ 1.41 1 (L-10r_)
peses y  — B e e ] o (2.19)
2 a4 w 2. 59
2b 2gn" T 4n”gr

'€ direct comparison with Equations 1.13 (page 9) and
Obably the most important factor in Equation 2.19,

~One with the most uncertainty (Sharp and Maini,
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pearce and Murphy, 1979; Kovacs, 1981) is the critical
; which is dependent on the critical Reynolds number.

the critical Reynolds number, Re the Reynolds

58, c?
. at which flow in a fracture becomes non-linear, is
'Q;glly constant and equal to approximately 2300. The
lary between smooth, transitional and smooth, fully
t flow was found to be a function of roughness, as
. boundaries between flow regimes when roughness is
than 0.0168. By solving the various friction factor
ionships simultaneously, Rissler (1978) derived equa-
;%f the boundaries of Louis' flow fields. These are

zed in Table 2.1 and are shown graphically in Figure

page 32).

Table 2.1 Critical Reynolds numbers

licable
of Rela- Line on

Roughness Rec Figure 1.6
0.0168 2300 A
s 3.7 \ 8
0.0168 2.552 (log : ) B
k/D,
- 2]0.568
7,5-5—,5 0.033 G4zooo log 221 ) C
h k/Dh |
o 2]0.568
).033 i dvada log 2% D
k/Dh
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e basic definitions of Reynolds number,

vD QD Q(2-2b)
Re = h = h == (2.20)

v Ay 27r (2b)y

imate of critical radius can be derived using

r, = @ . (2.21)
7TVRec

dicates that except for very smooth fractures (k/Dh
68), critical radius is a function of kinematic vis-
discharge, and, as shown in Table 2.1, roughness.
on 2.21 has led some investigators (e.g., Baker, 1955)
@rk that critical radius is independent of the size of
cture aperture. This is not entirely true, since
roughness is a function of the aperture and any
'icant changes in aperture during pumping could alter
ritical radius.

Incorporating the appropriate value for critical radius
f%ﬁition Rsel and Table 2.1, Equation 2.19 ean be

in the final form

ﬁV{1+8-8[k/(2'2b)]1'5}£
| mg(20)°

r vm
a2

) 0568
(142000[1og{1.9/[k/(2'2b)]}] )

;64»23(2b)3[1og{1.9/[k/2-2b)]}]2

- Vﬂ(142000[1og{1,9/[k/(2.2b)]}]2>0.568

Q
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or \!-4 o (L-10r )Q?
0.23 — — + £ : (2.22)
o i 2 .
2b 2¢m T 47T gr,

'f@g @99 is an empirical version of Equation 1.1l1la or
(page 5) for relative roughness greater than 0.033.

A concept that is related to critical radius and that
yarticularly useful in describing the results of step-
jown tests (see Section 1.3.3 and Figure 1.3, page 21)
hat of critical discharge, QC. By rearranging Equation

and inserting the wellbore radius, it can be shown that

Q, = ®r URe_ . (2330

critical discharge is the discharge rate at which
-7ﬁear flow in the fracture just begins at the wellbore
v

A solution to the problem of two-regime, radial flow to
from a rigid, horizontal fracture can be approximated
ng Equation 2.22 when Q, r, and temperature (since vis-
lmates for ro, 2b, and k can be made. If s is also known,
Pinations of the values for 2b and k can be estimated by
trial and error method. Appendix B describes graphical
niques by which the latter parameters can be estimated.
Although rather straightforward in its development and

- to use, the analytical solution using discharge for



57

poundary condition at the well has limited application.
. and more or less from an academic standpoint, it can-
e used when head is specified at the well. Secondly,
f more practical gsignificance, this limitation means
is not adaptable to the problem of flow from more
one fracture. Initial estimates of discharge rates Qi

individual fractures in a well intersecting multiple

n (2bi)3
=1 n 3
30 (36 _)
j=1 J
n inserted into Equation 2.22. The procedure would

EEErtal and error iteration until the proportions of

tal discharge rate (assumed to be known) and indi-
~ drawdowns converged to a compatible solution. This
become quite complex and time consuming when several
res are involved.

A\ third problem is that the transmissivities can change

the aperture (and, hence, relative roughness) can vary
he friction factor is affected by acceleration (Murphy,
This problem can be overcome by discretizing the
field into smaller segments. Once that is done,
'T; it is just as easy to use the more versatile

model that is developed in the following section.
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“alternative, and it was decided to model flow using one-

58 .

2.2 Finite element formulation of tWo—régime flow equattion

C

Solution by numerical methods provides a flexible

Q

-

'dimenqiophl,(radial_isotropy assumed) , linear finfte

.

eleméﬁts. In applyaég'this technique to two-regime radial
. V .

flow, however, two inherent problems are encountered: 1)

L . . ' Y '
" ustng discretization schemes commonly used. th  -ground-water

pqoblems} the linear basis fuﬁctioqs (described below)

poquy represent flow conditions near a well where the

‘change in head is lidear with respect to the natural
R C e . .

. i . .
logarithm of, ctznges in. radial distange, and 2) non-ljpnear

flow laws mus& be considered; The‘pchedures'ﬁy which thése
o

'potential\problems were resolved are described in - 'the next.

)

» _
. two sections. _ -

- - ®

Dy

-~

2.2.1 Radial discretization

I3
t

Different §olutions to%the flrst.probiem have been
proposéd} usually involviog either numerical integrailon or
creation éf relatlvely complicaﬁed éfid; (e.é., see Rellly,
1984; Tharp, 1982; Pinder and Gray, 1977; or Huyakorn,
1973). For this investigation, a much simpler Qdiscretiza-

tion scheme was nsed. The flow nodes were assigned at
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. logarithmically increasing radial distances away from the
"wellbore so -that the Theim equation (Equation 2.7, page 50)

can be transformed into

S ° Q= 2aT — = 2T & © (2.25)
\“” : : 41n r - dr’ B .

where r' is the natural logarithm of r. Applying'tpe concept
. _ . e

of continuity to Equation 2.25, the differeptial\equation L
dQ a%u B o
! P o ) . =0 - © (2.26)
. | dr dr 2 '
64

s obtained which can be applied directly in ‘the Gélerkin
formulation (Sectlon 2.2. 3) \As Bong as the conventlon is-

con51stently adhered to throughout the'formulation and caré;?ﬁ,_
L ;_'.“ Y
ful attentloh 1? ngen to dlmen31dns, there do not appear to

‘8 be any’problems associated with this dlscretlzatlon

e o — .

-

-
)

2‘
:\ aov 0 7 2.2.2 Lingarization of non=linear flow laws’ _
~ o L ' - T

YA

- .

In Section 2.1 it was shown “that the friction factors

.developed byavaripus investigatorg for Iinear'flow'could be
- . 4. s ' . . S

incorporated into values oﬂ'hydraglic copductivity and then

. ‘ . o : o e
tnansmissivity for use inJthe andlytical solution The same

Q.
hvalues for the linear flow laws agaln wilb be appllcable in

N

the finlte element SOIution, but it w1dI be necessary to

. '\- .— ’ .
' e lalinearize" the non- linear flow 1aw§ 1n order to use them in
-. ‘ ;.-
\, Equation '2.25. .By substytuting Darcy ] ﬁaw‘for the v2 term .
) ‘- . I e .- \‘ .'_'. ..'v T_' . r. . -
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in the Dérgy-Weisbach equation (Equation 2.1, page 49), it
can be shown that

. 2 ) 2 *
d H . . . . .
i _\Lovo A }%ﬂ% S (2.27)

; dr Dh- g 2gth. dr
~ ' - ‘,
or - o ) . .
. 1/2
2gDh

K =. . . .(2.28)
AidH/dr) )

- Using the example of Louis' (1969) Law 5 (Table 1.1, page

*

30); Equation 2.28 becomes _ | N T

1/2 . . .

K = | 48(2b) 2-10g (19 (2.29)
[ (dH/dr) i k/D R

or , | .
_ ' 1/2 . s
K = 4'log-l'g g(2b) . (2.30)

k/Dp /| (dH/dr) -

Simitar "linearized" expressions for hydraulic conductiyity

-

according to the laws of Blasius and Nikuradse for use In

] :
- Equation 2.25 are given in Tabrle 1.1. It should ‘be noted

that the gradient terms which they gontain are with respect

‘to*r and not r'.’

' As‘indicated'by Equéflons 2.28 and 2.30, the resulting “
. @ " .
.expressioﬁjfor hydrauiic conductivity to be used 1n the

finite clement solution includes-a term for total head, the °

unknown for .which the solution is sought. Therefore, an
o

iterétive technique must be employéd in which after each

iteration, tpe.transmissivity term is updated based on’ the

£
X

€]
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latest value of total head. This procedure is described in

more detail in Appendix C. A similar method also was used’

by Cox (1977) and Huyakorn and Dudgeon (1976) for solving

'gﬁg quadratlc Forchheimer equation.

2.2.3 Galerkin formulation

A

The theory of the.Galerkin solution and its specific
application to problems of ground—water'flow are explained
by Frind and Pinder (19}0). Very briefly, in this method
the solution to a set qf partial differenti&l equations
describing flow in a dis%&etized_region is sought By mini-
mizing the errors resulting from approximate solufions-to

f

. - KSR .
each equation., For the present case, this can be expressed

by . - | , ) |
er(H)uidT' =0 i=1,N (2.31) .
R _ : .
where
L(H) = is a differential operator on H,
Wji = nodal basis or.weighting function,
i =-node'number, and
. . ) ' . bw !
N = total number of nodes. ' -

: P , | -/

.The total flow region, R, 1s comprised of a linear, RL,/and

a non-linear Ry, subregion such that
¢ _ . ’ -
B R = HL + RN . (2.32)

LS

—
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differential equation describing steady state flow

;uiﬂ Equation 2.26 for the differential operator such

d2H

L(H) = 2aT (2.3%)

b,
dr'z

on 2.31 can be re-written as

2 2
le:d 2 ]w.dr' + f—’f[d H]w.dr' = 0 . (2.34)
J = P

dr' dr'
L Ry

erm T is the average transmissivity of the two nodes
rising each element; and, in order to eliminate
ition of the constant geometric factor in the following
lopment, it will also include the 2n term. Thus,

(T % T )
G 211[ i l+1] o (2.85)
2

integration by parts to avoid second order derivatives,

tion 2.34 becomes

 dH dw. dH dw. o
— - ,/% 1l dr' + To, 3 =0 (2.36)
g dr' dey' dr’ T dr’
R . -
N w

the last term is the so-called natural boundary condi-
hich comes directly out of the finite element formula-

Substituting the approximation expression

~

N/\
Zlijj(r ¥ a CR.2T)
J=
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A _ . '
where Hj is the approximate value for total head at each

nodé, and by multiplying through by.—l,'Equation 2.36

becomes - )
du N N dw, d , N
i ~f — ~i \
T T — — H.w.)|dr
f —\zf Jw.] et dr 2. Hjw;
- vj=1 RN j=1
- 71( dH‘ I.O '
- dI" r| = O N (2038)

=

. ~ K
and by taking 3. Hj outside the integrals

~

‘N _ dw; dw; _"dw. dw.
YUY T2 3, [t 4
j=1 J | g dr'drv © dr' dr’
L *N
. . ‘
T | - Twy 95_] ° _o . (2.39)

where Z;indi§ates summation over all the elements. if, as’
will be shown in Abﬂendix C,.the natdraf boundafy term can
be.replaqed by the volumetric f1lux vector, Equation 2.39 can
be 9xpres§ed in matrix form as | |

f (Tif-lQj=0 . .  (2.40)
or-

[TlIHl-m .. : '_(2.4'1)"

where the matrices/vectors and the r dimensions are.

/_ L

transmissivity [Nx N], /'

total head [N x 1], and’

it

.l_
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{Q} = volumetric flux [N x 1], which

is null except for théeé first
term.

Solution of matrix Equation 2.41 yieids the values of total

head at éagh,nodal point. By subtracting the elevation and
. ) K ‘_'!.:\_ . . M : .
velocity. hegds at each‘node (refer Fo Equations 1.21 through

1.28, pages 40 to 42), values -of pressure head are obtained.

The exit loss and wellbbqe flow loss are calculated exter-

nally to the finite element solution by the same two expres-
sions used in the analytical solution (Equation 2.22).

The basis fun®tions, selection of transmissivity values
in the two regime flow field, caléulatlon of velocity,

assembly (and, if necessary, the partitioning) of the
matrices, and the‘iteratfve solution scheme (necessitated. by
the non-linear transmissivity terms) are all described in

'Appendix C.

2.3 Changes in fracture aperture resulting from :
changes in effective stress . . _ (

In the preceding_fqrmulatiqns, it has bgen assumed thag\?h;
fracture ;S'figid, ;hat is, the aperture“remains_consfant.
As degcribed in Section 1,3.4.5; however, part &f ghe
.hpropping fdfce" in a fluid-filied é:acture.is'the fluid

pressure. ,Theiefére, when fluid pressure changes as the
) _ A . - .

‘result of flow and efféctive stress éhange, dlsplacements-in

L4

2P
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.the_fracture can occur. Depending on tbe‘relative orienta-
_tion between the fracture aqd the directions of prinecipal
stress, the displacements can be norma ) and/qr shear. = In
the current problem, however, .shear displacements were fopne
to be negligible and attention will be focueed on normal,
vertical displacements. ) |

The response of a fracturé po'changes in stress that
was shewn_schematlcally in Figure‘ll?I(page 44) included
Only'deformation‘of‘the frécture.‘ The actqal reeponse of a
fractured rock mass, however, is more cohplex.and involves
" both ‘the rock matrix and the.fractures. Figure 2.1 depicts
.a cylinder of rock with a single, greatly exaggerated hori-
zontal'fracture. in'diagram A, the system is ats equilibrium
subject to an axial stress oy, and.fluid pressure Pi.: If
the fluld pressure is decreased (P9<P{), the resulting .de-
formation i"the discontinuous rock mass will consist 4f
three cemponents ‘d,egreespB and.C in Figure 2.1): relaxa-
tion in both the toe and the bottom eylinders of the rock
and deformation or crushing of the fracture_asberrtiee_due'
to increased effective stress. .

Although there are'some simllarities between the model
of interest and a thlck walfeb‘cylinded% the analytical
solutlons applicable to the latter are not able to take into
account the discoptinuity of the fracture. Therefore, only

a numerical solutlon to the Qtoblem @illlbe considered.

s

3,
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8 ry =DISPLACEMENT OF TOP ROCK BLOCK
f =DISPLACEMENT OF FRACTURE

Figure 2.1 Deformation in a discontinuous rock

' mass. A) Block of rock with a single,
fluid-filled (pressure Pq) fracture

and subject to vertical stress oOyq .

B) Deformation in system caused by
decrease in fluid pressure. C) Sche-
matic diagram showing relative com-
ponents of rock displacement (''relax-
ation'") and fracture displacement
(closure). Note that the reference point

for displacement is the center of the
fracture.

Numerical model, the rock is assumed to be a linearly

-1¢c material whose deformational characteristics can be

ibed by a constant Young's modulus and Poisson's ratio.
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Axisymmetric elements formed by rotation of 2-dimensional
triangles (with nodes, i, j, and k) around the axis of "the
wellbore are used to simulate the .rock matrix. Only a brief

description of the formulation wilj be given here; a more

complete discussion of axisymmetric stress analysis is given

by Zienkiewicz (1971).

TPe so—cak}ed stiffness matrix for an individual.ele-

PR -

ment is givén by

T

(51, = 2n/(BITIE](B] r -dr -dz (2.42)

. T _ . _
The matrix [B]i_and its transpose [B]y; for each nodal point
are thé'equivalent of the basis functions in the flow equé-'

tior (Section 2.2.3 and Appendix C) and include the geo-

metric properties oi the element’ given by ‘ N
N~ . T
0 c,
: i
bi 0.
tRl, = L 2 c.z . (2.43)
24 —— + b, + — ‘0 - '
r 1 r
c b
. v L l . i- N
where (r,z) is the coordinate of the node and ay » bi’ and gy
. . ]

are obtained by cyclic germutation of the coordinates of the
e .

three nodes comprising the ‘triaggular element such that

a; = rj'zk - Tpzj o

by =z -z Q\\ (2.44)
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and 24 ,.twice the area ofﬁthe triangle, is given by

i i
24 = 1 . .
Ty 2 (2.45)
1 Fk zk

. The Hééﬁanical properties of the rock (Young's modulus, E.,

and Poisson's ratio,u ) are contained in the axisymmetric

elasticity matrix [E]

1 K H 0
1-u4 1-H
: T 7 "0
: E (1-y) — 1. —
[E] = —F 1-4 . 1-H . (2.46) -
C (L) (1-2p) R 0
' ‘ . .
0 0 o _1-24
. i 2(1-y) |

Equation 2.42 either can be evﬁluated approximately for
a centroidal point (T,Z) or By exact lnpegration. The rou-
‘pine used in DEFLOW, the prograﬁ developéd in tﬁié study, is
based on a code b§ Gale (1975) which uses exact integration.

Examination of the dimensions of the various matrices com-

pri%ing Equation 2.42 indicates that ['Sli has -the dimensions

[S]y = ?2 x 41(4 x 4] [4 x 2]
| - [2 x 4] [4 x 2] ‘ (2l
='[2 x 2] ‘ )

for each node so that for a’ 3-node triangular element, the

element stiffness matrix has the dimensions [6 x 6].
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The fractures are modeled by a line of 2-node (i and j)
elements, each pair corresponding to a flow node. Under
static conditions, it can be shown that for the fracture

element undergoing both normal or vertical (z) and shear or

radial (r) displacement

’ [ Kn _Kn- P, Fy, ' |
' A =)t (2.48)
) -K - K D F :
n n Z . Z. .
@ L i J J -
’ <
. and . : .
: ] Ks _Ks- N E Fr
Ag 1 =)t (2.49)
K KS'J D. | F.o (. - :
L J Jl-

where
K, = normal stiffness,
Kg = shear stiffness, ' - -

"Ag = area over which stiffoess
is applicable, \

.D = displacement, and
F =_force. | _
In DEFLOW, the apbliqable area is célculéted from the
midpofﬁt between adjacent nodal pairs. . ' _ '
Whereas -the stiffness of the'roc&”elements 1§ constant -
since the Yodng's modulus and Poissoq:s ratio are cbnsiéered
to be constant within the range of ;tresses ta be modeled,
stiffness of the fracfure(s):is ét}ess-dependent and is

generally quite non-linear. Figure~2.2 is an example of a
. . . N .
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typical plot of norﬁai dis ent versus normal effective

stress :for agfﬁacture. By definition, stiffness is the"
N ) .
tangent to the curve. Various investigators have usedi
different mathematical expressioné_to descfibe %he non-
linear relationship shown in Figure 2.2 (Bandis et al.,

1983). In this study, actual laboratory data are analyzed

by non-linear regression to obtain an expression in the’

form: . !

g, = S;0 + 326“ - - T2.50)

’ »
where

On

S1, 52

§ =pnormal displacement, and

normal stress,

stléfneés coefficients, =

n = an exponent > 1.
o , )
The derivation of the normal equations used in the regres-

sion analysis and allisting of the computer proggam used to

determine the values for S1y So, and n are included in
) . ' . , . -~

Apbepdix C.

:'The stiffoness hatrices fbr the 2-node fracture elements
and the SQnode triangular rock elements are assembled into -a
single global stiffness maﬁfix, and. the resulting stiffness

equation for the entire discontinuous rock mass can be

written as: . | ) ) B ) _
ISIID}-[F} = o0 (2.51)



71

[s1{p} = {F} (2.52)
e matrices/vectors and their dimensions are

[S] = stiffness [2N x 2N],

{D} = displacement [2N x 1], and

Torce [2N = 1].

—~—
gl
——

il

MAXIMUM CLOSURE

NORMAL DISPLACEMENT OF FRACTURE, §

*lgure 2.2 Typical normal effective stress
versus displacement relationship
for a fracture
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ld

N

-

Note that the dimensions of the matrices are twice the

number of nodes since there are two components (radial and

9

verticd&) of d;§placemént and force for every noae.
The force vector includes all of the external houndary-

forces as well -as the internal body off gravity forces whiéh

-

must be calculated for each of the rock elements. The

external Houndary forces, which actually act over an entire
: " . - A=) ’

surface, must be assigned t& end nodal points; the appro-

priate poxnt 1oads are calculated from equzllbr1um consider-

ations. The grav1ty forces are defined at the centroids of

the axisyhmetrical elements, but again under consideratlon

of static’.equilibrium, are proportionately assigned to the
v = ’ .

three nodes comprising the element. A complete set of .

boundary condxtlons for a schematlc 4_element gase is qhown'

on Flgure 2.3. The actual dLscretlzation used for the
<

deformaton code is described in Appendix C.

i

.. Solution of Equation 2.52 gives the vertlcal and radlal
components of dlsplacement of a11 nodes 1n the system.
Bé%ause of the non - 11near stlffness of the fracture aode,

the solution must be\achieved iteratively. As the fracture

. R
. . 4]

“closes, It becomes stiffer and the new stiffness affects the

response of the entire system. A method of 'successive

approximations<based on the secant method- (Figure 2.2) is

used (see Appendix C).

»
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¢ J BOUNDARY CONDITION

fo - F= FORCE

D =DISPLACEMENT
o TYPE

F z
~
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l DIRECTION

Z= VERTICAL
r=RADIAL
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f=FLUID PRESSURE
g=GRAVITY
r = ROCK
a =APPLIED
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DZ=O DZ=O
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Kn P
Ks v

2.3 Structural elements and boundary conditions
used in deformation code of DEFLOW
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The only displacements of real interest to dhis study

are those of the fracture nodes. By determining the rela-
tive vertical displacements (the sﬁear or horizontal dis-
placements ,are not significant to this problem) between the
two nodes comprising each fracture node pair and.subtrapting
that ¢isplacement.from the initfal.aper;ure of the fracture;
a new fracture aperture can be estimated for each flow

node.
2.4 Flow through multiple fractures

The'comp;ter program DEFLOW“has been“;ritten‘sd that up
to three fractures can be included in the analyéis. The
oﬁly limitation to expanding the code to éonsider even more
fractures is the effort required foF-Eenerating the.finite
| ‘element grid. ‘ | | | : N

 Whereas the ‘case of one-fracture can be solved with
ei;her first or second type boundar& conditions af the wély,

~the case of multiple fractures can only be execth% under

first type boundary conditions. The total head in the

wellbore at the lowermost fracture is specified. Beginning’

with that fracture, the_head.distrib&tion in the fracture is

Acalculated., Then the exit los§ and we}lbdfe f}dw 1oss are

calculated and the net total head is assigned'as thé 

wellbore boundary'head fpr the next fracture up. This is

‘shown schematically in Figure 2.4

-
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'H?;e 2.4 Boundary conditions for flow in
multiple fractures

led numerical solution

. coupled numerical solution to the problem of two-
radial flow to a well through horizontal, deformable
is obtained using the program DEFLOW which was
ally written for this study. The iterative solution
which it follows is outlined in the flow chart given
re 2.5. Pressure head, which is common to both the
S output) and deformation (as a boundary condition)

S, is used as the linking term. A more detailed



76

descriptioﬁ of the program and its various codes, a brief

user's guide, and-a complete "listing are included in Appen-

dix

c.

As indicated in Figure 2 5, there are three modes 1in

which DEFLOW can be run. They are 1nlt1ated by the charac-

ter variable commands ”GOFLOW” G?DRILL”, and "GOBOTH". In

the first mode, the fractures are assumed to be rigid, and

only the flow codes are activated. With "GODRILL"; the

. system is considered to-be under hydrostatic conditions, and

the deformation code$ alone are used to calculate the

&

displacements resulfing from stress concentrations due to

drilling of the vertical wellbore.

The complete, coupled solution is initiated by the con-

trol word "GOBOTH", and proceeds as follows:

-

1)

2)

‘3)

Initial conditions are specified. These include applied .
boundary loads, internal body or gravity loads, fixed

"displacements, and the properties and dimensionb of -the

fluid, fracture(s), and rock layers.

-Displacements due to ‘initial loads (either_gravify or
applied) are considered to ‘be pre-existing. Therefore,

it is necessary first to determine - the "background”
displacements so that. they can be subtracted from the
total displacements resulting from disturbances to the
system 1in the subsequent calculations. -

"Although the effects have been found to be negligible,

for the sake of completeness, the* displacements due to
drilling of the well are calculated and are used to
modify the initial fracture apertures.. !



4)

5)

6)

The total head distribution in each fracture 1s calcu-
lated for the given fracture apertures and -fluid hound-
ary conditions. Because of non-linear flow laws, this
must be done iteratively. From the total heads, pres-
sure heads are then calculated.

The resulting fluid pressore distribution determines the
new loads at the fracture nodes, and the displacements
are re-calculated for the new set of boundary condi-
tdions. In the deformation code, any significant changes
in the fracture aperture will result in changes ln its
stiffness. This in turn will alter the displacements.
Therefore, the deformation codé also must be solved
iteratively ensuring that the constltutive relationship
of the fracture(s) is maintained at all times. Once
convergence has been met (a convergence criterion of 1
or 2 percent is generally used), the relative displace-
ments of the fracture nodes are calculated and the
apertures modified accordingly.

Using the new fracture apertures, the total head and the

pressutre head distributlion are recalculated and the
pressure heads are compared to the previous set of
values. .If the values are within a user-designated
tolerance, the program is terminated. If not, the defor-
mation routine is re-run under the new fluid pressure
boundary conditions.. The flow-deformation iteratlon 1is
continued until convergence is achieved. Again, a user-
defined convergence criterion (usually 1 or 2 percent)

" is used.

M

-
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INITIAL CONDITIONS

Applied stress o,

Rock moduli E,u
Fracture
stiffness K"o’KSo

Gravity force G(Op»9)

Hydrostatig FLuid )
pressure »059
Initial fraltule
aperture 2b,
Fracture roughness k

Calculate back

60(P0,G,ong,lL,Kno’Kso)

ground displacements

|

2b,,

Calculate displacements
due to drillin

84 = 6(P0,G,oV,E,u,Kno, So,rw) - &

= 2by - &4

True

. v V!

~ GOFLOW GOBOTH GODRILL

Flagé = True Flag9 = True
(Ghdk =1 )<

Flag9

False

Calculate total head
distribution in fracture

—>  Hi(2bjsk, »,0h559,Q or hy,)

\
@

lgure 2.5 Flow chart of coupled deformation-flow
solution using DEFLOW
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Calculate fluid pressure
distribution in fracture

P;(Hk»>059,2b5)

True

Yes

Calculate displacements due to
— changes in effective stress

61(P'i’ ’Gvi,I-",Knj’KSj’rw) = 60
Modify j=j+1
5 G

No Check
constitutive relationship
B for fracture

nj = Knjo1? Ksy = Ksyu?

Yes
+

Calculate modified aperture
2bj = 2b - 8;-1

PRINT RESULTS |-

= 2.5 (Continued) Flow chart of coupled deformation-
flow solution using DEFLOW
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3.0 NUMERICAL SIMULATION USING THE PROGRAM 'DEFLOW'

Using DEFLOW, a series of numerical simulations were
conducted In order to ‘1) cbmpare ;Hé results from the numer-
ical model with those from an analytical éolution for the
case of a riglid fracture and,'in thé’cqupled mode,-z) per-
form sensitiviky analysis to demonstrate which fracture flow
parameters have the greatest influen&e on.the production-
drawdown response of a well, 3) exfend the nuﬁerical find-
ings for flow in a single horizontal fracture ‘to multiple
horizéntal fractures, and 4) attempt to sfnthesize tﬁe

_results of a step-drawdown test of a well intersecting hori-

- zontal fractures.

3.1 Comparison of numerical solution with analytical\
solution , . . ‘

4

The drdwdown.distf15Ution in a horizontal fracture
predicted both by DEFﬁOﬁ-(for both first and second .type
boundary conditions at the well) éhd,by an analytical solu-
tion incorporating Equatioﬁ.?.éz,(page 56) are compared
graphically in Figure S.i,_AS céﬁ be seen in this total heé&
loss ver%#s the légarifhm of rédiél distance plot, the solu-
tions are virtually 1ndistinguishab1é_from~the outer bound-

'ahyﬂtoitﬁe<critica1 radius (indicated by the break in slope).

.'Radlélly'inwérd from that point, in the non-Ilinear flow
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. 2b =0.500mm K/Dp=0.200
Q = SEE BELOW TEMP =15°C
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(178)  (m)
Analytical Solution 2.00 7790
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€ 3.1 Comparison of finite element and ana-
lytical solutions for flow

there is some divergence. Under a first type bound-
ﬂ}%tion (using the same head in the well as calculated
analytical solution), the discharge calculated by
or this example was 1.5 percent greater than that

analytical model. The heads in the wellbore
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differed by 2.2 percent when a second type boundary condi-
tion (the same discharge rate as used in the.analytical
solutfbny was used in the numerical model; B

The goodness of fit between the analykipal and numeri- -
cal solutions is a fﬁnction of the number of flow nodes used
in the numerical model. The accuracy shown in Figure 3.1
using only 25 nodes, howe&er, was considered to be accept-
able; and for_most\broblems ugiﬁg this numerical model,

there appears to be no need to use more nodes. In fatct,

similar accuracy was obtained in atteﬁpting to simulate

laboratory model (Section 5.0) using only 15 flow.nodesr

The numerical simulationg made fdr comparison With th
analyticgl solution were for flow only, qnd.DEFLOW w;s run
Just in the GOFLOW mode (seéoApbgndix éif"No closed form
" analytical solutions are known to exist for determining ax-
'isymmetrlé deform;tion under the relatively comple; boundary
'conditgonS-df this problem, so a similar comparison with the

'resu}ts from the deformation code (and,'henhe, with the

numerical model in the coupled mode)-.could not be made.
3.2 Sensitivity analysis —,
A sénsitivity analysis was conducted to quantitatiwely

assess the absolute and relative influence of thé various’

-f?ﬁéfﬁre floﬁ parameters on the drawdown (total head loss)
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response of a well intersecting a single hsrizontal fr;c—
ture. A}though the analysis was done using the numeric;l
model, réference to Equation 2.22 (page 56) helps to yisuaJ
lize the role of_the various.paramggers'in the first three
components of total d%gﬁdown (the wellbore Iosseé were

-~ -

neglected in this analysis).

The reference case for the analysis had the following

. "physical dimensions and boundary conditions:

re = 0.1 nmiy '
ro = 100.0 m, .I:;
, Ho = 109.0 m, , C
temp. = 157°C, )
. Q = 1.0 x 10-3 m3/s,

2b = 0.500, mm,

k/Bh = 0.200,
fy ='0.07, and
Kp, = totally rigid.

The changes made to the primafy.parameters are shown 16
Table 3.1. The primary parameters are aperture, roughness,_
and viscosity (temperature is used as the vabflble); But
¥variatioﬁ in discharge rate, which is actually a'boundary
conditiony h;s been included in thé analysls to indlicate its
major influence_on the critical radius_(Equatloﬁ 2.21 on
page 55). The resultant drawdowns, which are plotted in
Figures Di—DG (Append{x D), are 3136 {ncluded in Tahle 3.1.

»~

The sensitivity ratio is defined by -

Smax_~ -Spin

Smin
sensitivity ratio = . . (3.1)
- : Xmax ~— Xmin

Xmin
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Table 3.1 Summary of sensitivity analysis input and results

Input Resultant Sensitivity
Parameter Units VaJues: ~ Drawdowns Ratio
k/Dp S0 0.1-0.4 17.5-52.1 0.66
2b mm 0.3-0.7 8.8-125.9  10.2
(k/Dp, same) -
2b .. mm 0.3-0.7. 7.2-199.1 20.5
(k same) -
Temperature - Cc 5-20 -24.6-32.6 0.11
Ov A .
("stiffness'") MPa 1.0-2.0 76.4-91.4 _ 0.20

Q 103 m3/s  0.5-2.0 11.2-76.4 1.90

where x is the parameter or deﬁendent'variablé which influ-
ences the drawdown, s. This ratlo#ig not -an absolute indi-
cator of‘sensitivity because most of the variables are in
non-iinear functions. -Therefore, the sensitivity ratio for
each parameter will depend on the range of the dependédt>
" variable used. However, it is believed_that the range of
input values is rep;ésentative of field conditions that
coufa pe'engountered so that the resulting‘sensitivtty
ratios are aq,indicétion of relative sensitivity.

» Most of this analysis ﬁnd its résuifé:are straightfof—
ward. However, d;ffe}éhxiétlon needs to.bé maae between the.-

changes in aperture with and without change in the rela-

A



1

-

85 ¢
tive roughkness. (in the latter, the'‘absolute roughness must
be changed to keep the relative roughness the same as
aperture changes). For the case of the_absolute roughness
being kept constant, the sensitiwvity ratio is actually a

compounded value reflectipg changes of two parameters,

aperture and relative roughness.

The sensitivity ratio calculated nominally for change

™

in ”stiffneés" and the assumptions made In this speclific

partkpf the analysis also pedq}re additional explanation.
In,ofder to get a significant response in aperture deforma-
tion, two boundafy conditions had to be adjusteai 1) .the
discharge rate had to be increased to‘2.0 x 10°3 m3/s in
order to genefate a gréater change'in eﬁfective.stress; and
2) initially the frgcture had to be made very "soff” by
usiﬁg a relatively log‘éﬁplied.top load to static hydraulic
head rétio in the range of 1.1 to 2.2. The latter factor

corresponds hydiogeologically to highly artesian flowing

e -

conditions. Under a normal geostatic gradient of 0.027
) q M ) . . M . .
MPa/m (Goodman, 1980), this repregents a fracture at a depth

of 42 to 79 meters (including the \hicknéss-of the top rock

-

layer used In'the numerical model) ‘ontalning water with a

static hydraulic head of 100 meters, .an anomalous condition

v

.at best,

A relatively moderate fracture stiffness also had to be

assigned in this part of the analysis to get any significant
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fracture deformation; For this purpose, the stiffness of
the fracture in the laboratgory model, deflned by the con-'
stitutive relatibnship“on = 6.33 x 10.3&.+_2.506332 , was
‘used. The. differences in.drawdown'under'tpése_conqitiohs
are shown 1in Figure D5 in Appendix D. Sioce the results

~

showed less. sen51t1vity to the fracture stlffness used, that

P

parameter (or relationshlp) was kept constant and the -

analysis -was performed by modlfylng the init1a1 fracture’
stiffness (iief,ﬁby changing the top applied boundary logd,
% > o . : . _
The increase in effective stress and resultidg defor- .
‘mation in the fracture as'calcuiated'bf'DEFLow for the case -
with o, =”}.O MPa.is.spown'in Figurp,s.z. For a totalffrac;.
ture -displacement or cldéure‘qf about 30 um-(apprOXImately
25 um Lp the upper surface and 5 gm-in the lower).aﬁ the
wellbore boundary and the displacement distribution shown in
Figure 3. 2 " the resultlng drawdown was approximately 15.0 m
_more than under éompletely rigid conditions ‘(see nguré DS).
It should be noted thét'tbe structural elements and
_bound§ry copditions uéedlin the analysis of-sensltivity;to
stiffness ﬁre~high1y idealrzed. The fracture displacement
calculated by'ﬁEFEOW ié due solely - to elasticndéfprmatioq ip
the horizonfal fracture and in,ﬁhe robk; as#qming a con--

tiouum from the wellbore to the outer boundary, a distance,
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3.2 Increase in effective stress and frac-
ture closure versus log radial distance

ase analyzed, of 99.9 m. It is highly unlikely in
- that such an expanse of intact rock would exist

high angle discontinuities. These discontinui-
d permit vertical displacements of smaller blocks
near the wellbore. Simulation of such displacements,

is not within the capability of DEFLOW.
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3.3 Results with multiple fractures

DEFLOW was also used to analyze the production-dradeWn

response in a. well tapping‘multible horizontal {racﬁures.
. ’ -

Althqugh the humérieal model is capable of héndling'any num-
ber_of freefures'(rhe stze of the computer.used.being the
only limiting faetor), setting up the finite element grids
for'multipie fracture cases is time consuming'(see Seetion
c.1'rﬁ Appendix C).‘ Only-multiple f?acture problems with

three fractures were simulated, but the general findings

_'should be able to be extrapolated to more fractures As.

'explained in Secr{on 2 4 (page 74) only first type boundary

condltxons can be used at the wellbore in the case 'of.

_i)'mufftple fractures.

Figure‘3.3'shows ‘the total head loss versus log radial

distance for three fraetures with apertures ranging from 0.4

to 0.6 mm and “having different: relative roughnesses. As in

tﬁe plots shbwnrid Appendix D, the distance—-drawdown format

is used because it clearlylindiéates the ecritical radius-and

'emphesizes the short radial distance over which-the greatest

head losses oCCur, especially where non-linear flow occurs.

'The simulation shown in Figure 3.3 was conduéted, &s noted

with a rigid fracture A simulatlon using tbe same frac—
tures, but allowing fracture deformatlon (w1th av = 2. 0 MPA

and using the fracture stiffness described in Section 3 2).
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ure 3.3 Total head loss distribution in three
fractures of different aperture and
relative roughness
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| in a cumulative discharge 3.9% less than that for
fractures.
oteworthy observation made during the simulations of

8h multiple fractures is the significant departure
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of reiafive discharge from fhose predicted by fhe so-called
cﬁbic law‘(Equation 1.19 on page 25) that .cam occur, | This
law indicates that dlscharge is a function of the aperture
cubed'and, pherefore, that the relative discharge to_a well
Yrom.fra;thes 6f:dif}erent aperture should f&llow that
ratiﬁ. As shown in Figﬁre 3.4, the relative discharge from
a.fracture'wlth a larger aperture (assumiqg relative rough-
ness is the same) can be less than that predicted by the
'cub;c laﬁ. This is because with two~regime flo; a'greate}
portioh‘of the head loés in. the larger fracture occurs in

ﬁhé non-linear flow regio&f?éee Figure 3.3). Thus, for a’

glven drawdown, the relative discharge from the larger

. fracture is less than that predicted by the cubic law which

assumes completely laminar flow.-
3.4 Syhthésized step-drawdown tests.

A step-drawdown test of a well tapping'a single”defdrm—
éble} horizontal fracture was synthesized using DEFLOW by
calculating the drawdown ‘at pumping rates of 0.1 to 2 0 1/s
in‘LnCrements of 0.1 I/s for the follow}ng physlcal dimen-
sions and boundary coaditions: -

0.1 m - | 2b = 0.500 mm

Ty = Y. =

ro = 100.0m ° - , k/Dp =,.0.200
Ho = 100.0 m - _ f, = 0.07
oy = 2.5 MPa . temp. = 15°C

6.33 x 10~ 36 + 2.504 3.82

’



PREDICTED BY CUBIC LAW

EXPLANATION

2b Q
FRACTURE (mm) k/Dh (1/s)
[ 0400 0.2 1.307

2 0.500 0.2 2054
3 0.600 0.2 2845
|
|
: ;
2.0 3.0

RELATIVE APERTURE 2b; /2b,

3.4 Relative production from fractures of
different aperture

discharge rate in Figure 3.5. It is immediately
that these data produce the '"curve 3" shape des-
Y Mackie (1982) and discussed in Section 1.3.3
ER2). It should also be noted that the best fit to

by FASTEP, a computer solution by Labadie and
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(1975) which uses non-linear regression, was found to

L G - 7.67 Q%45

second simulated step-drawdown test with inflow from
ractures was performed. Its results yielded a curve
milar to that of Figure 3.5 and a drawdown equation
. 5.75 Q + 0.64 Q234.. The significance of the shape
plots and of the values of the exponent in the

term being greater than 2 will be discussed in Sec-

1 1 - | | |
a |
i S
. |
- |
i i -
0 . :
. Sw=19.7Q+7.67Q%-45
[ : (By FASTEP)
NN . b
[ ] i
v e e = "
s !
o
4 T
t. 0o 0.50 1. 00 1. 50 2. 00 2.50

U, Discharge Rate (107° m3/5s)

ire 3.5 Specific drawdown versus discharge for

a synthesized step-drawdown test
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4.0 LABORATORY TESTING OF RADIAL FLOW MODEL

The seéond major component of this stﬁdy (the first
lbeing the development of the numerical model) was the de-'
sign,,construction, and testing of a ldrge.scale 1ab0ratbry
modeli. The followihg sect.ion is a brief description of-the
model. Details of 1t; design and construction are given in

. * .
Appendix E, .and- it is suggested that the reader review this

appendix before proceeding.
4.1 beécriptidn of labbratory model

. A 1.50 m diameter by 3;02 m high concrete cylinder with
a_cast;iq—ﬁface.joint and with a’diamond—co}e& ﬁblé along
its axis was used to slmdlate a wellbore iﬁtersectfng a sin-
gle horizontal frapturé;' A bhotograph of the model as-built
s showé in Figure 4.1, and a schematic dlagraﬁ fllustrating
'its'primary_components is presented és Figure 4.2.

oA cloééd-élumbihg sysﬁé;j,in which ghe;water was cooled

to offsét heat geherated by the pump, fecirculated_water be-
tween thé,well 0q11ar ﬁnd a circumféréntial réserva;r whlcﬁv
straddled.thé ffacturg.'.For ”pumping” tests; water was
iﬁtroducéz under.régulq;ed_bressure to thé circumféren£1a1
feservo;ru(this_affahgeménf is deplcted in FLgUre-4.2);' TB

simulate "injection'" tests, the. flow lines. were reversed

~N ¢
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Figure 4.1 Laboratory model as-built

that the pressurized water was introduced at the well
lar. 1In either case, flow rates were measured using an
Ctronic paddlewheel flowmeter. Pressure heads were mea-
'©d in the reservoir, in the wellbore, and in several
meters in the fracture by two transducers connected to
Manometers via a multiplexing valve arrangement. A
s of linear variable displacement transformers (LVDT's)
used to measure displacements of the fracture and
OFfmation in the concrete. The locations of both the
' ?*9 Manometers and LVDT's are shown in plan view 1in
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Circumferential reservoir

Manometers (5 in wellbore, 23 in
fracture, 3 in circumferential
reservoir)

¥ell collar
Paddlewheel flowmeter
Water supply tank
Submersible pump

Thermostat-controlled refrigerant
unit

Pressure regulating valves

Linear variable displacement trans-
former (LVDT) assembly

Thermocouple
Hydraulic jack
Pressure manifold

Hydraulie cylinder (4 with 90.7
metric ton load each)

Load distributor
Channel beam

H beam

Box beam

Reinforced concrete floor (0.76 m
thick)

Steel bolts (51 mm diameter)
Manometer-to-transducer multiplexer
Data acquisition and control unit
Personal computer

Power supply

Structural cement

O-ring

Brass ring

Poured-in-place polyurethane gasket
Steel band

Rubber gasket

LVDT

Invar rod

Figure 4.2 Schematic diagram of laboratory arrangement

G6
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80F

"GRAIN" OF
FRACTURE
SURFACE
6}9 INDUCED
BY GEOTEXTILE
3
= 270°
EXPLANATION
+ MANOMETER E{)L@ADCENTER
] W LVDT @B WATER PORT

Figure 4.3 Plan view of location of fracture plane
\ manometers, LVDT's, and loading centers

tial loads, both to prevent hydrostatic pressure from
€ the top cylindrical block and to simulate geostatic

"€ at depth, were applied by means of four hydraulic
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jacks connected to specially fabricated, gusseted'jack

stands. In grder to prevent possible damage to the floor of

the laboratory, the existing Ioading frame had to he modi—

fied so that the concrete cylinder and floor were sandwiched
togethEr between the top cross- member and a similar- steel

set installed in a-gallery beneath the laboratory.

Axial load, pressure head; fracture and concrete defor—‘

mations, and water temperature (a thermocouple was installed

in the circumferential reservoir) data were read and stored

&

using agHP 85 micro computer and data aquisition unit k .

software package was ‘written to control and monitor the'

tests, conve;t the voltage'outputs to engineering units, and

record the data onto tape cassettes. These data were sub-
v .

sequentky transierred to the amainframe VAX cemputer'at
Memorial University for the purposes of plotting and

analysis.

The key to ‘the realism of this laboratory model is the

degree to which the cast joint in the concrete cylinder -

simulates a natural fracture.$ The various theoretical and

‘practical considerations which were {ncorporated into_désigny

and construction of the artificial fracture_are discussed_in_'

Appendix'E. As shown in Figures 4.4 and 4.5, the texture of

the woven geotéxtile used to cast the Jjoint imparted a -

"pea-pod“ configuration to its surfaces. Under load, these

v, *

surfaces'form a series of interconnected tubes instead of a
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Figure 4.4 Tracings of resin-impregnated frac-—

tures in 0.150 m diameter concrete
test cylinders under different
levels of stress
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Figure 4.5 Micro-photographs of cross-sections
of cast fractures in 0.150 m diameter
concrete test cylinders impregnated
with resin. A) o0, = 0.004 MPa; sec-
tion oriented parallel to geotextile
“grain", B) ¢ = 0.55 Mpa; section
oriented 35 degrees from geotextile
"grain" (see Figure 4.3), C) 0, = 2.2
Mpa; section oriented parallel to geo-
textile "grain'.

5tr B parallel plate" void. The result is clearly
‘rated by the jet-like, instead of sheet-like, flow
0 the wellbore that was observable during one of the
lbore reaming operations (Figure 4.6). The nature of
' flow channels and their influence on the findings of

=XPeérimental work will be discussed in Section 5.2.



100

4.2 Stress—deformation tests

4 series of stress-displacement tests of both standard con-

rete test cylinders with cast fractures (using the same
eotextile and concrete mixes as in the large model) and the
large laboratory model was conducted in order to determine
Young's modulus and Poisson's ratio for the concrete and
the normal stiffness of the fracture. The results of the
‘racture stiffness tests, after hysteresis was overcome, are
shown graphically in Figure 4.7. The most obvious feature

f these data is the significant difference in normal stiff-

defined as the change in unit normal stress per change




101

NORMAL
STRESS
Gn[MPG) g |

(ABOVE SELF
WEIGHT)

=B
EXPLANATION
@ AVERAGE OF PERIMETER LVDTSs
A WELLBORE LVDT
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4.7 Normal stress versus fracture displacement
for laboratory model and concrete test
cylinders

it normal displacement, between the laboratory model
1e test cylinders. It is believed, similarly to the
usion reached by Witherspoon (1981), that this differ-
- attributable to scale. In the small cylinders, the
S is more likely to be uniformly distributed over the
* surface because of contact between asperities which
first-order roughness (Figures 4.4 and 4.5). With
Tge model, it is possible that stress is concentrated

localized areas as the result of undulations in the
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re surface (a large-scale roughness that was purposely
,Jed into the top surface of the lower cylinder during
onstruction) and that other areas continue to deform
these contact areas transfer most of the load. The
1wole LVDT, which for logistical reasons was installed
after the wellbore had been enlarged to a diameter of
m, indicates an intermediate stiffness. These results
nomalous but could indicate the borehole LVDT is lo-
at or near a major contact zone.

With the displacement data from the three perimetric
'"'s on the large cylinder and using the non-linear
ssion analysis that is described in Section C.4 of

ndix C, a deformational constitutive relationship of

6.33 x 10736 + 2.506382 yas derived for the fracture of

Flow tests

Sixty-eight radial fracture flow tests including pump-
lésts, injection tests, and step-drawdown tests were
Cted with the laboratory model under various hydraulic
mechanical boundary conditions. All the tests were
Cted under steady-state conditions. In the pumping

water under a controlled pressure was pumped into the

mferential reservoir, flowed radially convergently to
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the wellbore, ahd'wes extracted at the well ¢ollar at a

_Coﬁstantr reguLated rate. For injection tests, the flow
;lines'we}e redersed_so.tnat pressurizedfwater was introduced
at a constant-rate at the well collar, flowed-radially

‘divergently to the circumfeﬁential reservoir, and back to

the-tank. Tbe stederawdown.tests were simply modifled
_pumplng tests in Whieh'the pumping rate was increased In

steps rather than beLng kept constant.
w

._Baeh of .the flow tests was performed in the following

three stages: . o0
Stage 1 A top boundary stress,dy , was applied us-~

) " -ing 'the  hydraulic jacks. ‘Water in .the
borehvle and fracture was maintalned at
VU o atmOSpherLC pressure (actually the pTessure‘
- ' head in the fracture was equal to the -
S height 'of the wellbore, 1. 51 m, above" the'
...+ +«. " fracture but this was referenced "as H, =
o - 0). -‘Initial LVDT readings were taken, and
displacements of the fracture during Stage

.2 were referenCed to  this position.

‘Stage 2 The hydrostatic pressure of the system, Hoo

N " . was .ingreased to some specified value by
regulating the amount of direct return from
the pump ‘to the tank, but without allowing'
any ‘flow through'the fracture. This de-
creaged- the effective stress on .the- frac-

‘ture, o . The resulting normal dis—-
placement of the fracture was then re-
_corded. :

.'Stege'ﬁ The discharge valve was opened to a speci-
. .. .fied discharge rate, Q, and pressure heads

were measured in the various manometers. .

Tbree complete sets of pressure head read-
ings were taken and average values were
.‘recorded’ in order to minimize the effects

of any tranmsients that could be generated

. by -small surges in the submerslble pump.

&
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—

Normal displacements in the fracture were
again measured, this time being referenced
to the position of the fracture in Stage-
2. '

A log of 511 tests including boundary conditions and
results le presented in Tabie 4.1. Exampies of t}pieﬁl test
results.will be shown and discussed’in_the following sec-
tions,‘and the method'by which the fracture apertures were
estimated is descri;;} in'detail in Appeneix,B.

H

: 4t3u1 Pumping tests

?ortyvfive.pemping tests were .performed under different
cohbiuatione of effective stress and flow rate and with
three weiibore radii of 0.032; 0.054, and 0.080 m. Plbte of
Hydraulic head loss versus the logarithm of radial.dfstance
and versus the inverse of radial dlstance were produced for

.'-all of the tests.: Although the total drawdown and gradients
N differed eigeificantly depending on the boundary;conditlons
used id7the~tests; all of the log~radiai distance plote
cou’d be categorized into one of two shapes, either a eurve
-with an ever increasing slope toward .the well or one with
two’ inflection points _
. The first type of curve;-exemplified by the results
from Test No. 2 ehown 1n Figure 4.8, was the typical reQ

sponse when the ;raeture was "open'; that is, when the

- ettfective strees.was negative and hydraulic presepre(/-
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0.032
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13A
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13,35
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13.93

28,34
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13,78
14.25

'28.22
28.58°

28,54

42,73
42.53
42,63

- 42,81

42.88
42.71

Table 4.1 Log of laboratory tests -

Boundary Conditions

0.100
0.099

. 0.099

0.097
0.095
0,097

Temp

°cy,

23.6
25.6

26,7

28.9
29,7

23.6

26.4
28.4

2945

28.9
25,9

26.0
27.0

28,2
28,2
28,4°

28.8

Calculated Fracture Aporture

Lincar
Louls

1.409-1.471
14 326-1, 391
1.457-1.518

1.433-1,495

1.421-1,483,

0.346-0, 407
0.328-0.388
0.340-0.40)

0.342-0,403
0.380-0.443
0.298-0.,355

NO

. 0.395-0.458

ND
0. 304-0. 362
0, 339-0, 399
0,316-0.375

Sato

1.608

1,733

1.664

1.636
1.668

0.320
0,300
0.313

0.336
0.316
0.364,

0.398
0,292

0.332
0.305

Non-Linoar
Llouis
(mm) R
1.,027-1.191
1.111-1,284
1.113-1,308
1.114-1,287
1,044-1,209
ND
ND
MO
ND
MDD
<0
“ o
“
ND
M).
"ND
NO

Moasured Normal Oisplacomont
ot fracture

1.325

1.290

I'a355

1,299
1.211 .

0,012

0.013

0.014

0,087
0.062
0.048

0,052
0.054
0.062
0.068
ND

8

c

(mm)

————— .

1.560
1.630
1,656

1,622

t511

0.003
0.003

0.000 .

0.099

0.095 -

0,071

0,060
0.055
0.067

0.077 .

ND
ND

SO1
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w

(m)

0.054

0.054

" 0.054

0.054
0.054

0.054
0,054

0.054
0.054

0.054
0.054
0.054

0.054
0,054
0,054

Teét

No.

L
0.054 .

15
16

17
18
19
20

21

22
2

24

25

%

27,
28
29

Bouddary Conditlions

a
v

(MPa)

0,053

.0,051

0,055
0.098
0. 100
0. 101
0,231

0.477

0.200
0. 201

0.239
0,241

0.233

0.462
0,461
0.462

H
. 0

{m)

11,84
11,45
12.13

12,60

13,16

12.94

12.91

12,75

26.23
26.42

27.63
28.43
27.10

27,17

- 27,22

27.38

Y

Table 4.1 (Contlnﬁed) Lég of labaratory tests

-0.019

-0.020

' 0,006
0.000
0.005

0,233

0.232
0.231

11.73
8.61

T 8.66

9.84
5.04
3.99

" 3.84

3.44

24,10

21.75

20,2}
12.64
3.84

'23,06 |
12,73 !
3.72

. ) . 4
. Calculated Fracture Aperture

" Linear
Louls “Sato
o me) o fem)
ND ' ND

1,189-1.254 1.369
1,206~1.,270 1,333
1

0.315-0.373 0.304

" 0.356-0.417 0.352

0.314-0.373 0,303

0.291-0.348 0.277

. 0,255-0,312 0,235

1,062-1,128 1,191
1.027-1,093 1,149

“0.412-0.476 0,418

. 0,445-0,510 . 0,457

0.401-0,465 0.406

. 0,243-0.29% 0.225

0.295-0.352 0.28]
+ND ND

Non-Linoar
Louls

ND .
0.960-~1,116
1,008-1,.169

NO
NO
N0

ND
NO

0.919-1.070

0.895-1,043

0.216-0,275

0.263-0.328
ND

0
ND
ND

0,006

1,323
1.374

0.334 -
- 0.402

0.211

0.022
0.028
0.029

of Fracture

B

0.982
0.956
0.987

’

0.055

0.045

0.044

0,005

0.003

0,929

0.910

'0.065
0,061
-0,049

0. 009

10,013

0.015

c

0.005

1.158
1,082

0.220
0.292
0.135

0.001

0,001

0.008

‘Measured Normal Dispjacoment
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. 0,080
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0.080
0. 080

" 0,080

0,080
0.080

0,080

0.080

0.080
0.080

OIOm

Q.080

0.080

Teﬁf

. Noe

30A
308
30C

300
30€

30F

31
3

33A

338

-33C .

34A
348
35

36
37

38
-39

40A
“408
40C

Boundary Condltlions

o
v
(MPa)

0,462
0,462

0.462

0,462
0,463

0.464

-0, 056

0.053
0.058

"0.058
" 0.058°

0. 095
0.09%6
0.0%

0.230
0.475

0,204 .
0194

0.238
" 0.238
0.238

Table 4.1 (Continued) " Log of laboratory tests

H LT
(m) (MPa)

38,66 0.121
38.90 0.119

38,63 ° 0,121

38,36 0.124
38.38 0,125
37.44  0.135

13.08 -0.035
lZ.% "Oo 0}7

13,21 -0,034°
13,18 -0.034

13.22 ~0.034

13.10 0.004

13,13 0.005

12,98 0. 006

13,56  0.134
13,55 0,135

27,79, -0,03!
26.52 -0.028

1 27.20 0.009

21,27 0,008
27.28 . 0.008

Temp

°cH

23.8
24.5
25.0
25.6
26,2
27,0

25,0
21.0

23.0.

23,0
23.0

24,0

23,0
24,0

24.0

24,0

25.0

24,0

25.0

25.0
25,0

)

Calculatod fracture Apur?uro{

Linear
Louls .

ND
ND

Sato

o

1,145-1,210 1,291
1.308-1,971 1.485
1.348-1, W39

1.108-1.173
1.214-1,279

0.,257-0.311
0.265-0.319
0.262-0.317

0.238-0.291
0,260-0,314

1.205-1,270
1. 167-1.23)

0.364-0.426
0.332-0.392

© 0,273-0.328

1.246
1.374

0.237
0.246
Q, 243

0.216
0,241

1,363
1.316

0.362
0.324

0,256

Non-LInear
Louis

ND

0.923-1.074
0.902-1,051
0.936-1,089
0.923-1,074

0.927-1,079 -

ND i
Mo
ND r

ND
ND

0.969-1.125
0.810-0,948
ND
ND
©

Moasured Normal! Displacemont

of Fracture

B

0..021

0.022
0.023
0.027
0.031)
0,036

1,006
1,065
1,034
1.026
1.033

0.018
0.016
0.013

0,021

. 0.012.

1.112
1.138

0.100
0.098

" 0.085

c

0,049
0.049
0,049

0.050 °

0,059
0,061

1.268
1.316
1,24)
1,243
1,249

0,057
0.056
0.062

0.015
0.008

1.229

1,219

© 0,065

0,068
0,065

1,072
1,138
1.073
1,080
1,076

0,017
0.014
0,014

0.004
0.003

1,135,
1,118

0,033
0,035
0,016

201
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" Table 4.1 (Continued) Log of laboratory tests

) : _ il - Calculated Fracture Aper?ure4 Moasured Normal Displacement
- Boundary Condi'tlons 2 '3 Llnear " MNon-linear - ot Fracture
r. -Test ¢ H o | h " Temp Q . louls  Sato Louls A B8 C o]

v DA v o off w . . : Sl
Sm) Moo (a) (m) ) T ) (CO) (I/s) () () () o m) () () (o)
10.080 41A 0,462 _27.30 0,232 19,92 25.0. 0.044° . ND - ND ND 0,005 0.033 0,016 0,008
0,080 418 0,463 27,20 _.0.234 «14.22 25.0 0.006 0.216-0.266 0.131 ' ND 0,007 0,034 0.017 0,007
0.080 41C  0.464 27.80  0.229  3.82 25,5 0,014 0,251-0,304 0.230 N 0.007 0,035 - 0,014 0,004
0.080 42A. 0.473 40.45  0.114 36,33 22.8 0.004  ND D N 0.015 0.078 0.037 0,012
0.080. 428 . 0,474 40.22  0.118 27,08 _23.0 0.010 0,262-0,339 0,267 ND 0.018 0.081 0.039 0,009
0.080 42C 0.474 41,12 0,109 20,69 23.0 0,013 0,278-0,334 0.262 . D 0.020 0,089 0.042 0,007
0.080 420 0,505 46,13  0.091 18.05 24.0 0,015 0.258-0.312 0.238 ND 0.023  0.091 0,045 0,004
0.080 426 0.517 40,78 0,155  7.81 24,0 0.016 0.,275-0.331 "0.258 o . 0,020 0.070 .03 0,003
-0.080 42F 0,517 40.38 ° 0.159  4.95 24.0 0.017  .265-0.320. 0,247 ND 0.022 0,072 0,037 0,00}
0,080 43A  0.085 . 12.92 -0.004 13.09 25.5 -1.306 ND . D ) 1,619  1.370 1,965 1.592
0.080 438 0,085 12,78 -0,003 ° 13,23 25.5 -1.815 AD ND ND 1,606 1.357 1,960 1.581
0,080 44A 0,091  2.26  0.106 12.94 25.0- -0,030 0,287-0,343 0,272 ND 0.421 0,151 0.568 0,356
0,080 "44C - 0,091" 0,47 0123 12,95 24.7 -0,031  0,283-0.349 0.267- v} 0.412 0,151 0,568 ,356
0,080 45A 0,222 8,35 0,177 27,75 24,0 -0,037 0,220-0,270 0,195 - ND 0.512 0,242 0,608 -0,413

0.080 - 458 0.219 0,49 0,257 . 27,82 24,0 =0,018 0.225-0.275 0,20} ND 0,512 0,242 0,608 0,413

of t
Velocity head could not be measured directly, so only hydraullc head glven. 3 Hogatlve sign Indlcates Injection.
_Calculated by graphical fechnlques descrlbed In Append{x B. Aperture range for calculations according to flow laws ot Louls
(1969) corresponds to range of absolute roughness of 0,100 to 0,240 mm astimated from ml crophotographs of resin-
Impregnated fractures, NO = not dotorminabie. .
See Figure 4.3 for locatlons of LVOT's at which displacoments moasured, Displacemonts are relative to poslflon of fracture
under hydrostatic conditlons with H& = 0. MNM = not measured (device for moasurlng doformation of fracture In wallboro was
not ‘Installed until wellbore reamed to ry - 0, 080).

1o = o, * aq - Hopg where o Is from gravl?y load (walght) of top cyllinder.
2 9 9
4

801



109

LABORATORY TEST NO. 2 L

Q=1528x103m3/s TEMP 25.6°C
Ho=13.68m n,=10.42m
Oy=0.048 MPa Geff= —0.049MPa
-
® PRESSURE HEAD (LABORATORY)
= |
!
|
2 3 1 5 6 Seerras 2 3 Abr g A ae ]

RADLAL DISTANCE | (M) \

4.8 Loss in pressure head versus logarithm
of radial distance for open fracture
under pumping conditions

ly propped open the fracture. As explained in Appendix
1 a2 plot of head loss versus the logarithm of radial
€ can be used for two purposes: 1) to identify the
radius, and 2) to estimate the size of the effec-
rture of the fracture. In Figure 4.8, the critical
lndicated by the point at which the plot ceases to

(in the radially inward direction), appears to be

mately 0.3 m.
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s oure 4.9 represents the same head loss data from Test
put plotted against the inverse of radial distance.

1ained in Section B.2 of Appendix B, data from a fully

+ 4
+
+ L |
+
+
+
+ LABORATARY TEST NO. 2
> Q=1.528x10">m%s TEMR=25.6°C
Ho=13.68m hy=10.42m -
n Oy =0.048 MPa Oeff=-0.049MPa
+
e ¥ |
= |
* I
|
1
L i T T T
5. 100 10. 00 15. 00 20. 00 2[5. (o]0} 30. 00 35. 00

INVERSE RADIAL DISTANCE (1/M)

> 4.9 Loss in pressure head versus inverse
radial distance for open fracture under
pumping conditions
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Table 4.1 includes estimates of effective aperture size

for the "open" tests (Tests 1-5, 14-16, 22-26, 31-33C, 38,
and 39) oalculated‘with data from both the linear and non--
linear_flow regions. Note that in almost all these cases,
the. apertures calculated from linear flow data using the
relationship of Sato et al. (see Appendix B) .were the lar-
gest, followed by those estimated from Louis’ iaW-for rough,
linear fion,7and finally by aperture estimates based on.
-'Louis‘.law'for rough,'non—linear flow. - These estimates had
a rather consistent relative ratio of about 1.4:1. 2 1 for
- all of the tests. The absolute value of the aperture esti—

mates will he discussed in Section 5.1. |
,uThe second main group of pumping tests was composed'of
5the."closed“ tests 1in ~which. the fracture was under a: net
.enternally applied axial load. All of these tests: (Testsu
6-11,'i7—21,'54—29;F34A-$?, and 40A-41C) produeed curveP
-lkth doubie inflections'on:both‘the iogarithm offradiai‘.
ﬁdistance and inverse radial dlstance plots Noneiof these
Mdata exhibit either a we11 defined linear region or evidence
.of fully turbulent flow. Typical examples of plots derived‘,

from the ”closed” tests are given in Figures 4. 10 and 4 11..j.

. As with the pumping tests with an "open" fracture,'h.

”',estimates of fracture aperture silze were made using the more g

.: radially distant data from the logarithm of radial distance.f

>

-,

' :'plots and - thg,prw laws of Sato et al. and Louis.j However,7;7 S
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LABORATORY TEST NO. 10
Q=0047x10"3m3s TEMP=289°C
Ho=28.58m hw=12.42 m

- g,=0.25| MPa O$¢=0.009 MPa

= PRESSURE HERD (LABORATOGARY)

: 5 i 5 & 7538 oo 5 5 1 5 & 755 o
RADIAL DISTANCE (M)

€ 4.10 Loss in pressure head versus logarithm
of radial distance for closed fracture
under pumping conditions

ivalent calculations could be made using the inverse
listance plots of data from these tests. Interest-
inder '"closed'" conditions, the apertures calculated
flow law of Sato et al. were smaller by a factor of
Mately 0.9 to 0.95 than those calculated according to

for linear flow in rough fractures.
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LABORATORY TEST NO. 10
Q=0.047x103 m3/ TEMP=289°C

” Ho =28.58m hw=12.42 sm

0,=0.251 MPa Oeff=0.009 MPa
+
+
+
+
+
+
+
+

+

= T T | " T
5. 00 10. 00 15. 00 20. 00 25.00 30. 00

INVERSE RADIAL DISTANCE (1/M)
+11 Loss in pressure head versus inverse

radial distance for closed fracture
under pumping conditions

.00
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4.3.2 Injection tests
\..'. l“

A limited number'of injection tests'were-conducted with.

the laboratory model after the wellbore had been“reaned to-a

diameter of 0.160 m. The resultg of Test 44C, which was

_);

conducted with the fracture in 'a '"closed" condition, are
shown in‘Figures 4.12 and 4.13. In both figures, only the
beginning of an inflection ‘'in’ the curve near the wellbore is
apparent, typical of the pump:ng tests under ﬁclosed" con-
thions. Note, however,.tbat sevgral_or the near—ueli
manometers whose data-more cleafiy'defined this inflection

in the earlier tests with a smaller dihmeter wellbore (refer-

back to Figure 4.10 on page. 112) had been removed during.'

‘reaming of the wellbore. .  +=-

Estimates of frncture aperture sizes from,the:injection N
test data were again made using the techniques outlined in’
Appendix B. Although thé\inverse radial distanCe plot shown
in Figure 4.13 suggests -the existence of a fully turbulent_
flow region, the computer program LOUIS (see Section B 4 in

Appendix B), based on the the non—linear flom la& of LQUlS,

would not converge to a solution.

One of the more striking, yet completely prediqtabie,
results of the'injection tests was-their reciprocai response
to that of the pumping tests. Figure 4. 14 is a combined

plot of.datn from Test 35, a "closed" pumping test, and fromn

injection Test 44C, two tests which, for-other than flow

N
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LABARATORT TEST NO. 44C
0=-003Ixl0"3m%s TEMR=250°C -
Ho=0.47m hy=12.45m

, -0.123 MPa

,=0.091 MPa 0o

: BERMEELZT TR 2 3 P 5 % % R %%0° |
RADIAL DISTANCE (M) |

INE
w
w»>
wn

4.12 Loss in pressure head versus logarithm

of radial distance for closed fracture
under injection conditions

Iy, wWere run under very similar boundary conditions.

Llitate comparison, the head loss data for the latter

inverted. Although the pressure head profiles are

Milar, it is noteworthy that the injection rate was

r'ee times the pumping rate.
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L 1 i 1 1 L
|
L |
+
LABORATARY TEST NO. 44C
0=-0.031x10°2m3/s TEMP =250°C
Ha=0.47m hy=12.45m ¥ i
7,=0.091 MPa Oot£=0.123 MPa
-5
L
+ |
4
l
5
o
4=
o5 =
+++ + T
; 1 BE T T T |
2.00 4.00 6. 00 8. 00 10. 00 12. 00 14.00

INVERSE RADIAL DISTANCE (1/M) |

Bt 13 Loss in pressure head versus 1inverse
radial distance for closed fracture
under injection conditions

Step-drawdown tests

tep-drawdown test in which the top boundary load and

N 711

)undary pressure head were kept constant but in which

*rent pumping rates were used was conducted with the
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0,=0.096 MPa
TEST NO.44C
Q=-0.03Ix10"3m3/s

COMPARISON BETWEEN INJECTION
AND WITHODRAWAL TESTS

= TEST NO. 35 (WITHDRAWAL)

o TEST NO. 44C (INJECTIGN)

O §§=0.006 MPa

TEMPR =250°C

TEST NO. 35
Q=001Ix10"3m3/s TEMP =24.0°C
Ho=12.98m hw=1.20m

RADIAL DISTANCE

re 4.14 Comparison of pressure head profles for

Ho=047m hw=12.45m
7,=0.091 MPa Teff=0.123MPa E
-
i s
0 2 3 & 5 '8 7 8 eihE?

injection and pumping

atory model for each of the wellbore sizes. In all of
 tests, the fracture was in a "closed" condition. With
racture "open'", significantly variable discharge rates
I not be produced with the existing pumping system.

1gure 4.15 is a composite pressure head loss versus
8arithm of radial distance plot for the six steps of
t when the model had a 0.108-m diameter wellbore. All
Ssure head loss profiles exhibit the double inflec-

Pe characteristic of the ''closed" fracture tests.
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" 4.15 Loss in pressure head versus logarithm
of radial distance for step-drawdown test
of model with 0.108-m diameter wellbore

ure 4.16 is a plot of drawdown versus discharge for
e step-drawdown tests. Contrary to what had been

ted, these data indicate that the discharge for a given

apparently decreased with an increase in wellbore
" Upon closer examination of the data, however, it
S, that despite every effort to keep all parameters
€ size of the wellbore constant, the fracture aperture

the same in each set of tests. Fracture apertures
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® [
A
- ®
[ J
‘ |
(O] ®
EXPLANATION
A ®
WELLBORE
© e DIAM(m) B8 > c _n_
® 0064 2.09x10° 6.17x10° 2.0l '
® 0.108 4.07x|0§ I.58x|02 2.28
0160 1.01x103 3.19x10® 2.97
e . a
0.0 0.02 0.03 0.04 0.05 0.06 0.07
DISCHARGE RATE,Q (Ix103m ¥s)

ure 4.16 Drawdown versus discharge for step
drawdown tests of laboratory model

not be calculated from test results with the 0.108-m
re, but estimates of effective aperture for the tests

0.064-m and 0.160-m diameter wellbore were 350 to

| and 250 to 300 um, respectively. The differences in

ameter. This precluded an empirical evaluation of
fect of wellbore size on the production-drawdown

€ of a well that will be discussed theoretically in

. 2.1 .
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necific drawdown versus discharge for the step-draw-

ests is plotted in Figure 4.17. All three sets of

follow either the "curve 2" or "curve 3" response
ped by Mackie (1982) and discussed in Section 1.3.3
19 to 22). It should also be noted (as shown in
[4.16) that the value of the exponent in the second
the discharge-drawdown equation (Equation 1.13, page
, determined by non-linear regression to be greater
) using the computer program FASTEP (Labadie and
BO75). These results will be interpreted in Sec-

e and 6.1.

&
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= ® 0.064
S
= A e 0.108
- 2 A
4 A a 0160 '|
)
8} A
o A
B i a
Q.
w
0 Kol 02 03 04 05 .06 07

DISCHARGE RATE,Q (Ix1073m¥s)

Specific drawdown versus discharge for
step-drawdown tests of laboratory model
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. #5.0 COMPARISON AND INTERPRETATION OF RESULTS FROM.

.NUMERICAL AND LABORATORY MODELS . :

Of major interest in this study was how well the mathe-

matical description of two~-regime, convergent, radial flow

-to a well from a'hprizontal, deformable fracture that was

-

described 1in Cbapter_z.d tould match the empirical . data

obtained from tests of the large‘scale laboratory model. The

comparisou between the results of the numerical and,physicai

models would indicate juét how deterministic the numerlcal

model developed in the study was'iu'describingfthe produc-

tion drawdown responSe‘of wells in fractured~roek aquifers.
As described in!Section 4.3.1 (page tO4),xa1L of the

pumplng tests of the laboratory modgl could be put 1nto one

ofltwo categories, those in which the fracture was in’ an

"open' position-and those in which the fracture was "clos-

ed," For reasons which will become apparent in the following

Sections, the attempts to simulate these tests with the

numerical model DFFLOW had' to follow this same dlfferentia—.

tion.

5.1. Tests with open fractures

-~

The.teSts with the fracture in an "open" position

(1. e., under a negative effective stress such that the -

.

fracture was - hydraulically propped open and no- surtace

’

o

bR
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roughness ‘asperities were in contact) all deﬁoﬁstrated a

similar tr.end ih pressure hea"d distribution. Test 'No. é, '

whose résults are pldtted in Figure 4.8 (page 109), is
o .

typical of these tests and will be analyzed in detail._g

.The'”curve fitting'" using~DEFLOW was initiafed by.
.ésslgning the boundary conditiéns used 1in the.léboratory
'tést (a seé'()nd_type _boundary condition was assigned at the
: well) and by ysing as a first guess for aﬁerture size the
valueuthatlhad been estimateds from the linear_éart of the
_lorg'arithh of r.adial' distaonce versus pressure' heaa plot
(Figure 4.9) bg a method described in Section B.1 of_Appen~
ayx B. Then, by trial and error, the values of aperture for
each fleow node in the numerical model w;re~m0dgfied'until
'the best fit (by visual inspection) was obtained. For Te%?
Nb. 2, this involved decreasing the aperture radiailiy in-
ward. _The laboratqry data for normal'diéblaéemeﬁt of the
fracture. '(see Table 4.1, ';;a-ge 105) had'lndticated a di_f'féren-
tial "tilt" of almo's't 04 mm, most likely due to a slighti‘y |
ééfmmetrfc-positlonihg of the hyd?aulic jacks. using‘a
-slmp:lé d-point soiluttor_x,~ the' differences in. aperjtur'é at each.
‘manometer locatlon due to this tilltir'):?gl were estimated.

The be‘sot fit, shown in Figure"s.l_, was'pbéa-rned 'usinlg
.'apertu.rés' of. 1..1.38 to 1.50.mm'under the adsumption ,thr;lt. the.
absol'qte ‘roughness of the fracture .wa;s (')4..2-4. mm. as o_b.ser'ved'._
in. the_photograph-s of resin-impregnated fract_ur.e's ('F'i'gu're"s.

|

- .
»
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. Q =1.528x10"2m¥s
Ho=13.68m
g, =0.048 MPa

INWELL ®=

LASOARRIBRTY TEST N@. 2

TEMPR=256°
hw=1042m
Geff=-0.049MPa

PRES3SURE HEAD (LABOGRATGAAY)
® PRESSURE HEAD (DEFLOW)
v TO8TAL HEAD (DEFLOW)
IN FRACTURE ®

AT RADIUS OF
WELLBORE

2 3 i 5 & 7 8 9
HADIAL DISTANCE (M)

10

: 5 3§ & 7 55 hoo

5.1 Actual pressure head loss compared to
pressure head loss predicted by DEFLOW
for open fracture
4.5, pages 98 and 99). As seen in Figure 5.1, the

5 very good from the outer boundary inward to a radial

ice of approximately 0.05 m. Radially inward from that

the actual and predicted pressure head loss curves

€, with DEFLOW predicting approximately 11 percent

0Ss at the radius of the well. DEFLOW, which incor-

an empirical expression for exit loss (Equation

Page 51), predicted that the head loss due to flow

from the fracture into the wellbore would be
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approximately O. 59 m or about 38 percent of the- veloc1ty-
head (the difference between thé total head and pressure
head curves shown in. Figure 5.1). The laboratory ‘model -
data;‘howevér, suggeSt tnat very little, if any,_othne.vei—
. dcity head was recoyerable'in the weiibore: -This'means:that'
the e#it 1oss.coefficient in an-expreSsicn such_as Equation
. 1.10'(page 4) is essentially 1.6, more similar to the case
for flow exiting from ,a relatively small p1pe into a”large
reservoir than to the Situation observed’ in'iaboratdryﬁ
.experim‘nts with an open fracture w{th'paraliel surfaces and‘
mathematicaily described by Mhrphy and Pearce (1980) |
Table 5.1 summarizes. various estimates of the fracture'
aperture size that existed dhder the boundary conditions of
eTest Nc; 51_ It 1ncludes 1) estiﬂates by trial,and error

using DEFLOW 2) the results'of calcu{ationsfof*effective.l

aperture by graphical. analys1s of the. indiv1dual flow *

reglons as described in Appendix B, and 3)-an estimate-of~ N

the geometric aperture.based.on direct measurement of micro- °
. ‘- . ) . . ) . "“' ' ) . 5 ‘

photograpns*qi resinfimpregnated fractures-in O 150 .m
dlameter concrete test cylinders and, 4) LVDT data from the

ntest.- ‘The latter two were combined ‘to determine

¢

2b = 2p0.+'6n (5,1)

,where ' .
»
2b = aperture in hydraulicaliy propped-position,

2b, o aperture under self weight 1from Figure 4 4,
' ~page 98) and- :
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Table 5.1 EStimates'of aperture,size from Test No. 2 data’
: . :

e _ : ~ Aperture ‘Relative
' Method , (mm) Roughness!
_Resin casts? and LVDT data®  1.83-2.00 0.06
‘Trial and efror with DEFLOW, 1.38-1.55 0.08-0.09
Data.from linear region of = . o <
: plot.(Louis)4 I S - 1.39 0.09
‘Data from linear region of . .
-plot_(Sato et al.)4 1.73 = R
. Data from non- 11near region s . : o
iof plot (Lou1s) _ . 1.28 0.09
: Aséuming k = 0.240 mm (see Figure 4.4, page 98).

From tracings of slides of resin-impregnated fractures

in 0.150'm diameter concrete test cylinders under self-
weight (see Figure 4.4). '

Measured normal displacement of fracture due to hydraulic'
.propping (see Table 4.1, page 105),

See. -head loss wFrsus logarithm of radial distance plot 1ln
- Figure 4.8 (page 109). ‘Method of calculation is described
in Section B.1 of Appendix B. )

See head loss versus inverse of radial distance plot in
Figure 4.9 (page 110). Method of calculation is described.
in ‘Section B.2 of Appendix B.

Roughness not a parameter in flow~law of Sato et al.

oy = displacement ‘(measured by LVDT's) as resuit
. of negative effective stress.
Based on the profrles shown 'in Figure 4.4 (page 98), the -
. .
artiﬁicial fracture of the laboratory ‘model had an aperture

under self weight (corresponding to a normal stress on',

‘approxlmately O 04 MPa) on the order of 0.45 mm and an

absolute roughneSS of . about 0. 24 mm.

-
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Aithough the estimate of aperture of-1;83 to 2.00 mm

provided by the resin casts and LVDT data cannot be con-

-

.sidered to bé en absolutely correct reference,'itlis-inter-.
nesting to note that the apertures used by DEFLOW to produce -
the pressure head profile in Figure 5.1 are O 45 mm less
than the former, the same value as the estimate- for 2bo. In
.other words, the etfective apertures based on the flow laws
of Louis iwhich'are'incoporﬁged'fnto DEFLOW) which gave'the.
.beSt fit -to the iaboratory.results dolnot.inciude'the'aper-
ture of.the,unpropped fracture. It.shouid.alsoréé{noted
thatithe'aperture sizes estinated according to'the_flow law.
of Sagodetnai;, which are iarger than those_calcnlated using
Ithe flow laws of Lonis, prOVide the closest.approxiﬁation to_
‘the best estimate of the geometric aperture Of‘the'fnacture
The results of Test No. 2 (also refer back to Figures 4.8
" and 4.9 on”pages 109 and 110) appear to_clearlypdemonstrate.
'two-regihe flow. DEFﬁOW-calculated the_&fit;calnradins to
‘be approximately 0.46 m. Although.the linited number. of -
data points shown on_Figare 5.1 make ‘it- difficﬂlt to'i;f
:determine precisely, the departure from 11nearigy on the  n ‘
;laboratory data plot appears to occur at 0.3 m. §'~“' § '
. By extrapolating tbe gradient within the laminar flom
region to the wellbore radius (O 032 m), it is possxble to.
obtain an- estimate of the\drawdown that would have occurred'o
had laminar conditions prevailed to that point., This draw-.
.downﬂp0.36_m, subtnacted from.the total drawdoynfof-s.zé,m'

..
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indicates that an' additional 2.90 m of préssufe head was
lost to fully turbulent flow. Using for the definition of

well efficiency

'a:§wdown under_completely
- . laminar conditions
well efficiency = : (5.2Y
o actual. drawdown ‘

theﬁwell simulatéd by the laboratory model lnlthis test ex-

“hibited an.efficiency of only 11 péréent; 1f, to simuiate a
more realistic distance for the oﬁtér boundary (i.e., the
radiué of influence), thé slope in phe laminar flow regton
(0.248 m}per log cycle) was ekfrapolat%d outward 2.5 log
cycles to. a radial dlstance of approxlmately 320 m, the

resultlng well efflclency would be only 25 percent

92 Tests with closed'fractures_

A similar attempt was made using DEFLO¥ to match the
pressure head data‘for the tests of the laboratory medel

under so-called "closed" conditions. A typical example’.of

N

the results from a test under.these conditions is the doubly

inflected curve Thown in Figure 4. 10 (page 112) for Test

No. 10. Attemptlng both flrst and second type bo&%dary'

-conditions at the well corresponding to the obsérved draw-

-dowd_ahd discharge, respectively, a solution could not be

-ébtained‘tbat produced compatibility between the discharge,

drawdown, and increased -steepening of the head loss versus’

>
%

FRRT . I
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;1tmnCﬁ radial distance plot. Even more problematic
e near-well inflection in the curve.

Thr@g;mssible causes were considered for the second
~-tion 1in the plot: 1) relaminarization, a phenomenon in
ljerating, turbulent flow which was described in Section
S (page 42), 2) an increase in the size of the
ture aperture near the wellbore, or 3) anisotropy in the
ture. Relaminarization was immediately eliminated from
her consideration for two reasons. First, using Equa-
- 2.23 (page 56), the critical discharge rate assuming
relative roughness was in the range of 0.2 to 0.3, was
rmined to be 5.4 to 6.8 x 103 m3/s. That is greater
 the discharge rate of the test (4.7 x 105 m3/s). Con-
ling the entire flow region was laminar, this precludes
minarization and, equally important, it requires an
anation other than the onset of turbulent flow for the
inflection in the curve. A second, confirmatory

for disregarding relaminarization is that the near-

because of the elimination by reaming of several of
*lose-in manometers) in plots for the injection tests
€ the inflection, if any, due to transition from tur-
Bt to laminar flow would be in the other direction.

The Possibility that both inflections were due to
=8 in aperture, first a gradual decrease and then a

ual increase, seemed unlikely. Consequently, it was
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juded that flow in this closed test was complestely
and that both inflections were due to anisotropy.
.al possible causes were considered, but the texture of
seotextile used to cast the fracture provided the most
ible explanation. As shown in Figures 5.2A and 5.2B,
ceotextile consists of a woven polypropylene fabric.
.“ﬂﬂjing cast (Figure 5.2C) of the opposite concrete
ces produces a '"pea pod'" cross-section under 1load
ure 5.2D). Figure 5.2E shows in two dimensions that
, creates an orthogonal system of flow channels in which
lence to flow would be at a minimum in the two orthogon-
lirections parallel to the flow channels and at a maximum
intermediate or 45° orientation. Mathematically, this
described by a double ellipse or "rosette" (Figure
).

I-‘I’he configuration of the fracture plane manometers (see
ure 4.3, page 96) complicates the analysis of this
lation. The manometers had been laid out in a spiral,
the assumption that the transmissivity of the fracture
1d be isotropic, to minimize the effects of any
ulence that might be generated by the manometer openings
e fracture surface. That problem would have been
tative if all of the manometers had been on a common

With the fracture exhibiting strong anisotropy, the

100 to one problem created another.
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ire 5.2 Anisotropy induced by geotextile used to

cast fracture. Woven MIRAFI geotextile 1in

A) plan view and B) cross-section. C) Void
in cement after geotextile removed. D) Same
void under load. Note resemblance to Figures
4.4 and 4.5 (pages 98 and 99). E) Resulting
orthogonal flow channels (shown by stippled
pattern) in fracture plane under load. F)
Resulting transmissivity '"rosette."

An attempt was made to characterize the anisotropy of

Facture using the steady-state method described in van



~ ellipse impliéit in the van Golf-Racht solution. 1In fact,

manometers number 7 through abowe number 20 would have:

e - .7 131,

Golf-Racht (1982, pages 434-445). Data from several combin-
‘ations of manometers,. including the two sets of three mano-
'_méters each (manometers 7—8—9_and-12—13—14 on Figure 4.3,

page 96) jPiCh'had beeh incorporated into the network speéi—-

fxcally for thlS purpose, would not y1e1d a solut1on Thié

is because the nature‘ff the anxsotropy (refer back to Fig-

-ure_5.2F) cannot be described by the sxngle, two-dimensional

- : ,' '
no analytical methods are known to exist that would ‘quanti-

-

tatiyely define the anisotropy exhibited by the fracture of

the laboratory model..,Even if the anisotqopy7could have-

~been described,,hpweQen, it would not have been possible to

incorporate .it directly into the one- dimens 1ona1 radial

"flow code of DEFLOW. .

'Estimétes'ofvthe effectiye_apérture_of the TcLoséd"

fracture were made using the same techniques for the lamipar -

 flow region as” for the. "open" fracture. The 'results are’

éiven in Table 5.2, Data'frpm the 6utermost'or first slope

of the curve y1e1ded an estimate of 0.38 to 0 44 mm accord-

.1ng to the flow law of Louis and 0. 32 mm dccdxdlng to the-

flow_law of Sato et al. As can bg~seen in Figure 3 (page_

.allel to one of the "flow tube" directions. Radial flowhpagt

.follow:a much more'tortuous path around thé;asperltles in

?
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Table 5.2 Estimates of'aperture size from Test No;}IO data

Aperture ) Relatiue

Method H (mm) o Roughness1

Resin .casts? and LVDT datas . 0.51-0.52 - 0.24

Data from flrst4 slope - o :

(Louis)?® , : : -+ 0.38-0.44 0.13-0.27

Data from flrst4 slope _ - ' ,

(Sato et al.)® R ' 0.32 ' 5—6
-Data frgm second4 slope " _ . i
- (Louts) - 0.11-0.13 . -  0.57
.Data from second4 slope ' i _ ,

-_(Sato et al.)® . o 0:.10 R

O oab

N

, 1 Assuming k = 0.240 ‘mm . (see . Figure 4. 4- page 98) .

2 From tracings of slides of resin-impregnated fractures

in"'0.150 m diameter concrete test cylinders uander self-

- weight (see Figure 4.4). R
3 Measured normal displacement of fracture due to hydraullc X3
'propping (see Table 4.1, page 105). - oo 9ﬁ?
See Figure 4.10 (page 112). '

Method of calculation described in Section B.1

of Appendix B. - -

Roughness not.a parameter in flow law of Sato et al.

-For k ='0.24 mm, relative roughness would be greater ,
than' 0.5. Following convention of this study, value .

was set to. upper limit of 0.5. :

contact (Figure 5.2E). .Data‘from'these manometers comprise .

the steepest part of’ the curve in Figure 4.10. (page 112) and’
yield estimates of fracture apertures ranging from 0 10 to-
0.13 mm.. Flow past the next group of closer in manome\a}s
parallels the orthogonal set of flow tubes; and if there

2
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were more_radially‘inward deta, it'Is llkelf.the curve efter
nthe 1nflectlon would parallel the first segment

The two slopes (whlch reflect the transmissivity of the_
fracture)-of.the curves differ by.a factor of approximately
36. Consequently, according to fhe cubicjlaw,.the'effectlve~
'apertures should differ by a'factor of about 3.3. ‘As in-
dicafed in Teble 5.2, the calculated effective apertures are
in all cases less than the best estlmate for the geometrlc

aperture of ‘the fracture under closed conditions.
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6.0 -APPLICATION OF FINDINGS

The findings Yfgm this.étudy,lwhich ﬁili be summarized
. in Section 7.0;'pfo;gge a more deterministic basjélthan was
.préQiquslyﬁavailablelfor evaluafing the hydraulic response
of a Jefticél'yeil'to pumping from a horizontal fract;re.
Two;ﬁf the mbre important.applica;ions'of'ihese-findings are
in the proper?tnferpretation of.step—draWdown tests:of wells
vin fractured rock and in assessing the potential ‘effects of ..
‘certain well stimﬁlation procedurqs. To the present, inves—
kigatiods in bbth_of these areés_have beén hased almost
" purely on émpirica} dbséhvationé. |

6.1 Re—interpretatibn of step-drawdown test results
. from fractured rock aquifers

The results of the step—dEaWden ;eSts synthesized b&

the numechal mbdeL'DEFLOﬁ,ana the actual.?ariéble.pate.
.pumping tests conducted on the large Scéle labpratoFy médel';
were described in Sections 3.4 (pages 90-92) and 4.3.3
(péges 116;1é0),:respectivé1y. The'findings;é;'pfevious j;
.1nvestigatlpﬁs'using step-drawdown tests ahd,the'con;rovgrs&
regaraing the more correct form.qf the polynohiai dis@hargefL.'

.drawddwn equation (ekther.Equation i.%S, page,9:or:Equat£onr
1.15, paée'IB)-wére discussedhgn.chapter 1.0. 'fhié section -

'w%ll fesolvp some of this controversy ,and demongt}ate two of



135 - _ - .
‘the hore~importent practical observaffons that can be mede
using step;drawdown tést data. . Klthough the numerical model
has been used more'extensively-in'this study, the following

>
explanation is more. straightforward and easier to relate to .

graphically w1th the use of the analytical solution for two--'

l regime, convergent radlal flow to a well from a single hori-

'-zontal fracture given by Equation 2. 18 (page 5“) If both
-

_Sides of Equation 2. 18 are div1ded by Q in order to put it

in terms “of spec1f1c drawdown, s/Q,

s _ ey ii+s. 8[k/(2 2b)] A T :
ng(Zb) S T
- 64n2g(20)3 [log{1.9/[K/(2-20) 11T % | Tw el |
oo 2rw.1'41| Q . ~ (L-10r )Q ‘ L
o023 M) e W _ (6.1)"
| 20 ser?c & ange 5

-is obtained. The four components of specific discharge
described by this equation are plotted in Figure 6.1 for theé
hypothetical situation of a single, horizontal fracture with

the following properties and boundary conditions

To =100 m - . " temp. = 20°¢C

ry, = 0,152 m - fy =-0.05

2 = 0.300 mm ‘ PN L =10 m
k/Dp = 0.100"

- . -

It is immediately apparent in Figure 6.1 that the exit

and wellbore losses for this example are negligible (they

L4 - . . . . .
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sw=l.19x10%Q+
rw=0152m  ro=100m Y 8 04 x107 Q248 i
2b=0.500mm X/Dp =0.100 i T
TEMP =20°C fy=0.05
WELL BORE LENGTH =10m

c,ow\PC’e\TE

\ LINEAR FLOW COMPONENT

NON-LINEAR FLOW
COMPONENT \\

EXIT AND WELL BORE
LOSSES —~

H - T T T
0.00 .25 0.50 0.75 1.00 |25 1.50 1.75 2.00
Q, DISCHARGE RATE (10°3m¥s)

ure 6.1 Components of specific drawdown as a func-
tion of discharge rate

- small that their combined value cannot be differen-
from the baseline), so attention can be focused on
St two components of drawdown described by Equation
S shown in the figure and by referring back to Equa-
Bl at discharge rates less than the theoretical cri-
Scharge rate, Q. (see Equation 2.23 on page 56), the
radius, r., is less than or equal to the radius of
llbore, r;. Therefore, for practical purposes, r, is

12l to ry and only the linear flow component exists.

term in the equation, therefore, is a constant,
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dependent only on the flow system boundaries (i.e.,,ln

o/rw), the fracture (roughness and apertu e), and the fluid
‘(uiscosity) propertieé. AT discharge'rates greater than the
critical'discharge rate, .the critical radius 1s greater than
the .radius - of the wellbore and non- linear flow arises "If;
"the dJscharge rate conthues to increase, the 1inear flow
component of SPElelC drawdown ‘decreases non- linearly as a
'function-of ln ro/rC while the non—linear component increas—;____-
es as the;function o ". ' _' L ' - ;i L
.;(%)n =1\ l}é"_ %%]. ) np“ . :: "(6'éx
As described by Equation 2.21 (page 55) and Table 2.1 (paée
54), the critical radius;is a'function of.the dyschafgg-
'rate, fracture roughness,.and the fluid viSCOSLty, Suhsti;

tuting Equation 2. 21 into Eduation 6.2 ' R
| L T were ]\ - S
(2 =l o ——C . ' (6.3)"
Q/n . . “Lfwo o Q ' A
, s / . . ' ) A - . .‘ . :
(5)n _t (Q/rw- - WuReC) N G

is obtained.. For the case of a rigid fracture in*whichdthe .

‘or

'Hcritical Reynolds number,_ReC, stays constant, Equation 6. 4
plots as a straight 1ltine as shown in Figure 6.1. It the
fracture is deformable and closure occurs, the. relationships'
.given in Table 2.1 indicate that Re decreases S0 that the,,j
total value represented by Equation 6 4 wouId increase.{
This would result in a slightly upward curvature to the non-

linear flow component.

-
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The composite.of all four components, shown by the

heavy line in Fig'ure 6.1, is a curve which‘is' a horizontal

line up to the critical discharge value and which becomes-
© .concave upward beyond that *point. Note that this is the

\“curve 3 response cited by Mackie (1982) as being typ1ca1

for step- drawdown tests of wells in fractured rock (refer :

- back to pages 19- 22) It is also noteworthy that the best

£it to the compos1te curve of Figure 6.1 by non—linear_

_regression using the program FASTEP (Labadie and Helweg,

"1975) is.sy, & 1.19 x 104 Q+ 8.04 x 107 Q2 .48

R

OREY
e

fits to the polynonomlal discharge drawdown equatlon with

—————

step—drawdownqLest-data-using a value for the exponent

-

greater than two as reported by Rorabaugh (1953). and Lennox

(1968). In all'the_a#kHHﬁgimethodS'of‘stebldrawdown{test

'analysis,_it is assumed that the.value'of C; the coefficient

of the seCOnd term in the polynomial equation, ‘is constant,

However, by comparing Equation 1.16- (page 20) under the"

assumption that o is: equal to 2 (as” it _has been. shown to be
'theoretically correct) to Equation 6.1 and substituting in
. the expression given in Equation 6. 3, .

. C e
-1 . “11 .. 'Re

I ' —r e e

64w2g(2b)3[1og{1 9o/[k/(2:20)1} % "w = @

An explanation can now be developed for obtaining best ,'

h Y

.

is obtained ‘It is obvious from Equation 6.5 that C, .which '

_also ‘is the slope of the composite specific draqdoWnncnrve o



22

139
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o -
beyond where 1t is horlzontal is not a constant but rather

<4

- a functlon of Q ThlS same conclusxon, though less quanti—‘

'tatlyely,,was.prev1ously drawn by Mackie (1983) and Basak

(1978). :The;correctjexpression for the productlon drawdown_-

response of a.well,under'fully turburent two—reglmeiflow
conditions -is, therefore,’ *

B , . . . ) 2 M . . ~
< . e Sy = BQ + C(Q)Q™ . _ © - (6.6)

1though Equation 6.6 is,the theoretlcally cordect

' _statement for the productlon drawdownafélatxonshlp, the need -

‘to determlne a discharge dependent value for C(Q) makes it.' 

_ unwieldy. Qgth study_has found that_;he polynomial'

ibest flts to the data ;r' - .

‘expression

ew-;_ao + cQ® o (6.7)

-_whlqh assumes C 1s a constant but allows the value of n to'
”f”floatV in: the solutlon achieves_better fits to the data

_than Equatlon 1. 15 (page b8), the Jacob equation_whxch“
- . ”~

assumes C lS constant and n is equal to 2. Simtlarly:toithe-

'_prev1ous observations by Rorabaugh (1953), this study found

'that values of n ln the range of 2.3 to 2. 7 usually gave the -,

It ls concluded that solution by Equation 6.7, thouéh a’

4

. mathemat1ca1 manipulation. yields a result that should be'

acceptable for most practical purposes. Although extrapola—

lftion of test results beyond the actual rangevof the dis-

gcharge rates.of the speciﬁic step—drawdown test is nlsky,'

n

S
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; also been found that Equation 6.7 tends to yield more
extrapolated values than Equation 1.15.

other observations, and ones of even greater prac-
igignificance, can be made with step-drawdown test
The first, which is qualitative, can be used to de-
-L_whether the primary source of water to the well is a
yntal or a vertical fracture. This provides an alterna-
the determination based on a constant discharge test
ed by Gringarten (1982). The second observation can
H.to estimate the effective aperture of a horizontal
turbulent flow in a horizontal fracture is the
| for the "well losses," it has been shown that the
fic drawdown versus discharge rate curve resulting from
p-drawdown test should be concave upward in its higher
rge segment. As previously described, this is the
2 3" response cited by Mackie (1982). If, however, the
Ssources of '"well losses'" are exit losses (including
S in screens or perforated casings) and wellbore
S, the resulting curve should be comprised of a hori-
initial segment and a latter segment of constant
That is because the exit and wellbore losses are
lons of Q? (see Equation 6.1) and, therefore, their
lents of specific drawdown would be lines of constant

il the absence of a non-linear flow regime in the

ntal fracture, there would be no decrease in the
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 flow component of specific drawdown as a function of
Te and, without this decrease, there would be no con-
to the composite curve. The composite curve would,
core, be like the "curve 2" of Mackie (1982) shown in
1.3 (page 21).

nother cause of the ''curve 2" type response is turbu-
How in a vertical fracture. 1In the case of a wellbore
e a vertical fracture; flow in the fracture near
Eg.is parallel instead of radially convergent. Al -

) the concepts of critical Reynolds number

vD QD .
e . B _h  9(2-2b) _ 20 (6.8)

e v Av 2b-w- U WU

~is the vertical dimension of the fracture, and cri-

discharge rate

G = ot il (6.9)
B 2

pplicable, there is no equivalent to the critical radi-

convergent radial flow. Therefore, flow is either

t of the vertical fracture whether the discharge rate
than or greater than the critical discharge rate.
the case of radial flow, the component of specific
due to turbulent flow would be directly proportion-
(this can be derived from Missbach's law, Equation

Page 4, assuming m equals 2) and, hence, would be a
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osht line of constant slope on a plot of specific draw-
Lrsus discharge. Without the associated logarithmic
1n ro/rc) decline in the laminar flow component, how-
the composite curve would simply be a straight line of
ant slope beyond the critical discharge point. i1t is
ed that turbulent flow in vertical or nearly vertical
ures is more likely the cause of the ''curve 2'" respons-

served by Mackie (1982) than either exit or wellbore

a ''curve 3" response is derived from a step-drawdown
a well completed into fractured rock, there is a
. indication that turbulent flow is occurring in one or
orizontal fractures. By comparing Equation 6.1 (page
with Equation 6.7 (page 139), it can be shown that, at

rge rates less than the critical discharge rate,

6v{1+8.8[k/(2-2b)]11°°} In To
=B = - = (6.10)
ng(2b) w

fore, similarly to the derivation of Equation B2 (page
Appendix B and using the value of B (the value of
Tizontal segment) from the specific drawdown versus

Tge plot, an estimate of the fracture aperture can be

1.5 r \1/3
E 6v11+8.8[k/(2-2p)11" 5} i
mgB rw

(8:11)
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6vln(ro/rw) 1/3
2b = f TgB (8.12)

£ is an unknown roughness factor. As shown in Table
age 180), the value of this factor can range from 1.085
relative roughness of 0.100 (using the relationship
by Louis, 1969) to 1.602 for a relative roughness of
In addition to this unknown, the value of the radius
;iﬂence, ros Can only be estimated. However, the solu-
is not very sensitive to this value (e.g., the calcu-
Eetues of 2b for r, equal to 1000 m and ro equal to
differ by only approximately 10 percent). It should
ted that this method for estimating the fracture aper-
from a multi-rate pumping test is very similar to that
)ped by Rissler (1978) for estimating the aperture from
jection test using the concept of '"critical head."

Once an estimate of the effective aperture is avail-
- Predictions can then be made of how certain changes in
ellbore environment might improve the efficiency of the
The following section will evaluate the potential
ts of two methods of eliminating or at least minimizing
‘€Cts of non-linear flow losses in wells intersecting

ntal fractures.
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6.2 Evaluation of potential well stimulation methdds .

Two Eélativel§ ine*péﬂsivg méthsds that have bé@n'
observed empirically to imbro;e.fhé‘araydownlbrodugtibn
response of wells iuo fractured rocks have.been 1)”b?_§imply.'
iﬁcrédsing the wellﬁore size (Norris, i976;~CasWe1},‘1985a,-

b) and 2) by propping éxisting fractures-(Williamsop.and,_

e WOoiley, 1980).' It should Be'nbted‘that hydroffdcturing,_'.

yhich is“bons;derably-more expensiveAandlrequires'speciéliz—
- ' _ ed equiphent ;;gum;terials, usually results in £he creation-
I 2N of'vgrfipal fractures. For these reaéons, itﬁwill dof be
'1ndluﬁ;d in the following diSCuséion.' The intent of ;ﬁe
followifig éecﬁigns,is ts attempt to quantify'thé results of ‘
£ i :silmulation thag might be achievablé under realistfc—field
ﬁ; 'pfdondlﬁions; | | |

. 5 . . . ot
N ~ .
. - AL

.6.2,1 Increasing wellbore diameteT

‘As early as three decades ago, Baker (1955) suggested .

.

,

that, the ﬁosg obviousvway to increase the yield of-a well

_producing fr;m hordental fractures was fo’eniarge its dia-
.mgter. He prpdhcéd a graph indicatinglthat relative incréaé—
.es of about 50 percent might be experienced by:enlarging the.
radius of the wellbore.from 0.076 m (a standard size in the

petroleum industry) to 0.114 m in a well intersecting a hor-

izontal fracture wifh'#n aperture of 1.016 mm (considered by
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Baker, 1955,t0 be representative). Following that ploneering

work, DEFLOW (usxng the flow code only) has been ‘used to

;'F",

attempt to predlct both the lncrease in production (using a

flrst type boundary condition of Hy = 5.00 m.at the well)

.and the decrease in drawdown (using a second type boundary

condition of'Q 1.2 x 10 -3 3/s) for various wellbore slzes

and the follow1ng assumed parameters

2b = 0.500 mm " ry = 100 m
k = 0.200 mm Hy = 100.0 m
temp. = 15 C ' : .

- The* results are plotted in Figure 6.2. Also ihcluded'in this

plot for reference is a productlon curve hased on the Thexm :

equation (Equathn'2‘7, page‘SO) that indicates'the ihcrease

© in productlon that would be expected under purely laminar
-'flow condltlons For that cabe, the production increase“is

_related only to the change in th@ 1n o /r function. Flgure

b

'.¥6 2 shows a sxgnlflcant d1fferen¢e between that curve and'.

BRI

RO

the one predicted by DEFLOW for the glven case in which two

'regfge flow occurs. The relatively large change ln the
latter is the result, despite the increase lo the critical

radius as a direct Iunction of the discharge rate - (see Equa- -~

tion“2.21 page 55), of the decrease in the radial distance,
réﬂ- r*, of the non- linear flow reglme Sﬁ?ce less hydrau--

1c head is Consuhed_by nonhlihear flow, a greater yleld can

be aehieved with the’gihen avallable drawdown. It should be

noted that: the ‘relative increase predicted by this curve for

- : ]
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T 100

FRACTURE PARAMETERS 150
2b=0.5mm k=0.2mm
TEMP.=15°C - 80

EXPLANATION
® PRODUCTION RATE PREDICTED FROM In %r,,
© PRODUCTION RATE CALCULATED BY DEFLOW | 50
A DRAWDOWN CALCULATED BY DEFLOW

IS
o
TOTAL DRAWDOWN, S,, (m)

0 2 3 a B
RADIUS OF WELLBORE ry(m)

ure 6.2 Production rate and drawdown as a func-
tion of wellbore size in a well intersect-
ing a single, horizontal fracture

me wellbore enlargement that was used by Baker (1955)

' previously cited example is about 37 percent. This

hange with size initially, but the relative change
S€S quickly past a radius of about 0.1 m. Beyond that
distance, the change in the (l/ry - 1/rs) term (refer

© Equation 6.1 on page 135) becomes very small. It
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_le from Equation 2.21 (page 55) and from the values in

2.1 (page 54) is 0.407 m.

These theoretical predictions based on the empirical
rical model could not be tested by the laboratory model
2 though that was one of the primary reasons for reaming
- wellbore of the concrete cylinder. It appears (refer
to Section 4.3.3 on page 116) that changes in the frac-
, aperture occurred between the tests with the different
- wellbores. It is not known whether this was due to dif-
ences in loading (the loading frame had to be completely
ssembled to ream the wellbore and then re-assembled to
> testing) or the result of a thin "mortar rind" (a
development during the curing of concrete) that ap-
ared to have formed on the fracture surface. In eithesr
€, this precluded an empirical observation of the effects
Wellbore size alone on the production-drawdown response
well.
The preceding analysis suggests that enlarging the
lbore diameter could be a simple, yet effective means of
Feasing the production of a well obtaining water from a
izontal fracture and provides theoretical support to the
Observations of Norris (1976) and Caswell (1984a,b).
it would be necessary only to enlarge the interval(s)

'taining the intersection of the fracture(s) with the
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-

wellbore,'it could. be more'cost-effective to conduct selec-

tiye reaming instead of drilling larger diameter wellbores.

over their -entire extent. Based on;the-results of logs

(e.g., geologic, geophySiéal acoustic televiewer; televi;

sionj, pumping tests using a downhole flowmeter or double-

packers, or injection tests, the’ indiv1dual water bearing
zones could be identified Although there are no known
cases of such reaming in hard rock ‘there is no reason that

'Vthe “under- reaming methods currently. used for casing through

overburden or for completing 1arge diameter wells in uncon—

solidated materials could not be adapted for this purpose

3

"(Lanser, 1985).

-6.,2.2 _Hydraulic propping

Another ‘method which has beem!used_to'stimulate-well;"

bores in fractured rock is hydraulic.propping‘(Williamson

EAY

lic fracturing in ‘that .in the former;‘existing fractures are:

‘widened by injection of fluid under excess pressure (rela- o

tive to normal formation pressure) with or without propping

:agents (e g., sand,. plastic beads). "The results of attempts

to. stimulate water wells by this technique have been quite

variable (Williamson, 1982) "-.,‘-

,Using the coupled deformation f,

.and Woolley; 1980). Hydraulic propping differs from hydrau-
v - . o < ' ' - :

-~

QW solution, DEFLOW was - :

psed in: both the injection and pumping mode to simulate a -
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-multi-cycle hydraulic propplng operatlon The‘followlng

properties and boundary conditions were used

-/ . O : -
Ty = O 100 m . T C kK = 0.200 mm
‘re = 100.0 m- temp. = 15°C
Ho =80 m -~ - ' . 64 = 2.5 MPa '
Hy = 250 m (inJection) ' . . Yr = 2.75 x 103 kg/m3
Hy = 5:m (pumping) : B E, = 30 GPa
2b, = 0.500 mm o u = 0.25

0,= 6.33 x 10~ 36 + 2. 5063 82

It was, also as umed in thlS sxmulatlon that 1) the fracture

- was laterally s ntinuous to rg 2) no shear or tangentlal
-displacements could- occur, and 3) all displacement in the
fracture was ”absor ed"'between cycles by ‘the adjacent rock.

—

"nThls final assumption means that the fracture would remalin
at_its new aperture and°tnat no res1dua1-stresses would
'remaln after each injectien cyCle.--Witnout is assumption,
only tne flrst cycletw;hld.te-tneoretically possible sihce,
_;during injection,'the hydraullc;aly induced stresses are In
e”equilibrlum with the;stresses resulting'from'applled leads,'

't.grayity'leads,iand the elastic strain of the_rock'matrix}
"”Tne.results, shown in Figune 6;3,'indicate'tnat a 12
percent lncrease in diSCharge rate (using the same boundany
c?ndltions for{pumplng as for the initlal,-brefpropping~
'COndition) is achieved as the result of opening the fracture
in the immediate vicinity of the wellbore on the order of 20
um. The two subsequent cycles of lngection show Subsequent.
relative increases of hbout 8. percent each for a_total net

increase ﬁrelative'to the initial discnarge rate) of about

" 30 percent. -
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2b =0.500 mm (X/Dp),=0.200 X
Ho =80m  Hy= 5m(PUMPING)
Hw= 250m(INJECTION) r

INITIAL PUMPING

|

|

|

PUMPING AFTER 3 CYCLES OF ‘
INUECTION AND PROPPING k ‘

CYCLE DISCHARGE (10°m¥s) ’ \
|

INITIAL 1.932
| 2171
2 2.338 r
o] 2.528
-
1| 1 B | T T T T 17T i 1 T T T = e | T r T T T T T T B \I
107! 109 10! 102 "

RADIAL DISTANCE (m)

gure 6.3 Potential effect of fracture propping
, in production-drawdown response

iﬁ; assumptions used in this simulation are not very
1stic, but they tend to offset one another. It is
ely that residual stresses would not exist during
{ Nt cycles, so the effectiveness of multiple cycles
obably exaggerated. However, it is also unlikely that
l!muld be no other fractures, either vertical ones

Would allow tangential displacement or adjacent hori-

’A€sS whose closure would permit a greater amount of



151

.propping in;the fraoture of_interest than uould result {rom
the elestic deformation_of the-rock matrix alone. The'anal—
ysis does”indicate; howeuer,'that'even a very~sma11 (i.e.,
on the order of few tens of microns) propping can result in.
Significant production increases.

One observation worthahoting because of its prectical
significance Is the temperature of the water that would be
_injected during_proppimg.- The colder the water the more
‘viscous it is;g and the e#cess injecttipn pressure would be
_ more concentrated'near the wellbore where it can-achieve the
best'results..'Chemical viscosity enhancers are frequently
. used in the petroleum industry- durinéb?ydrofracturing opera-
utions, but some of the chemicals used are toxic and their:
use in water wells would be highly qgestionable.~ Also,
while the preceding analysis using DEFLOW* assumed isothermal
éonditionsﬁhcold.water would result-in some cdéntraction of-
the.rock.matrix uhich could'induce further opening of the

~ fracture. . . . S
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7.0 SUMMARY o ee——
o

7.1 Findings A L IR

This Section summarizes, in'relatively concise poifit form,

the_more significant findings of th\s étudy in the area of

theoretical and épplied“fractured“rock‘hydrauiics. All of

. the initial objebtihes'éf'the study as- outlined in Sgé%ion

1.2 (pages 10 and 11) are gddreésedﬁ-

1) The aperture of the fractUre'is-the single most impor- -

tant pgramétér in fractufe.flowf In'termeof'relative

sensitivity, the effect on head loss of changes in

aperture is 30 times greater than for changes in rough;_

ness, 100 times.greater thah for changes in fracgbne

stiffdess, and 190 times greater'thag'fof.changes in
.‘I . ' S0 . .

Meluid viscosity.r - - .

2) The .effect of flow-induced decreases in fluid pressure

increasing the effective stress dnd resulting "in frac—- """

ture deformation (closure) is lessﬂlmportant fq'radiél

flow, ‘particularly in the -case of two-regime flow, than

e

in parallel flow.' This 1s Because the'greatest“changeé

o

in _stress act only.over relatively smgil,areas near thé‘

. boundary of the wellbore. .
_ _ . e
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Flow of water through fractures, as suggested by

jtherspoon et al. (1980) and Maini (1971), is usually
through an intricate assemblage of interconnected tubes
of varying cross-section separated by asperities, some
of which are in contact, rather than through a curvi-
planar channel. This was most visually demonstrated by
the laboratory model built for this study (see Figure
4.6 on page 100). Using existing flow laws, however,
the net flow geometry can be attributed to an equiva-
lent effective aperture between two rough, parallel
surfaces.

Although the true geometric properties (the aperture
:nnder similar stress levels and the roughness) of the
‘model were not measured, estimates of these parameters
were made from microphotographs of resin-impregnated
fractures in similarly cast 0.150 m diameter concrete
test cylinders. Using the flow laws of Louis (1969)
and Sato et al. (1984), calculated effective apertures
were on the order of 0.7 to 0.8 of the best estimates
of true geometric apertures (1.8-2.0 mm) for pumping
tests with an open fracture. When the fracture was
Closed by applying a net axial load, considerable an-
13°tropy developed due to the texture of the artificial
Tacture surface. Estimates of effective aperture
Under these conditions ranged from 0.8 of the best

Stimate of geometric aperture in the direction
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,rallel to the "grain'" of the roughness to 0.2 in the
rthogonal direction.

Phree possible reasons for the effective apertures
being smaller than the true geometric apertures are:
tortuosity causing the actual flow paths to be
greater, resulting in the gradients being over-
estimated,

the geometric equivalence between a smaller paral-
lel plate aperture with no contact area and a real
fracture with a considerable portion of its cross-
sectional area being contacts between asperities,
and

the constant acceleration/deceleration of the water
through a flow path of different cross-sectional
area causes more head loss than is predicted by the

parallel plate model with constant fluid velocity.

shown in Table 4.1 (pages 105-108), the calculated
effective apertures usually remained within 5 to 8
percent when the flow boundary conditions in the large
Scale laboratory model were changed.

the case of two-regime flow in open fractures, the
Same effective aperture could be used to describe head
distributions in both flow regions.

The relative discharge to a well from fractures with

different apertures under two-regime flow conditions is
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ndt'accuratefy'predicted'b9 the classical cubic law. A
g}eater portion of ‘the total head loss in the larger .

fracture occurs in the non-linear flow region. There-

. fore, for a given drawdown, its relative discharge is

9)

‘:ﬁ';

B
»

.10)

11)

on the order of 10 bercent less xhén that predicted by
e o i ’

.tbe cubic law which assumes laminar flow only.

The general graphiéal ”signat&re",_t?pical o& step-
draydown test résults_of wells completéd 1nio fraétdred
rock aqu;fers, wa§ réproducible with the mathématical
desgriptionys} two-regihe, convergent, .radial flow to a
well from horiéoﬂlai,-dgfo}hable fracturés develqpea in

this study. This indicates that the mafﬁemat@calhmodel

- (either the analdtical or numerical version) is reason-

~

';ably'determiq;stic and should be useful in evaluatling

R

" $tep-drawdown tests and potential well -stimelation

4 ) . : N
© ‘procedures. . S

{Head‘losses dueAto Qqn—lidear_fiow cdn constituté as -
much as 80 péréent of the total head losses in a well
pumping under tWo—regiﬁe conditions from a horizontal
fracture. :

The laboratory results suégest that in the case of high

“velocity radiél flbw, most of the kinetic energy of the

-~

fluid is lost when the water jets into the wellbore.



s

.

12)

1 13)
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In other words, the exit 1loss is essentially the entire .

N

vZ/2g component of head instead ¢6f the smaller value

o .
predicted by the fipdings of Murphy and Pearce (1980).

For discharge flow rates on the order of 1 tq 2 1/s,

the critical radius based on the work of Rissler (1978)

shqgld have been in- the range of 0.35 to 1.07 m. The

v .

apparen}&critieal_radii in the laboratory tests, how-

ever, wére less (usually on the ordér of two-thirds)

‘than the predicted values.

Tests of thé laboratory model with an open fracturer

.

clear;y demonstrated two- reglme flow The-fully tur-. .
-bulent, non-linear flow component/was ev1dent on head

.versus the anerse of TadgaI distance plots.. Non-

linear flow could nB} be Lnltlated with the fracture in

the closed ppsitidn.a- :'} S . ; ,

Tﬂ% mos't carrect ‘version of the pdlynohial expression

A

;fof the product!oh—drawdown respdnse of a wéll.pumping

) [} . °

ﬁrom a horizontal fracture is - Crm

\ ) ‘ “A o \

s = BQ + c<Q>Q2

-~

where c(Q) 1mplies a coeff1c1ent dependent on the dis—-

I NG

charge unxu“_lhe variapility of this term, however,

gl N

‘limits its usefulness in the appllcation to step draw-

down. test analysis. It was found that Jthe rélationshlp,

he . o
' first suggested by Rorabaugh (4951) ) . y/
) ) k o« . . -
.ly' e Sls = BQ + CQn s .
_8 - oL ' . ¢ ,‘ LY +
' O <
.-9 '- -
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where‘n is an exponent greater Lhén 2 (f;equently‘in
~the range of 2.3 to 2.6) provides gn.adequ;te interpre=
tatién of step-drawdown test results for most practical
.purposes. '

The.éhape of the specific dréwdbwn versus'dlSchaEge
plot of'data from a multi—réte pumpifig test of é well

. ’ .
in fractured rock can indicate whether the primary

*

ticat. A curve which is curvilinear and concave upward

beyond the critical discharge is stréng evidence of
non-linear fiow in a horizontal fracture. ) |
If.the égep—dfawdown fest is properly.éondﬁcted.so th;t
a well defined linéar'figw segment is appareht;:éh
eséiméte of fhe effeétive‘apérture'of the fracture can
‘be made using existing flow laws"and.assumed values for
roughneés and thé radius ofiiqfiuence. \ |
Simpienﬁeaming Qf wells obtaining water from relatlvely

-

high'yleld horizontal fractures’could he a cost-effec-

tive method of increasing their spbcific capacity. ‘The

. humerical model predigts that increases In speciflc

capaci%y on the order of 33 percéht could be'achfeved

by reaming from a réaiué of 0.102 m to 0.203 m (typical
. ) >, N - | '
standard wellbore sizes). Since only the dij?eter of

water-producing fracture(s) is(are) horizodtal or ver-

' the wellbore at the intersection with the fracture is,

N

e
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,;portant, select under-reaming at specific depths
hould be considered.

Hydraulic propping of existing fractures could be an-
other method of stimulating well production. The numer-
i@al model suggests that increases on the order of 30
percent could be achieved by propping a fracture with
original uniform aperture of 0.500 mm by only 0.025
in the immediate vicinity of the wellbore. | 1 =
should be noted that relatively improbable boundary
conditions were imposed, however, in this numerical
simulation; and that the quasi-three-dimensional,
Xisymmetric deformation code of DEFLOW is not well

suited for synthesizing the mechanical response to

hydraulic propping.
Recommendations for further study

It is believed that this study has contributed to the
 ¢1 knowledge in fractured rock hydraulics from both a
etical and a practical standpoint. It would be
able, however, for it to have directly or indirectly
ified areas for further research and to have provided
ragement for such study. A few areas for future

i€ration recommended by this investigator are:
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" Theoretical -

1)< Additional generic research to develop laws for fluid

'3)

flow in fractures, particularly for 'closed” fractures

in which a copnsiderable portion of the fracture sur-

faces are in .contact, should be conducted. Aliernative
methods to the classical friction factor versus Rey-
nolds number approach such as that used by Saﬁo ek
al. (1984) should be -pursued. |

The flow code of DEFLOW, the numerical model developed
in this 'study, should be expanded to two diﬁensions 50
thaf it can include the effects of ani§otropy.
A.two-dimensional flow. code should.be coupled with a

fully three-dimensional deformation code (as opposed to

~ the quast—three—dimensional, axisymmetric code used in

this study). The resulting model would -be able to
‘simulate tangential dispiaéemenbs albng vertical dléf
continui;ies in addition to 'the normal fracture dis-

placement and rock matrix deformation modeled by

" DEFLOW. ' It is believed that.such a model, which would

show gfeater response to flow-induced closure and

hydraulic propping, would be considerably more

-

realistic.

Practical -

\'4)

More field'investigationé similar to those conducted by
‘Norris (1976), Williamson and Woolley (1980), and Cas-

wells(1985a,b) should be cohdupted._ However, such

K;ff—\ _ : : . B ft'-
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6)
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s 4

future Investigations should attempt to be both more

«

quantitative and more deterministic by using the find;

ings of Rissler (1978) and this study.

~The polynomial expression describing the production

drawdown response of a well should be incorpbrated into

numerical models for-dewéteringaand water supply well

" field design in order to quantify fully the cumulative

effects of well losses. The”model should be capéble of:

predicting the technical and economic berefits of well

. stimulation proéedures in order to assess the potential

cosifeffectiveness of such- an operatién.

The procedure of_selective'undérareaming ghould be in-
vestiggfed'to determine whether-or not it would be a
teéhnically feasPble, cost—éfféctive methéd of.imprOQ—'
ing the'prodggzlgh-drawdoﬁn response of wells in

fractured rock.

”
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APPENDIX A

SIMILITUDE BETWEEN CIRCULAR PIPES AND FRACTURES

Flow in ¢closed conduits is usually characterized by the
relative ratio of inertial (driving) to viscous (résisting)

forces. This rati6 is expressed by the Reynolds number, Re,

, Re = vD_/v (A1) .

where

<|

= the average fluid velocity, ‘ .

a "characteristic length”
,of the dbnduit, and
|3

v = the kinematic viscosity of the fluid.

O
O
]

For flow in a circular pipe, the characteristic ledgth is .
its diameter, D, so that .
Re (pipe) = vD/v. ' ' (a2)
The principles developed for flow in pipes can be—
rélated to flow iA other non-circular conduits thrbUgh the
.concept of hydraulic radius, Ry, |
| Ry = A/p Co (A3)
where ° )
A = cross-sectional aréa of_fioﬁ, and
p = wetted perimeter (i.e., the length

of the boundary between the fluid
and the wall of the conduit). ,

¥
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For a pipe of padius r, it can be shown (Figure Al)'that

rrl
Rh-(pipe) _A _ w4 _r D _ Dy (pipe)

A
p 2 2 4 4

(A4)

In other words, the hydraulic diameter, Dy, of a pipe is

four times its hydraulic radius (not simply two times as in

-~
s

the relationship between geometric radius and. diamé&ter).

Substituting this value into Equation A2,

, . Re (pipe) = 7°4Rh/v ) (AS)

is obtained. For a fracture, idealiqed as a rectangular

' conduit (Figure A1) of infinite lateral dimension (so that-

@érag along léteral_boundaries can bhe ignored), the hydraulic

radius 1is equal tos

-

R,. (fracture) = — = " — = — (AB)

where

w = arbitrary length normal to the
".direction of flow and transverse 1
to, the aperture, and

2b’

fracture aperture.

Therefore, the analogous hydraufic diameter of the fracture

becomes .
D, (fracture) = 4R, "= 4(2b)/2 = 2(2b) P (AT)
Substituting Equation A7 into Equation A5, -~
V4R, ~ vD v2(2b) :
Re (fracture) = = = : . (A8)

v v v

. Pt
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= — = — =

figure Al Geometric similitude between circular
pipes and fractures

he same concept also is used to extend the Darcy-
ach relationship derived from experimental work on
3 to non-circular conduits. This relationship for pipes
itten as

dH 1 v2
di D 2g

(A9)

H = total head,
1l = length in direction of flow,

A = friction factor, and

(1]
Il

gravitational constant.
- the main text of the thesis, the flow-related equa-

Will be written in terms of total head instead of
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hydrau{ic head. Generalizing Equation A9 in .terms of the

hydraulic radius,

- 2 72 . :
d
i _ ‘K_lf vooo Lo (A10)
dl 4Ry 2g Dp 2g

is obtained, so that for a fracture

52
i _ , _t v*
dl 2(2b) 2¢g

" (A11)

A Moody diagram is a logarithmic plot of friétlon

factor versus Reynoldé‘number'wi;h relative roughness as the

~

hJ

parameter. For pipes, relative roughness is defined as:

"k/D = K/D, (A12)

where k is the '"equivalent sand grain roughness". For a
o \
fracture, this term becomes A

Kk _ _k

b, 2(2p)”

(A13)

and is the analdgoué pdrémeper in a‘Moody—tyée diagram for
fractures. |

It is ve}y_imﬁﬁrtAnt to mention thht the above defi-
~nitions and derivations are not universal throughout the
1ité}ature. The reader needs to give careful attentlon to
nogatior used by a particular.investigator or althor. For
. ' . #T
“example, quize (195;) uses k/2b as the relativg rbughness
barametér.in his plots, and his empirical equations had tq

be converted in order to make direct comparison to those of

1Y H . —_— .
Loutis (1969) who useé the above convention. Many people in
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fluid,mecﬁanics and hydraulics (e.g., Huitt, 1956) use the

,ﬁanning'frfction factor instead of the Darcy-Weisbach fric-

*

t}on\factor that }s adhered to in this thesis. As indicated

JAin the "Notation" section, the Darcy-¥eisbach friction fac-

. ) . ’

" tor, A, is equal .to four times the Fanning friction factor.

-, . L
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APPENDIX B

METHODS TO ESTIMATE EFFECTIVE FRACTURE APERTURE
AND ROUGHNESS FROM PRESSURE PROFILES

One of the most Iimportant features of a plot of hy-
" draulic gradient using data from a fracture flow test is
that it can EF used to estimat? effective fracture aperture
and roughness. .The method used depends on whether the data

points in the calculation are from the laminar or_ fully

turbulent region of flow.

B.1 Linear flow

-

Any measuring points which are within the linear flow

region should fall on an approximately strailght line on a AW

versus log r graph. In Equation 2.7 (page 50), it  was shown

that : S ‘
. Q r Q r o
Hy -H, = —— 1In 2«12 = (B
2rK(2b) T 2nT r, - .
where

total potential or head,

>}
I

Q = volumetric discharge rate,

hydraulic conductivity,

<
i

-3
]

_transmissivity, and v

r = radial distance.



179
y
By substituting the value of K fog lamid;r flow according to
either Lomize (1951) or Louis (1969) from Table 1.1 (page
30) and relarranging, it can be showﬁ_that
6Qvln(r2/r1)’1+w[k/(2'2b3j1'51 1/3

. 2b = (B2)
7rg(H2 - Hl)

where
v = kinematic viscosity,

1/ empfrical coefficient
(Y= 8.8 after Louis,
Y= 17 after Lomize, 1961),

4

2b fracture aperture;

k = absolute roughness, and

[

g gravitational constant:
o .
By factoring out the "non-Poiseuille” term, this can be
written as
o : ’ 6Qvln(r2/r1) 1/3
. o2b = £ . _ - (B3)
wg{ﬁé - Hl) :

Thé véﬁiable f in Equation Bé.can have fwo slightly differ-
ent, but importantly differénﬁ, interpretations.' Both Louis
(1969) -and Lomize (1951) used the traditional friction
factor-Reynolds number me}ﬁod of analyslis. Ey conducting
thelr keéts on }ractures of meésurable apérturé and absolute
roughness,-they were able to include an empirical fgqtor
(explicitly shown in Equation B2) which incorporated these
parémeters.to describe the dévfﬁtion—from regdlts pfédlétéd

theoretically by Poiseuille's law. The factor f in Equa-
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. 4
tion B3 is simply that factor taken outside the qublc root.

operand in order to simblify a quantitative'understanding of

Cits effect 'on the ideal pardllel plate relationship. Table

Bl indicates: the value of this factor for a representative

number of roughness values.

Table Bl1' Values of roughness factors for
linear flow’ :

f after - - f aftér

k/(2*2b) ~ Louis, 1969 Lomize, 1951
.033 1.017 1.033 -
. 050 1.032 1.060
.100 1.085 1.154
. 200 , 1.214 . 1.361
.300 1.347 ) 1.560
.400 1.478 C1.744
.500 1.602 1.914

Cw

Rissler (1978) states that if injection tests are con-

. ducted such that the critical head (i.e., the Injection head

at which turbulent flow commences in the fracture just at
the radius of the wéleore) can be determlned preclisely, the
aber£ure can be estimatéd to within 8 percent By'completely
neglecting the effects of roughness. Table Bl suggests that
the error would be more on the order-of 50 to 80,p¢rcént.
It should be stated, however, that‘in_either case, a-ques-

——

tionable amount of accuracy is being put on values based on

" empirically derived flow laws.

4
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Witherspoon et al. (19%9;, on the other hand, analyzed
results from tests in which they could not directly measure'
thé geometric properties of tge fracture. Re-evaluating
Iwai's‘(19765 original data, they first demonstrated the
validity of the cubi¢ exponent in.a generalized head loss
versus flow rate felatidnéhip. It should be noted that they
.wefé testing relatively sma?l fractures under axial loads
that intuitively would havé had a significant portion of
;helr totallarea in congécf. Then, by assuming the'Qalrdity
of éhe cubic law, fhey used multiple regression to de;érmine'
an "effective aperture" (assuming‘smooth péfallel walls)‘ahd
a "fracture surface characteristic factor"” that gave ghé
best fit to their-data: Values of f derived b& t;is
technique ranged from 1.04 to 1.65, obviousli within the
range based on the more deterministic approach of Louis and

Lomize. No mention was made by Witherspoon et al. (1980),
_ e

however, of what physical_relationship their f values had to
theﬁéétﬁAi.geometrlc characteristic§ of ghe fracture.

" Using the Ylow law derived by Sato et al. (1984), an
alterhﬁtive.expression for estimafing fracture aperture

under -laminar flow conditions can also be derived:

6Quln(r,/r, )1 + 2.15(25)0-206\1/3

- (B4) -

2b = . _ . .
’ - '”E(Hé - Hl) ' C e

Equation B3 with f usually assumed to bé equal to 1

(i.e., using Poiseuillé's law) 1is used the hostffrequehtly
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fqor interpreting latoratory and field gests in fractured
rock. In laboratory tests, usually on1§ two pressures are
kbown: HO at the outer boundary, rg, and Hw at the radius
of the wellbore, ry. In field applications, which rarely
invblye data fromzobgervation wells, it is normally neces-
gary to assume é value for ;4. Because of the Iogarithmic
rélétionship, however, -the solution‘is not very sensitive to
this parameter, and a ''reasonablé" value of 109 m is often
used.

AS demonstr;féd by numerous investigators (e.g., Maini,
19705 Rissler, 1978) it is extremely important, both when
'conducting pressure tests and in their intgrﬁre.atlon, to
ensure‘that the pressure valu;s useq for estlmating aperture
are taken under laminar flow Eonditions: By inadvertently
including non-linear head loss in the calculation, the
aperture will be significantly underéstimated. Compoundling
this error could be an unde-escimntion froﬁ neglecting the
effects of roughness.

In each of the above eduations‘for laminar flow'through
a f%acture,‘the right hand side contains the unknown. qure-
fare, solution for the apertufe value must be done itéra—
tively. An initial éstimate of the aperture has to bg made,
and the expression is solved for an updated estimate of 2b.

This is continued until convergence is achieved, usually

after 3 to 5 iterations.
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Programs were written in HP BASIC (for use on the HP 85
micro—compdter) to perform thé iterative calculations needed
“to solve Equations B2 and B4. Tistings of the programs,

LOUIS and SATOQ, are given at the end of thlS appendix.

B.2 Fully turbulent flow

A similar graphxcal and algebralc technlque can be used
1f any head measurlng points are within the fuldy turbulent
flow regime. Starting with the Qarcy equation (Equatlon

1.2, page 3)

d_H = 0v-= _1. v y . (BS)
dr . Ko : :
" where , .
a = coefficient of hydraulic résistance, @

hydraulic conductivity, and

v

1l

macroscopic velocity of fluid,

squaring both sides of the equation, and separating the
(dH/dr)2 term,

dH 1 2 .

—_— s —— ) . (BS)
dr ' ‘

Lis obtained. Equafion B6 is the same as Equation 1.6 (page

T 4) assuming the value of the exponent m -in the latter is 2.

¢

5

k?(dH/dr) - o o~
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Substituting a value for K from Table 1.1 (page 30) accord-

ing to either Louis (1969), Lomize (1951), or Nikuﬁadse, it

can be shown -that

g1

: (B7)
2
) K“(dH/dr)
: N
or o
B = : (B&) "
. ac®g(20) [10gld/[k/(2-20)1]]2% an
' ' (dH/dr) -~ - . dr
where
B = coefficient of hydraulic resistance, and
c,d = empféicaliéoefficienis.

By spbstituting B and 2b (fonlthe aduifer'thickness) into 

Equation 1.2 (page 4),

LW - B |11
2. 1 . 2 r .l" ’ .
[2m(2b)] 1 2 ’
0 - S

and by re-arranging, 2b can be depermfned from

o
~ Q°(r, = r,)
2b = 2 -1

16c2

where ¢ an d are defined in Table 1.1 (page 30).
Analogous to the procedure uéed for laminar flow, the
. termé containing the roughngss~re1ated.pzrameters C aﬁd‘d"

can be,factored out of-Equatioﬁ B10 'such that .

#2grLr2(H2'__Hl)[log{d/lk)(2?26>]!]2

(B9) -

1/3 . .
. (B10)

K]

\, -
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2, | \1/3
Q (r2 - rl)

(B11)
lﬁﬁzgr{fz(ﬁ2 - H)) '
Qhere f' is the roughness factor. for fully turbulent flow.
In the case of linear flow, the effects 6ffroughness are
~re;ered to'compleﬁely smooth (i.e., [k/(2 2b)] = 0) condi-
tions for which f (éee Equations B2 and B3) redqceé'simply
to 1. For fully turbulent flow, hdwever, the friction fac-
tor is dependent on relapive roughness in'all-parts.of the
flow field (Figure 1.5; pge 31). Theréfore}.the'relative
effects of roughness 6n flow .in ro@gh'frécturés (i.e., -
fk/(2~2b)J > 0.033) mqst.be referenéea to -the friction fac_

tor_far flow according .to the .law of. Nikuradse as given by

£ro= ! : - (B12)

N - S\1/3
\4[10gl3.70k/(2-20) 1] )

-

The value of f' for relative roughnesses greater than 0.033,

thus, Is givep'by

: _f" .. . .
fro= L _ (B13)
. _
where fi', the roughness factor for fully turbulent flow
according to Louis (1969) or Lomize (1951), is given by
: o
B S S . (Bl4)
1/3

(c2[1og}d/[k(2:2b)1}1%)

»
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the values of ¢ and d from Table 1.1 (page 30), the

1owing table of values of £f' can be generated.

Table B2 Values of roughness factors for
fully turbulent flow

1Pl f' after f' after

k/(2+2b) N Louis, 1969 Lomize, 1951
.033 .390 1.108 15035
. 050 .415 E e 1.034
.100 .467 1.145 1.081
. 200 .538 1.189 1.163
. 300 .94 1. 228 1.245
.400 .645 1.287 1.334
.500 .692 1.309 1.439

It is evident from Equation B9 that use of this equa-

implies a linear relationship between AH and the in-

'se of radial distance. Therefore, to determine if any of
 measuring points are in fact in the fully turbulent flow
ld and suitable for analysis by this technique, the data
first be plotted on an arithmetic plot of AH versus
Only points which fall on a reasonably straight line
uld be used for the calculation. Since 2b also appears
the right hand side of Equation B10, the solution, as
' linear flow, must be obtained iteratively. The program
IS, whose listing is included at the end of this appen-

» also includes the iterative solution for Equation B1O.
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B.3 Dimensions and units

The user of this appendix is cautioned to cheék.the
uhits of.his/hgr input beforé making ;hy éalculations. Any
setAof diménsionally consistent units is permissible, but
thé units in Tabie B3- are recommended to eliminate the
necessity for additional'conversion factors in the equa-
tions. Althoﬁgh not §pécif1ca11y stated by Sato et al.
(1984), dimensional analysis of Equation B4 indicates that~
the coefficient 2.15 must have the dimensions [L'0-206].l

Ex

-~

.Table B3 * Recommended units for calculation of aperture

Parameter " Dimension . SI Unit
R (A2 3 m3/s
r{iTo (L] ' m
Hy,Hp A E A R
_ k . [L] Y m
-  2b oLl m
_ : . 0 (L/T2] n/s2
. v (LTl . m?/s
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Listing of program LOU

REM Program to estimate 2b

REM using Louls formulae
OPTION BASE 1

DIM V(11) -

FOR I=] TO 11

READ V(I)
" NEXT I

DATA .9799,.9569:.9348:.9136

B893,.8733.8543,.8354, .818

[,.801,.7845 -

DISP "8", @ INPUT Q
-Q=Q/1000 :

DISP "R2"; @ INPUT R2

DISP "RI1"; @ INPUT Rl

DISP "H2'"; @ INPUT H2

DISP "H1"; @ INPUT Hl

DISP "LAM OR TURB"

INPUT LS :

IF LS$="L" THEN 370

K=.1 -

N=1

DISP "INITIAL GUESS FOR 2b"
INPUT B

IFBK<B THEN 240

K= :
B=QA2*(R2-R1)/(6194*(R1*R2)*
§HZ—H1)*LGT(1.9/(K/(2*B)))A2
“B=BA(1/3)*1000

DISP USING 270 ; K

IMAGE "K = ", D.DDD

DISP USING 200 ; B _
IMAGE ™B = ', D.DDD

DISP "ANOTHER ITERATION?"
INPUT Y$

2e;i§ Y$="Y? THEN 220

188

IS

330

ON N GOTO 340,640

340 N=2

350
360
370
380
390
400
410
420
430
440
450
460
470
480
- 490
500
510
520
530
540
550
560
© 570
580
590
600
610
620

630
640

K=.24
GOTO 200 .
DISP "TEMP":@ INPUT T
GOSUB 560
K=.1
N=1
DISP "INITIAL GUESS OF 2b"
INPUT B
F=138,8*(K/(2*B))Al.5 ’
B=Q* . 19475*F*LOG(R2/R1)*V1/(
H2-H1) :
B=8 (1/3)*1000
DISP

480

v

DISP usin
TMAGE DD. DDD

DISP "ANOTHER ITERATION'
INPUT -Y$

IF Y$="Y" THEN 430

ON N'GOTO 530,640

K=,24

GOTO 410 .

REM Subroutine to assign
REM value of viscosity

REM for given temperature
T2T-20 '
X=IP(T

Y=FP(T .
VI=(V(X)-Y*(V(X)-V(X+1)))*.0
00001 : )

RETURN

END |

B
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B.5 Listing of program SATO

10 REM Program to estimate 2b
20 REM using Sato formula
30 OPTION BASE 1
40 DIM V(11)
50 FOR I=1 TO 11°
60 READ V(I)
70 NEXT I
80 DATA .9799,.9569,.9348,.9136
-~ ,.893,.8733,.8543,.8343, .818
"1,.801,.7845
90 DISP "Q'", @ INPUT Q
100 DISP "R2", @ INPUT R2
11Q DISP MR1", @ INPUT Rl
120 DISP "H2", @ INPUT H2
130 DISP '"H1'", @ INPUT H1
140 DISP "TEMP'", @ INPUT T
150 GOSUB-300
160 DISP "INITIAL GUESS OF 2b"
170 INPUT B
180 B=Q/1000%.19475*LOG(R2/R1)*V
1*(1+2.15*(B/1000)A~.206)/(H2
-H1)
190 B=BA.33333333333*1000
200 DISP
210 DISP USING 220 ; B
220 IMAGE DD.DDD
"230 DISP "ANOTHER ITERATION"
-240 INPUT Y3 .
'250 IF Y¥Y$="Y" THEN 180
260 GOTO 3520h;1; :
270 .REM Sub e to assign
280 REM value of viscosity
290 REM for given temperature
300 T=T-20
310 X=IP(T)
320 YaFP(T)
330 Vi=(V(X)-Y*x(V(X))-V(X+1)))*.0
00001
‘340 RETURN
350 END
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APPENDIX C

DESCRIPTION OF NUMERICAL MODEL

A numerical model using the finite element method was
developed for this study to simulate the deformation-flow
relationship in a number of deformable, horlizontal fractures

in the vicinity of a pumping well. The program, called

DEFLOW, consists of two principal codes: ,

’. 1) an original flow code which calculates the dis-
tribution of total head and pressure head in the
fracture(s) under the assumption that thelr
apertures, initially specified and subsequently
modified by the deformation coda, are fixed at a
.given node, and

.2) a deformation code based in part on earlier work by
Noorishad et al. (1971) and Gale (1975) that, using
the fluid pressures .determined by the flow code for
boundary conditions, calculates the changes |n
aperture due to changes in.effective stress.’

The two codes ar; linked through the pressure head term.
and musthe 301v§d intefactively. A flow'chart déécriblné
the coupled, iterative method of solution is shown in Figure
2.5 (pages 78 and_79).

| The rou;ines gomprislug DEFLOW, are'suﬁmarlzed in Figure
Cl, and. a few of .the more lmpqrtant'Ope;ét1ons will be de-
‘scribed in more defall below. A brief uéer‘s guide is also
included, followed by a complete listing of the program.

IS
‘- . )

B
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[_WE_CRTO‘}——F DEFLOW GRIDGEN

(optional)
| BLOADS
DEFORM STIFFEN FLO2REG
-F-R:ACSTFj [ ROCKSTF | BANSOL [ FLoLaw |
yjutine Function(s)
BANSOL Solves both flow and stiffness matrix equations

(which have banded, symmetric coefficient matrices)
by Gaussian elimination and backward substitution.

| 0ADS Calculates point loads on fracture node pairs and
wellbore nodes due to fluid pressures.

JEFLOW Program driver. Does all reading of input and all
printing of output.

JEFORM Calculates radial and vertical displacements of all
nodes under given boundary and gravity forces.

ﬂBlAH Assigns hydraulic conductivity (derived from flow
laws of Louis, 1969) to each flow node according to
relative roughness and Reynolds number.

ZHQEREG Calculates radial distance-total head distribution

in rigid fracture under linear and non-linear flow
conditions.

FRACSTF Calculates normal and shear stiffness of fracture
node pairs.

IDGEN Optional routine when only 1 fracture. Generates
finite element grid complete with nodal coordinates,
fracture/flow node pairs, element incidences, and
boundary condition codes.

Calculates stiffness and gravity forces of axi-
symmetric rock elements (after Gale, 1975).

TIFFEN Assigns new stiffnesses to fracture node pairs as
fracture undergoes displacement.

Assigns values of kinematic viscosity and density
of water for given temperature.

Figure C1 Routines in program DEFLOW
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Q.l Finite element discretization

As described in Section 2.2.1 (page 58) and in the
following section, a simple, yet most effective way of dis-
cretizing the flow nodes is to assign them logarithmically

increasing radial distances from the wellbore radius, ry, to

thegouter boundary {o-' Then, in order to incorporate méxl—_

mum sensitivity to changes in effective stress and as an

essential part of the linking concept, it is Important to

have a direct 1-to-1 correspondence between the fléw nodes
and fracture node pairs of the deformation code:

For the case.thh one fracture, DEFLOW has a bullt-in
grid generator, subroutine GRIDGEN, which assigns nodal
-_coordinétes, fracture/fiow node pairs, element incidences,
and boundary condition codes under the above'conslderatleS.
Ah examgie of a mesh created by GRIDGEN, the one used to
.simulate the léborétory model, is shown ianigure c2.

Because dxisymmetric elements are used and.radtal_isotropy

is assumed, only one half of the cross-sectlon needs to be

-

defined.

Figure C2(A) shows the Iaboratory model and the loca-

.tion of nodes used in the numer1ca1 model at true scalei

This -discretization avoids extreme aspect ratios (the.ratio.

of length to width) in the structural elements wilthout
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o FRACTURE/FLOW NODE F NODE WITH FIXED, ZERO VERTICAL DISPLACEMENT

4 OUTER BOUNDARY NODE 32 ELEMENT NUMBER
/4 NODE NUMBER

Finite element discretization generated by GRID-
GEN for simulating laboratory model. A) Cross-
section (one half only), to scale, showing nodal
points. B) "Log-log" diagram indicating even
logarithmic spacing of fracture/flow nodes and
boundaries of triangular axisymmetric elements.
C) Schematic diagram or ''map" of grid indicating
numbering scheme for nodes and elements and
boundary conditions at various nodes.
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needing to change scale frequently in ‘the dode generating
coqé. In Figure C2(B}, the same ﬁoda} arrangement is.
depiuxed on a "log-log" scale, and the diggram also includes
the outlines of the triangular axisymmetric elements.
Finaliy, Figure C2(C) provides a schematic “"map” of the
nodeé.gnq elements (sélected“in order to minimize the band-
widgﬁ of the stiffness matrix) and the boundary conditlions
at the various nodes.

The discretizatidn assigned by GRIDGEN is based on fhe
}eiative thickness of the rock layers compared to the radial
distance to the oﬁtér boundary, q$. An exampie oflanother

grid whereAq3 is much greater than the thickness of elither

-

the top or bottom rock unit (typical of a field situatlonggw“”wwm

is shown in Figure C3. Note that heyond a'radial d{ég;qce.
greater than the thickness. of the rock lafér, the battern
changes from that of Figﬁre C2. The 3-triangle gTouptngs'
.(eleﬁents b-c-d énd j-k-1) are examples of the "tri-
clusfersﬁ referred to in suﬁroutine'GRIDGEN.
| 'Figurg C4 shows the discretization used'for.a,pfoblem

with 3 fractures. Although this grid was hand-generated, It

: )
follows the same general scheme used by GRIDGEN.
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C3

Finite element discretization generated by GRID-
GEN for simulating hypothetical field problem
with 1 fracture. A) "Log-log" diagram (one half
only) showing boundaries of triangular axisym-
metric elements. Note change in pattern beyond
radial distance greater than thickness of rock
layer. B) Schematic diagram or '"map" of grid
(see Figure C2 for comparison). Reference nodes
(lower case letters) and elements (Roman numer-
als) are shown.
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O.lm 100.0m

2m

Finite element discretization (manually gener-—
ated) for simulating hypothetical field problem
with 3 fractures. "Log-log'" diagram (one half
only) shows dimensions of the 4 rock units.
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C.2 Description of flow code

The flow code, comprisiqg the rgutines DEFLOW, ViSCRHO,
) FLOZREG,'FLOLAW, and BANSOL,_simulates steady—stafe, two-
"regime (i.e., both linear and non-linear), radial flow to a
well through a rough,lrigid; horizontal fracturelof non-
uniform aperture (uniformity simply befqg a épecial case.) .
6In this code, the rock matrix is assumed .to be impermeable,
so that all floﬁ ﬁﬁd; consequently, all %quifé; head loss,
is through the ffagture(s) alone. Usiog the\fldwffield_'
boundaries shown in Table 2.1° (page 54) and.Figure 1.6 (p;ge
32), subroutineiELOLAw assigns to each pode:an_appropriate
value of hydraulic conductivity derived from the'fracture'
flow laws of Louis (1969); The ménner in which thé Reynolds
numbers are estimated is described in a later partfof this
sectLon; |
The Galerkin formulation of the {Qo—regime, radlal flow
equation was described briefly in Section 2.2.3 (page 61).
Thg two 1ihear bgsis'functions used for each 2—noae flow
felementgére

' W, =1 - r'/h : (C1)

and

w, = r'/L (c2)
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whére

&
€

N
|

= basis functions,
r' =1n (r/ri),

'ln'(ré/ri);

[
I

r =-radial coordinate of goint
along element, and '

ry,ro = coordinates 6f nodes..
It should be ‘noted that since,thernodes'are spaced at loga-
rithmicglly,inc;easidg radial‘distanceé, L will be the same:

. for all elements. Differenﬁiating:Equatith'Cl and C2 with

- respect. to r',
.‘r‘. '
N : _—= = - . (C3)
o dr' "L -
ard
' -  da, v L C s _
: o . 2 1 (ca) -
\"ﬁmﬁ%  dr* - L Y . .

are obtained. Sin;é there are two ﬁoaés'jﬁ‘iaéh eL§ment, :
there are fbhh coﬁbinatidné.or"permutaﬁfops ofithe

' ' . . ) e
differenti2l tgrms inside the integrals showh;Lh Equa:toﬁ.*'
2.39 (page 63). _For.tbe fif§t elemen't (ners‘l_énd 2).apq,¢

with i = 1 and j = 1,

Fa T - R
dw, dw, ._
fj-lz__l_ldrv=fq\ __-1_1dr-=/q~ L
J 7T dr' drt 1,2 L L 1,2 L2
r' . q ] )

1 , Tt 1
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1 2 1 Tl 2
B T — r' =T = A 2 {E5)
1’2 2 1’2 2 L
L ri L
Tl + T2
T = 2 e 3
B i =
milar derivation for i = 1 and j = 2 yields
dwl dm2 Tl =
T1 5 ar' = = : 9 (ce6)
2 gr' d4ar° L

obtaining the other two terms by symmetry, it can be
- that the total contribution from the first element to

ntegrals in Equation 2.39 (page 63) is

= . (T

lobal matrix for the entire region R is assembled ele-
by element, partitioning off any contributions from a
with a fixed head value. For the case in which a first
doundary condition (i.e., head) is specified at the

- the global matrix for N nodes becomes



-+ 200

NODE — N 1 2 3 N~1
/.' " ' . - 1
: 1
N RS E 0 0 “TN-1,N
I
. . - } -
1 k 0 T, 0 T, 0 0 >
_____________ b e e e e
o o o . . |
2 {- 0o -T 'T o+ -T -T (
: 1,2 :Tl,z + T2’3 T2,3 . 0 .. (C8),
S |
. I - - -
3 0 0 -
T, -T2t T 0
i . ‘.
{ .
} .
- I —
N1 T ] 0 O Tyag,n1”
! o ‘E‘
|‘ N"l,N J e

'Thé'paftitioning-atso must be done_to the other two. terms of
~ the flow equation (Equation 2.41,‘page_63), and the parti-

tioned version of the flowiequation.dan be written as

ch 4'ch Hc Qc | : o 4
____%____ -} = {-=) e - (Cc9)
Tee } Tee | [Me ) | '
- 1 : . )

.where the Subscripts f and c refer to.free and constrained,-
respectively; Writing Equation C9 as-two Separdte matrix
. equations

(Tee H{Hh + ITeed el = {Qg) - (c10)

qnd'

T I [Tff]{Hf}:ﬁ ECY . '(Cxl)
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‘are obtained. " In order to obtain the unknown head values,

it is necessary only to solve the second equation, which can

S

be re;wrltten as

-clf

In the Galerkin formulation of the floﬁ_equation used

in Section 2.2.3 (page 61), the operation of intégration_by"'

-parts produces the natural boundary condition

dH r' S .
Tw. — ] ° : (C13)
1 ' . - . : . .

dr r -
W

{

Recgghlzfng, by refergnce to Equation 2.25 (page 59), that .

-

dH ' - :
T—-—-—- = Q y oot . - . (014)
drl . . . . . " , .

Equation C13 can be re-written as

To
.Qwi]"

r v
w

Since the volumetric flux cancels out at all internal nodes

(node numbers -2 through_N—}),:Equa;ionvCIS reduces to
“Q(wo - ww? S : o (C186)
From Equations C1 and C2 (page 197), it is obvious that the

basic functions are equal to L at the end points, so this

(C15) -
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further simplifies to -

Q, ~ Q (C17)
or, by dropping the subscripts and writing as an array,

-Q
0

(C18)
0
Q

For a first type boundary condition, the right hand

side of Equation C12 becomes

- i =1 '
0y - 0 T2 -
' . 1 . 0 H
5 GRUR I . N (C19)
' . L | 0 : H :
. |

L—TN.—I s N 0 _
which by substituting Ho and Hy for Hy und Hy, respectively,

can be simplified further to

1 0 - o

- - : . S (CZO}

o : | .
L-Tho1,n B -
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or

) le2 Hw .
1 0 , . ’
- : . (€21)
Y L' O
TN—l,N Ho

From Equation C8 (page 200), it is readiiy apbarent that
the transmissivity matrix is a symmefric; tridiag&nal
matrix,~:Routine FLO2REG minimizes éombutér storage by
assigning the values to a rectangular matrix with 2 columns
(ihe third column is reproduced.frbm'symmétrf during solﬁ;‘
fion). The resulting: métrix equation, which is-solvgd'by
BANSOL, is

[Tff]{Hf} - {Tfé-Hcg . (C22)
where.tﬁe dimensions are

- [Tee) = [(N-2) x 2]

)

| {ch.uc}~=_l(n—2) x 1)

[(N-2) x.1]

1f a second type boundary condition (i.e., discharge
rate) is specified at the well, the number of rows in all of
the matrices/arrays'willibe increased by 1 and the righs

" hand side of Equation C12 (page 201) becomes
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-Q 0
0 1 .’ _
, - o N = | (€C23)
0 “TNe1, N
|9
or .

v, . _Q

) 0
(C24)

0

TN_l’N HN/L

The first equation of the matrix equation, Equation. Cll,

can be used to calculate the discharge of the well when a
. . ) 4 I

first  type boundary condition is specified at the well. Re-

ferring to Equation C8 (page 200), it can be writtean in the

form
1| T, 0 |(n 1] o .0 -T, H Q _
2| N-L,N F N{ . ) N-1,N 2 { . }°N (c25) -
L 0 Tl 2 Hl L _TI,Z 0. ..0 Hyo Q1
or . .
T, H “Ty oy ne Hy Q Q
N LU S BT e A T e (c26)
L T Hl -Tl’z H2 Q, -Q

Since the unknown to be calculated is Q,, only the second

equation is used, froﬁ which

. ' ’ H, - H |
T _=Q . (C27)
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This result, which .is simply another form of the Thiem
equation, should not be unexpected.

Fluid velocities at each flow node need to 'be deter-

. : : )

- mined for two reasons: 1) to estimate velocity heads, and

2) in order to be able to calculate Reynolds numbers for

selecting appropriate flow laws. For a problem with a

second type boundary condition, the velocity at each node

can ‘be determined simply from the continuity equation

. Q . Q :
vV, = — = —-— ‘ (C28)
A .eri(Zbi) :

When head is specified at the well and the discharge rate is
unknown, a generalized form of Equation C27, together with
the continuity equation, can be used. -Although the net flux

(inflow less outflow) is 0 at any internal node, the rela-

~

tionship still holds for defining the discharge within an

.internal element by

C2Ty (B - Hy )
v = ' .o (C29)

e _
. ‘ - 7r(ri + ri+1)(2bi + 2b1+1)L

The fluid velocity at each node Then can be estimated. by
averaging the velocity in phe.two adjaceht elements.

In'the process of ”ljﬁéarizing" the non-linear fiow
laws (Séction'2.2.2, pageu59), transmissivity terms con-
'téining the‘gr#dient 6t "the unknowd'value of head were

obtained.
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Therefore, %-solution to thé flow equation can be achleved
only through iteration in which an approximate solution,
derived from transmissivity values incorporatipg head values
frém the previous iferatioq, is'continually revised until
.convergencé:is obtained utilizing a user-specified relative
é}ror value.
A standard iteration scheme (Horanbeck, 1975) is.used by

FLO2REG in which the solution of the head array is Acceler—

ated by

{H k*i]= [H}E T AR T IR (C30)
where S |
k
6

iteration number, and

‘relaxation -factor.

By re-arranging Equation C30 so that

—

()41 < gm0 6 imyk, ©o(c31)
the flow equatlion can be re—written.gs
(T1cotu)** + (1 —6)HP* = Jo (c32)
or )
. ) ' Kk -
(T1{E Y < jQl/e + 1TI(1 - 1/6)1H] (C33)
whi?y is the actual form solved by BANSOL. After each iter-
ation, a check for convergence is made. If the convergence

criterion 1is not mef, new velopities, gradients (used-in the

non-linear transmissivity terms), and Reynolds numbers are
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calcula_.téd and revised values of transmissivity are as‘sigﬁ-
ed. The transmissivity matrix and revised'flux arfay.are:-'
re-assembled and the equation is soIved_égéin. For most
problems run during this study, convergénce to_a'relative
erroﬁ of i% éould be'achieved within 3 to 7 iferations:using-
a relaxation fadtér of-i."There was né evidenée'suggésqing'
solutions could be achieved significantly more qqiékiy.b&
using a relaxation factor other than 1. )

Additiohal details concerning the flow_oodé.canfbe
found in the various comments.iﬂcihdéd.in'the’listihg of

‘routines DEFLOW, FLO2REG, and FLOLAW.
C.3. Description of deformation code

The deformation code,.comprised'of the routines DEFLOW,
BLCADS, DEFORﬁ: FRACSTF, ROCKSTF, BANSOL, and S'I_‘IFF‘EN,b
simulates displacement within fhe drscontihuoﬁs féck mass
resulting from changes in effective stress lo the frac--
ture(s) and wellbore due to.fl&w-induéed decreasés'in fluid"
pressure. @lfhougﬁ:the axisymmetric rock'eieménfs are-
'geometrically much more'complex (Equafions é.éé'to 2.46 on
pageé 67“aﬁd 68) than.the flow elements and rgquire consi-
"derable ﬁumerical development (roﬁtine ROCKSTF) and, despite

the additional “bookkeeping" (routiﬁe DEFORM) demanded by
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'fhe two degrees of frecdom (both with respgcf to displace-
mehts and boupdary conditiqns) of the structural "nodes, the
actual operation of the deformation code is simpler than '
thatgof the flow code.

l»As described in Section 2.3 (page 64), the rock matrix
is modeled assuming'a.eonstant Young's modulus and'boisson's
ratio. Thus,.foi.a given broblem; the contributions to.
>pstiffnéss_from the rock elements do not change and need 'to
be.calculatéd'only once. The behavior of the fractufe
élemédts, howevgf, is stregs—dependent; and their stiffness-

'-eé_must be determihed'ytegitivgly; following a user-defined

,Eppsti}utive felétiOnShip,(Eduation 2.50, p&ge 70). During
each ;teration,.the.stiffneSs contr;buflohs of the fracture
node pairs are added to the rock stiffnesé‘sub-matfix.@o
‘férm the total stiffness matrix. Uhdér'fhe'given boundarf
Tcoqdiﬁions, which include the fiuid preésunes,cachlaEeg in.
the flow éode,'the stiffﬂéss équatton (Equation 2.52, page
71) is solved for the radial and vef?idﬁl displacements of
each node.- | | | |

The dlsplacementslof primary ihgéreét-a;e the veft;cal
displacements of the fracture nodes. Nét nofmal disbiadgg
mept'br'élosure.of'the fbactdre isjéaicﬁlated from the
relative Vérticaifdiéplacement of 1he'two nodes'compfising’
eaéh.fiaéﬁﬁfe node pair. If any Valﬁe differs from'fhapqu.

the'prévious iteration by a.userldeflned'relative amount,

Cwr
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mal stress according to the fracture's constituative
ationship is calculated from Equation 2.50 (page 70).

a new value for normal stiffness is assigned from

Sn = Oh/Sn - (C34)

ferring to Figure 2.2 (page 71) this is the slope of the
ant to the curve between the origin and the given (§p,,
) point on the constitutive curve. It was found that the
lution could be achieved in fewer iterations using a re-

ation factor, such that

i-1
2

St = 0.5(S; + S (C35)
re 1 is an iteration counter.

In this code, the shear stiffness, which is of second-
importance, is simply given a value equal to a user-
fined percentage of the normal stiffness. The revised
iffness values are then added to the rock stiffness sub-
trix and the stiffness equation is solved once again.

As is done with the flow equation, the stiffness

1ation also is partitioned into

(Cc36)

Scc Scf Dct )Fc
Fe

S S

5 o =

i . 4

' the second equation
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'rightmost node in Figure 2.3, page 73) was flxed (i.é., D, =

.the incidences of any two nodes comprisi
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:’ rsfflgofg = {Fe} - IS, LfD] (€37)

v =

is used to solve for the unknoﬁn displacements. However, 1in
this code all of‘phe fixed structural nodes have 0 displace-

ments, (i.e., D, = 0), so Equation C37 reduces simply to

[S;e14Dg] = {F} : ’ (C38)

As shown in Figure 2.3 (page 73), the bottom structural

nodes have been assigned D, = 0 bpundary conditions. .This
does not depict a normalvsitﬁation. During development of
the deformation code, other bdundar;,conditions had been
tested. It is impossible,‘because of computer round-off, to

derive more realistic, statically determinate resultant (to

‘applied and gravity loads) forces fob ihe bottom nodes. The .

slightest imbalances in the vertical forces causes the model
to "accelerate" which results in pompléfé:numerical tnsta-
bility. A hybrid method that was suggested by Booton (1984)

was tried in which the lower, outermost node (the lower,

A

E-] -
0) and the approximate resultant forces were assigned to the

other bo.‘pm nodes. The.response of the fractures to thls

scheme differéd negligibly from that when =zero displacément

boundary conditions were uééd,-éo only the latter bouhSary

conditions have been incorporated into the code.
The stiffness matrix is symmetric and banded with a

half bandwidth equal to twice the maximum difference between
s -
ng any element

-~

&
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(eitﬁérQrock or fracture). The nuﬁbering'éygtem used ﬁor
the nodes and 'elements in the finite element érid (Séétibh"i
cH) was sqleétéd in an attempt to keep the bandwid;h to a
minimum. Routine DEFORM gs%empies half the stiffness ﬁatnig

as a rectabgular matrix with the resulting dimensions of the

. . , Y
matrix and arrays in Equation C38 being . . ”IB
B ) , . :
[Sggl== [(2 x N-NF) x BW]
{Dg} = [(2 x N-NF) x 1]
{Fe} = [(2 x N-NF) x1]
o | | :

where -
. ‘9 ; »

N = number of structurai nodes,‘

NF number of fixéd displacement

nodes, and

al

BW = bandwidth.

- The stiffneég eﬁ&;tion is solved by BANSOL which repro&uces
the pthef half of the étiffness m;trix during.the‘solution
process. | '

Additgonal ﬁetails.concérnrng the deformation code are
‘contained within comments ﬁi'tbéwQaiious routines (sée
program l%sting).

-

' C.4 Determination of normal stress versus displacement
relationship for a fracture :

r

From laboratory data of normal stress .versus displace-

ment, a quantitative description 6f the constitutive rela-
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tionship fér a fracture_(Figure 2.2, page 71) can be deter-
: mined‘by nqh—lineaf fegression.- In this study, a relation-
ship in fhe.géngral'fdfm given in Eqdation-2.50 (page 70)
has been p;esupposéd. Oné-advantage of this form over ;he

hyperbolic function” of Bandis et al. (1983) is that it is

" able }o.”emphasize”,the linear. relationship frequently_

observed at -relatively -low stress.

Appiyigg the concept of 1eas;lsqudﬁes-to-Equation 2.50,;
the error term to be minimizeg'is

T oeF - [p- (58 +58M% 0 L . (c39)

Pifst, by taking theederivative of, Equation €39 with respect

to Sll
oo g6 ol g- (S8 + S.6™M(-8) =0 (C40) -
. _ 1 2. Sa
| ds,. - . '
RS TR '
. ‘. . . . . ) » ; '4.
or o -] oL

o= s-laz‘ +_S'26"+1 (Cc41)

is obtained. Summing all data pofpts} Equation C41 can be
writtén,as -

-

" Xob= SIZd? ¥_32£3“f1_‘ . - (ca2),

Likewise, by differentiating Equation C39 with rgspect to Sg
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9% L 2l g- (5,6 + 5,6M1(=6") = 0 (ca3)

_ .o- '
// o6" = sla‘”l + 3262“ ) (C44)

-

or

By again eumming all points,.Equation C44 can be re—written

as

n n+1 . o220 : . o
= " : ' C .
- Zad 5,26 +'82£5_ . . (C45) -
EquationS'C42 and C454then can be solved simultaneously-toe
.determine the values of Si1, Sg9, and n. ,The equation to be’

.

solved, written in matrix form, is

n

(ca6) .

.

2 5m 262“ 2 553“ |

A computer prdgram, FRACLAW (for whlch a 115&1ng also
ie included at the end of the appendlx) has been wr1tten'to
solve Equation C46. The eolution 1nVo1ves iteration wath
the ‘value of n belng varled unbxl a bhest fit is achxeved

l_é-, The reader mlght have noted the,. mathematical 51milar1ty '

’

between Equations 2.50 (page 70) and 1.13 (page 9) In fact,
FRACLAW is a modification 'of the program FASTEP (Labadle and
Helweg,. 1975) for solvxng the latter equatxon. FRAQLAW is
very. brief,eself explanatory, and no user's gu;de-iszneoes~:

.sary for it.
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: CfS User's guide for DEFLCW

The foLlowxng prov1des add1t10nal information for- using’

the program DEFLOW The program ltself is highly annotated

‘with comments,:wh;ch together with the flow.chart'(Figuré

'2.5, pages 78;7§)'and routine descriptions'(Figure cLr)

should-allow the 1ntefested'usep to follow 'its-execution.
A cémplete_list of the variables used in the program ‘is
included'as'a-heaﬂér to the program*liéting; A few of tha

variable ‘names differ by neées§itf‘frdm'thoée used in the .

. text of the thesis, and the user is alerted to- following the’

‘notation .used in the header. _ ENE

-

.C.5.1 .Operating environment .
- ' '

The version if DEFLOW 1lsted in Section C.é‘is WFltten.

fxn VAX 11 FORTRAN (an extension of FORTRAN 77) capable of

runnlng on- the VAX/VMS system at Memorial University as of

——

March 1984- ‘It contains the INCLUDE’ stdtement whlch might

not be acceptable to_some other FORTRAN compilerb Should’

that‘problem be encduﬂ?%red those statements slmply Can be

'replaced by the actual COMMON and PARAMETER stateqents

(see: Section C. 5 2) which they reprebent. 3If-thls_Ls.'

neqessary,;the PARAM;OOM_must be the first statement; the

Btder of the others does not matter.
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execution of ‘the program.
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This verSLOn'also is set.up‘specifically tO'run"

.1nteract1vely from remote term1na1 ‘on the VAX/VMS operating ‘
system. To convert to a batch entry ver51on, 1t w111 be

‘necessary to delete the OPEN statements which a551gn loglcal'

units for READ'(Z) and WRITE (3) statements and to replace
them with.external SYS$INPUT and SYSSOUTPUT assignments or

their equivalents. Terminal READ (5) statements and WRITE

_(8) statements also will have to be de-activated.

- DEFLOW also contains the run-time CPU timer facility of

.the VAX/VMS'system which might.not be operational on-other

0

Systems It can be deleted w1thout any effect on” the

All potentially problematic statements are flagged with

"a "$" in Column 73 of the listing.

C.5.2 External files | )

The following PARAMETER'statement-and'labelleo.éOMMON“'

blocks'are files mhich.must be'maintained on the same diSk'

as the program and be accessibIe to it by means of thei

INCLUDE statement. This arrangement avoids unnecessary_ ¥
.jrepetition of the blocks at the beginning of each routine

'The PARAMETER statement is particularly useful. ~In order.to

change the variable dimensions of the various arrays for the -

.N =~y Deeds of a particular problem, it is only necessary.to
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re-dimension the PARAMETER statement file, PARAM.COM. How-.
ever, the'program must be re-cdmpiled and re-linked whenever
the dimensions in PARAM.COM are changed.

The following is a listing of PARAM.COM:

C VARIABLE DIMEVSIONS OF ARRAYS IN COMMON BLOCKS;
C IBWD = HALF-BANDWIDTH OF STIFFNESS MATRIX
C MAXDFITD = MAXIMUM NUMBER OF DEFORMATION-FLOW
C ITERATIONS ALLOWED
- C NFED = NUMBER OF FLOW ELEMENTS PER FRACTURh
. C ' (ALWAYS EQUAL TO NFND-1) '
C NFND = NUMBER OF FLOW NODE PAIRS PER FRACTURF
. C. NFNTD = TOTAL NUMBER OF FLOW NODE PAIRS
C (NFRACD x NFND)
" C- NFRACD = NUMBER OF FRACTURES
C NRXD = NUMBER OF ROCK LAYERS
C NRX2D = 2 x NUMBER OF ROCK LAYERS
C "'NSED = NUMBER. OF STRUCTURAL ELEMENTS
.C NSND = NUMBER OF STRUCTURAL NODES"
C NSN2D = 2 x NUMBER OF STRUCTURAL NODES
Cc NWBBND = NUMBER OF WELI.BORE BOUNDARY NODES
PARAMETER ( IBWD = 10,
h’ ® MAXDFITD = 12,
. * NFED = 4, .
.ox NFND = 5, Note: These numbers
¢ * NFNTD = 5, - are an example
CK NFRACD = 1, only.
* NRXD = 2,
* NRX2D = 4,
o S ' . ¥SED = 16,
* : : NSND = 20,
* NSN2D = 40,
* NTBND = 2,
* = 10)

NWBBND

»

AIt is recommended that any new problem first be run without

.activating the flow or deformation codes {instructions given
Q : )

below) in order to get the correct value for the half-band-

.width. Then the arrays can be properly dimensioned before

1

’actual program executlon
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The labelled COMMON blocks which also must be accessi-

to the program include:

BOTH .COM

ARACTER*20 FILEOUT

JARACTER*60 TITLE

MMON /BOTH/ EPSILON, FILEOUT, FPROP(NFRACD,9),
i IFPAIR(NFRACD,NFND, 2) ,NDFIT,NFRAC,
RPROP(NRXD,4) ,RR(NFND) ,TITLE(2)

CONSTS .COM

MON /CONSTS/ G,PI,RHO,RHOG,TEMP,VISC

DEFORM.COM

MMON /DEFORM/ D(NRXD,4,4),DELTA,DISP(NSN2D),DISPI(NSN2D),
FE(6),IBWS, ICODE(NSND),IFE, INC(NSED,4),
IOBN(NRX2D) , ITBN(NTBND) , INBBN(NWBBND) ,
KN(NFNTD) ,KS(NFNTD) ,LC(NSN2D) ,LMS,NE, NFNT,
NOBN, NP, NPERT (MAXDFITD) ,NRX,NSE,NSN,NSN2,
NTBN, NTWBBN, NWBBN (NRXD) , OBLOAD (NRX2D) ,

SE(6,6) ,TBLOAD(NTBND) , TOPRESS
KN, KS

DIMENS .COM

MMON /DIMENS/ R(NSND),RO,RW,Z(NSND)

FLAGS .COM

JGICAL FLAG1,FLAG2,FLAG3,FLAG4,FLAG5,FLAG6,FLAG7,FLAGS,
FLAG9

)MMON /FLAGS/ FLAG1,FLAG2,FLAG3,FLAG4,FLAG5,FLAG6,FLAG7,
FLAGS, FLAGO

FLOW.COM

MMON /FLOW/  CL(NFND,EL,IBCWELL,LAW(NFND),MAXFIT,N1,NF,

NFE,NFN,NFIT,Q,RE(NFND)RELAXF, ROUGH(NFND) ,
TRANS (NFND) , TWOB(NFND) , TWOBI (NFRACD, NFND) ,
VEL (NFND)
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HEAD. COM
COMMON /HEAD/  HO,HW(NFRACD),PHEAD(NFRACD,NFND),
x . PHEADI (NFRACD,NFND) , SEL, SWB(NFRACD) ,
x THEAD(NFND), VHEAD(NFND) , VHEADWB( NFRACD) ,
» " ZHEAD(NFRACD) - .
| . MATEQN . COM

C&MMON /MATEQN/ A(NSN2D, IBWD),B(NSN2D),IBW,LM

C.5.3 Input files

-The input files are organized by CHARACTER control
“words which either 1) indicate fhe type of;lnput data to
folléw or 2) are commands for direcling program execution,
The wordg and their uses are: -

Data organizers:

GENERAL = title and general set-up parameters
ROCK = rock properties '
FRACS = fracture properties
WATER = temperature of water
NODES = nodal coordinates and ‘boundary condition
codés
FLOPAIRS = nodes comprising fracture/flow pairs
- BCS = boundary conditions for flow and deformation
) codes
ELEMENTS = nodal incidences of elements and material
types

Commands:

activate routine GRIDGEN

GENGRID =
PRINT = print input. data and related calculated
values
GOFLOW = activate flow code only
GODRILL = activate deformation code only (1.e., deter-

mine displacements due to drllling of
wellbore) .
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GOBOTH = initiate coupled solutlon us1ng both flow and
deformation codes
END = terminate program (only necessary if none of
the codes are activated as in the case of
wanting only to determine the half-band-
width).
Table-Cl is an example of an input file for a problem
in which there is 6nly one fracture and the optional grid
X . -
generator |is éoing to be used. The reader is referred to
the program listing for the exact parameters following each
data ofganizer control word and the required formats. All
input (READ) statements are flagged with an "I" in Column
 73. In this particular example, it has been assumed that
the initial fracture apertures are variable. Therefore the
fracture aperture is set equal to zero in the first line of
the block of data and the individudl_qodal'dpertures are
input beginning with the thxrd 11ne
If there is only one fracture),. the boundary coundition
at the well,.IBCWELL, can be eitbeb 1 (firgf type dr Hw
specifled) or 2 (second type or Q specif1ed) . If there is

e

more than one fracture, only a fxrst type boundary condltxon,
can be assigned. | - e ;

The routine GRIbCBN.can be used only if the%e-is one’
fracture. It aséigns nédai,éobrdinafes, flow node pairs;:

element jncidehcés and-material typés, and .boundary condi~

tion codes. Note in Table‘CI that it ié not necessdry

o
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Table C1 Example of input file for DEFLOW with one
fracture and GRIDGEN used - .

GENERAT "

- SIMULATION OF LABORATORY MODEL, TESTZ2
SEPTEMBER 7, 1984

115
2
0.032 ©  0.002 0.750- _ .
.10 10 10 1.00 0.01 v
ROCK Do .
1.48 2.20E+03 33.4 0.10
1.54 2.20£+03 33.4 . 0.10
FRACS ‘
. 0.000 5.0 - 0.240 100.0 |
6.336-03 ,2.50E+00 3.82 0.50 -
©1.38 1.39 1.39  1.40 1.40
1.41 - 1.42 . 1.44 . 1.45 1.46
1.47- . 1.49 1.50 1.52 1.55
WATER . ' :
25.6
GENGRID
BCS . .
| _ 2 1.528E-03  13.684
.. 0 . .184 . T o - -
, PRINT k : | -
GOBOTH - | -

i

- to inpq& NSNrand NSE ahd that only IBCOB and TOPRESS need to
be' read in as deform;tion-bdundary conditions if GRIDGEN is .
used. If there is Tore than one fracture or fér somé féasan
the usér wishes to Jge another discretization scﬁgme, all
‘boundary conditions and coobd;na;es‘mgét be gﬁferedlindivi-
-dually. The nodal -boundaTy qonditién codeé ére given under

- e

ICODE in the header to the program.
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Table C2 is an example Qith three ‘fractures .for wﬁicn
. GRIDGEN cannot be used and all of the nodal énd elément'ih~
formation must be input. As with most finite element codes,
ﬁodal inqidences of strucfural elements'must be. input in a
._céunter—clockwise direction.starting_witﬁ”thellsygst;numf -
bered ndde in each element. The material type huszwalsp.be .
v

designated for each structural element:

C.5.4 ‘Example of output

Table C3 is an example dé output from DEFLOW .for.a
coupled solution (rﬁq under the command GOBOTH) with 5
fractures. .Prihtout of-ail'gﬂ the input data and related
éaléulated value§ caﬂ be.sup}é§Sed simply be eiiminating the

confrol word PRINT in the input file. This may be desirable

after the initial runf%%'a multi-run problem.
. . \ - -
C.5.5 Additional notes on execution

N ]

The flow and,stiffness'eduations solved by DEFLOW have
SR : ¥ . : .

- the general matrix form ,
~ © o [Alfx) = {B] . Lo (cam)
In the flow code} the .matrix and arrays énd their'dimensions

4

are
g
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A(LM,2) = transmlssiv1ty matrlx containing
. hydraulic and geometric. propertles.
of the fracture(s),
B(LM) = volumetfic flux array,'
X(LM) =

total head array,-

-and for the deformation code

]

A(LM, IBWS)

and geometric properties of the rock
layers and the fracture(s), '

B(LM)

= force ray,
X(LM)T: displacemeét array
. whgre -
IBWS = half- bandW1dth of the btxffness'

matrlx, and

B

LM = length of matrices and arrays.

In both cases, routine BANSOL puts'the solutidq,vafues rep-

resented by {X} into {8}, which is re-usable, and returns

them in the latter array in routines FLO2REG and DEFORM.

Thexvélués Qf {B} are then re;ssigned'to {THEAD} dda;thSP},
regpectively.
DEFLOW_uses the following sign convéntgon:
| +.r radially outward (for alk);

+ 2z downward for forces and
displacements, and

. +. z upward for coordinates.

The coordinate system is established with the (O O) datum

stiffness matrix'containing mechanical

being the centerliue of the wellbore at the ‘base of the -

. A.
lowermost rock layer. The datum for elevation heads (t.e.

~where ZHEAD = 0) is. the lowermost.fracture.
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aple C2 Example of input file for DEFLOW with three
i fractures

“WITH 3 FRACTURES AND 4 ROCK LAYERS

°y

ST 17, 1984
15
4 140 132
0.100 0.003 100.00
0o 15 15 1.00 0.02
1.000 2.64E+03 25.0 0.25
3.000 2.64E+03 25.0 0.25
2.000 2.64E+03 25.0 0.25
1.000 2.64E+03 25.0 0.25
0.700 30.0 0.150 100.00
)7E-02 2.94E+04 7.75 0.50
0.500 30.0 0.150 100.00
07E-02 2.94E+04 7.75 0.50
10.300 30.0 0.150 100.00
07E-02 2.94E+04 7.75 0.50
0 0.100 1.000
0 0.100 1.000
0 0.100 4.000
0 0.100 4.000
0 0.100 6.000
0 0.100 6.000
-2 0.100 0.935
-1 0.164 1.000
-1 0.164 1.000
-2 0.100 1.065
-2 0.100 3.935
0  100.000 1.000
0 100.000 4.000
0 100.000 4.000
0 100.000 6.000
0 100.000 6.000
< 0 100.000 7.000
1 2
8 9
g 21
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Table C2 Example of input file for DEFLOW
with three fractures (Continued)

4 32 33 :
5 44 45 .S\'
6 56 57
7 70 7t
8 78 79
9 .8 87
. 10 “94 95 :
2 Y 11 102 103
12 110 111 - --
13 118 119
14 126 127 | _ '
15 134 135 VR L
1 3 4 : ' ' : "
2 12 13 ?
3 24 25 ~
4 36 37
5 48 49
6 '60 61
7 72 73 ¢
8 80 8l
9 88, 89 )
10 96 97
11 104 105
12 112 113 ‘
13 120 121 o
14 128 129
15 136" 137
) 1 5 6 8
2 16 17
3 28 29
a 40 41
5 52 . 53
6 63 64 ]
7 78 75
8 82 83
.9 90 91 N
10 98 99
11 106 107 »
12 114 115 & 5
13 122 123 e
14 130 131 -
- 15 138 139 N i
BCS - >
1 10.0 60.0
6 55 43 31 19 7 .1
133 134 | e

4
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Table C2 Example of input file for DEFLOW
with three fractures (Continued)

B 10 22 34 46 58 67 59 47 35 25 4l

136
4 14 26 38 50 62 51 39 27 15 -
138
6 18 30 42 54 65
140
65 68 76 84 92 100 108 116 124 132 140
0.8
1 7 8 1
7 19 8 1
8 19 20 1
e 31 20 i
B 31 K. 7.4 1
o1 43 32 1
e 43 44 1
43 Bh 44 A
44 55 56 1
B85 66 56 1
66 69 56 1
107 115 108 4
s 115 116 4
s 123 116 4
s 123 124 4
EIPE 131 124 4
ed 131 132 4
i 139 132 4
132 139 140 4
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Table C3 Example.of output file from DEFLOW

o - ANALYSIS .
OF THE- ..
COUPLED AXISYMMETRIC DEF ORMAT ION-DRAKDOWN RESPONSE
RESULTING FROM
STEADY-STATE, - TWO-REGIME, RADIAL FLOW T0 A WELL

THROUGH A SERIES OF ROUGH, DEFORMABLE HOR IZONTAL FRACTURES

USING

******i*******ii

x  DEFLON- * -

F A fede ok ok ke deodk ke ddeok ok

PROBLEM SIMULATION OF LABORATORY. MODEL, TEST2
SEPTEMBER 7, 1984 ‘

GENERAL SET-UP PARAMETERS:

NUMBER OF FRACTURES =--ccmmnnv SR S

_.NUMBER OF FLOW NODE PAIRS PER FRACTURE -------------
- NUMBER " OF ROCK UNITS =mmmmceommmo\cmcmomoomm e

NUMBER OF STRUCTURAL NODES =---r=-=n-mmm- e

. ‘NUMBER OF STRUCTURAL ELEMENTS =----veomoomcccea-- -——

DIMENSIONS

RADIUS OF WELL (M) -nnmmme- e S S L
. RADIUS OF CONSTANT HEAD OUTER BOUNDARY (M) --cc---n- -

WELLBORE FRICTION FACTOR =-=s-mn-ssmmmoonmsssee oo
BOUNDARY CONDITIONS |

" BOUNDARY CONDITION AT WELL Semmmmmcmmmcmmcmmemmcae |

WELL DISCHARGE (MA*3/S) oo omommioicamaoae —aeas
HEAD AT OUTER BOUNDARY (M) =—-==-femmcoommmaoodaoloos
_PRESSURE ON JOP BOUNDARY. (MPa) ==---=c-onuzosmmmnoe

ITERATION CONTROLS: |

RELAXATION FACTOR FOR FLOW ITERATION S -
RELATIVE ERROR FOR TESTING OF CONVERGENCE ‘= --n------
MAXIMUM ITERATIONS ALLOWED IN FLOW ROUTINE ----~----
MAXIMUM DEFORMATION-FLOW ITERATIONS ALLOWED --------
MAXIMUM FRACTURE STIFFNESS PERTURBATIONS ALLOWED ---

1 .

A

LY

S -

10 -
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Table C3 iExample of 6u£pu§ file ffom DEFLOW (Continued)

PROBLEM: SIMULATION OF LABORATORY MODEL, TEST2
s SEPTEMBER 7, 1984

MATERIAL PROPERTIES%

L T

ROCK:
ROCK LAYER '
1 2 3 4
THICKNESS (M) =meem-ie-c-  1.48 1.54
_ MASS.DENSITY (KG/M**3) ~-  2,20E+03 2.20E+03
YOUNG'S MODULUS (GPa) --- 33.4 33.4
POISSON'S RATIO --r----nr © 0.10 0.10
FRACTURES: : ' .
- e . - FRACTURE NO.
S - S B 3
INITIAL. APERTURE * (MM) --------- ~0.000
MAXIMUM CLOSURE (%) ==-==-m=m--m- 5.0
~ ABSOLUTE ROUGHNESS (MM) -----=--- .0.240
POROSITY (%) ‘=mcmmmmmmmmmmmmmmmm +.100.0"
NORMAL STIFFNESS: K1 (GPa/MM) ---  6.33E-03
- K2 (**) -=-c--=  2.50E+00.
N () —mmmmmmee ©3.82
TANGENTIAL STIFFNESS FACTOR ----- 0.50

* If 0, 0 non-uniform (see output for 1nd1v1dua1 -
nodal aperture values)
** Units dependent on value of n

 WATER:

. ' \ NH
TEMPERATURE (DEGREES C) mmimmeeol 5.6 s
KINEMATIC VISCOSITY (Mk*2/S) ---- .8.81E-07"

MASS DENSITY (KG/M**3) mmsmmmenes G, 97E+02_ '
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Table €3 Example of output file from DEFLOW (Continued)’

N

- PROBLEM: SIMULATION OF LABORATORY MODEL, TEST2

SEPTEMBER 7, 1984

NODE INFORMATION

- E oy ————--——

INITIAL BOUNDARY CONDITIONS

AR z ' R

COORD . 'COORD BC  LOAD  DISPL
(M) (M) CODE  (N) (M)
0.032  1.480 © 0  2.59E+01
0.032  1.480 0 2.656+01
0.032  1.413 -2  5.39£+401
0.040 . 1.480 -1 0.0
0.040  1.480 -1 0.0
0.032  1.549 -2 5.46E+01 - .
0.032  1.341 -2 5.79E+01 .
0.050 . 1.480 -1 © 0.0
0.050  1.480 -1 0.0

10.032°  1.622 -2 5.80E+01
0.032  1.265 -2 6.226+01
0.063  1.480 -1 0.0
0.063  1.480 -1 | 0.0
0.032  1.701 = -2  6.15E+04
0.032  1.184 -2 " -6.69E+01

0.079  1.480 -1 0.0
0.079  1.480 -1 0.0

10.032  1.785 -2  6.51E+01
0.032 ,1.097 -2 7.20E+0l
0.099 ‘1.480 -1 | 0.0
0.099 1.480 -1 0.0
0.032  1.875 -2, 6.90F+01
0.032  1.004 -2 7.75E+01
0.124  1.480 -1 ‘ 0.0
0.124  1.480. -1 0.0
0.032  1.971° -2  7.306+01
0.032 . 0.905 -2 8.35E+01
0.155° 1.480 -1 . 0.0
0.155  1.480 -1 0.0
0.032  2.074 -2 7.72E+01
0.032  0.800 -2 9.00E+01
0.194 - 1.480 -1 0.0
0.194  1.480 -1 0.0
0.032 2 .

.183 -2 8.15E+01

Z .

LOAD DISPL

(N) (M)
7

.88E+01

.88E+01 .

: 0.
.97E+01
.97E+01

' 0.0

: _ 0.0
.80E+01
.80E+01

0.0

0.0
L22E402 -
.22E+02 .
0.0
*0:0
.92E+02
.92E+02 ™
o 0.0
0.0
.01E+02
.01E+02 .
0.0
: 0.0
.73E+02
J73E+02 )
0.0
- 0.0
.42E+02
L42E+02
. 0.0
0.0
.16E+03 -
,165+03
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Taple C3 Example of output file from DEFLOW (Continued)

0.032 0.687 -2  9.70E+01 0.0
0.243 1.480 -1 0.0 1.83E+03
0.243 1,480 =1 0.0 -1.83E+03
0.032 2.301 -2 8.60E+01 0.0
0.032 0.567 -2 1.05E+02 0.0
0.305 1.480 -1 0.0 2.87E+03
0.305 1.480 -1 0.0 -2.87E+03
0.032 2.426 -2 9.07E+01 0.0
0.032 0.439 -2 1.13E+02 0.0
0.382 1.480 -1 0.0 4 .50E+03
0.382 1.480 -1 0.0 -4 .50E+03
0.032 2.560 -2 9.55E+01 0.0
0.032 0.302 -2 1.22E+02 0.0
0.478 1.480 =1 0.0 7.06E+03
0.478 1.480 =1 0.0 -7.06E+03
0.032 2.703 -2 1.00E+02 0.0
0.032 0.156 -2  1.32E+02 0.0
0.599- 1.480 -1 0.0 1.11E+04
0.599 1.480 -1 0.0 -1.11E+04
0.032 2.856 -2 1.06E+02 0.0
0.032 0.000 2 6.87E+01 0.0F
0.750 1.480 0 0.00E+00 7.08E+03
0.750 1.480 0 0.00E+00 -7.08E+03
0.032 3.020 0 5.39E+01 1.79E+04
0.750 0.000 2 0.00E+00 0.0F
0.750 3.020 0 0.00E+00 3.37E+04
INDARY CONDITION CODES: SIGN CONVENTION:
CODE R i R+ RADIALLY OUTWARD
~—-- ———— EASES Z+ DOWNWARD

~3 - DISP

-2 LOAD -

=1 - LOAD

0 LOAD LOAD

" DISP LOAD

2 LOAD DISP

3 DISP DISP

INDICATES FIXED DISPLACEMENT
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Table C3 Example of output file from DEFLOW' (Continued)

N

_PROBLEM: SIMULATION OF LABORATORY MODEL, TEST2
SEPTEMBER 7, 1984 |

NODE INFORMATION (CONT.)

- M g8 e e = = ———

FLOW PAIRS:  FRACTURE  FLOW

NUMBER "~ PAIR NODES
Tl — 1 1 2
1 2 4 5
1 3 8 9
1. 4 12 13-
! 5 16 17
1 6 200 21
1 7 24 25
1 -8 28 29
1 9 32 33 ~
1 10 - 36 .37 _
1 1 40 41
-1 12 44 - 45
1 13 48 49 .
1 14 52 53
1 15 56 57
TOP BOUNDARY NODES: ~  NO: NODE
1 58 .
2 60

' WELLBORE BOUNDARY NODES: = ROCK -
: LAYER  NUMBER  NODE

- - _———— - -—-

- 55
51
47
43
39
35

31
27
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- Table C3 Example of output file from DEFLOW (Continued).

C

v

1 9 23
1 10 19
1 11 .15
1 12 11
1 13 7
1 14 3
X ~ 1 15 1
2 1 2
? 2 6
2 3 10
2 4 14
2 5 18
2 6 22
2 7 26
2 8 30
2 9 34
2 10 38
2 11 42
2 12 46
2 13 50
2 14 54
K—ih 2 15 58
————  QUTER BOUNDARWNODES: NO. NODE
1 59
N 2 .56
3 57
4 60
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Table C3 Example 2i-putput file from DEFLOW (fontinued)

$ - -
PROBLEM: SIMULATION OF LABORATORY MODEL, TEST2
SEPTEMBER 7, 1984

ELEMENT INFORMATION

HALF -BANDWIDTH OF STIFFNESS MATRIX = 10

ROCK INCIDENCES

ELEMENT  LAYED , 1 2 3
1 1 1 3 4
2 1 37 4
3 1 s 7 8
4 1 7 11 8
5 1 8 11 12
6 1 11 15 12
7 1 12 15 16
8 1 15 19 16
9 1 16 19 20

10 1 19 23 20
11 1 20 23 24
12 1 23 27, 24
13 1 24 27 28
14 1 27 31 28 v
_ 15 1 28 31 32
16 1- 31 35 32
17 1 32 35 36
18 1 35 39 36
19 1 36 - 39 40
20 1 39 43 40
21 1 40 43 44
22 1 43 . 47 44
23 1 aa . 47 48
24 1 47 51 48
25 1 48 51 52
26 1 51 55 52
27 1 52 55 56
28 1 55 59 56
29 2 2 5 6
30 2 5 9 . 6
31 2 6 9 10
32 2 9 13 10
33 o2 10 13 14
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Table C3 Example of output filéifrom DEFLOW (Continued)

34 2 13 17 14
35 2 14 17 18
36 2 17 21 18
37 2 18 21 22
38 2 21 25 22
39 2 22 25 26
40 2 25 29 26
a1 2 26 29 30
42 2 29 33 30
43 . 2 30 33 34
44 2 33 37 38
45 2 38 37 38
46 2 37 41 38
47 2 38 41 42
48 2 a1 45 42
49 2 42 45 46
50 2 45 49 46
51 2 46 49 50
52 2 49 53 50 -
53 2 50 53 54
54 2 53 57 54
" 55 2 54 57 58
56 2 57 60 58
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Table C3 Example of output file from DEFLOW (Continued)

ATk kkhkhkhkkk iRkt kiik

* QUTPUY FROM DEFLOW *

e vk J Je de e de do e e e s g ke et ke ke ook o

. v
ey

PROBLEM: SIMULATION OF LABORATORY MODEL, TEST2
SEPTEMBER 7, 1984 | :

ROUTINE(S) USED: FLOW ONLY

RESULTS 0F FLOW ROUTINE

FRACTURE NO. 1

NUMBER OF FLOW ITERATIONS -en-mcnmmecmane- 6 ,
DISCHARGE FROM FRACTURE (M¥*3/S) -=e-crmn-- 1.528£-03

TOTAL  DRAW-  VEL. PRESS. APER- ROUGH REYNOLDS
RADIUS ~HEAD ~ DOWN  HEAD LOSS TURE  NESS  NUMBER .FLOW
(M) (M) M (M) M () () LAW

.012

IN WELL 10.992 2.692 0 2.701 - - - -
0.032 11.584 2.100 1.546 ~ 3.644 1.380 0.087 1.72E+08 5
0.040 12.018 1.666 0.971 2.634 1.390 0.086 1.38E+04 S
0.050 12.3%91 1.293 0.619 1.909 1.390 0.086 1.10E+04 5
0.063 12.689 0.995 0.389 1.381 1.400 0.086 8.77E+03 5
0.079 12.926 0.758 0.248 1.003 1.400 0.086 7.00E+03.. 5
0.099 13.112 0.572 0.156 . 0.725 1.410 0.085 5.59E+03 5
0.124 13.258 0.426 0.098 0.521 1.420 0.085 4.46E+03 5
0.155 13,370 0.314 0.061 0.372 1.440 0.083 3.56E+03 5
0.194 13.457 0.227 0.038 0.262- 1.450 0.083 2.84E+03 5
0.243 13.525 0.159 0.024 0.180 1.460 0.082 2.27E+03 5
0.305 13.578 0.106 0.015 0.118 1.470 0.082 1.81E+03 5
0.382 13.618 0.066 0.009 ”0.073 1.490 0,081 1.45E+03 5

~ 0.478 13.644 0.040 0.007 0.044 1.500 0.080 1.15e+03 4
0.599 13.665 0.019 0.004 0.02F 1.520 0.079 9.22E+02 4
0.750 13.684 0,000.0.003° 0.000 1.550 0.077 7.36E+02 4
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Table C3 Example of output file from DEFLOW (Contiqued)‘

PROBLEM: SIMULATION OF LABORATORY MODEL, TEST2
SEPTEMBER 7, 1984

4
LOG OF RUN
DATE = 28-0CT-84
TIME = 23:05:55
CPU = 0: 1.12

=
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C.6 Listing of program DEFLOW
I C - . *hkkdkkhhkhkkkhhkkhkk - ° <
oo *  _DEFLOW- ~
C o3k de ke e d ok Ak ek ke
C
C F[NITE ELEMENT SOLUTION
C - T0 THE
C COUPLED AXISYMME[RIC DEFORMAT ION-HEAD LOSS RESPONSE
. c . . RESULTING FROM
. - C STEADY-STATE, TWO-REGIME, RADIAL FLOW TO OR FROM A WELL
C THROUGH A SERIES OF ROUGH, DEFQRMABLE, HORIZONTAL FRACTURES
C . —
C by - -
C : - :
C Lee C. Atkinson
o Department of Earth Sciences
C Memorial University of Newfoundland
C . . .
C March 1984 &
c - -
C *****'h*_*il'****************f‘*?********.i'**'k**i;****/**********************
- C : .
C PROGRAM VARIABLES (WITH DIMENSIONS) AND SI UNITS:
g&c " VARIABLE ) _ ~ DESCRIPTION ' - UNITS
C  wmmmmee-m . T e mmmm——— o e
C . . .
C CE = EXIT LOSS COEFFICTENT []
C CL(NFN) = LAMINAR, RADIAL FLOW®'CORRECTION FACTOR M
C - - (AFTER MURPHY 1979) :
c COND = HYDRAULIC CONDUCTIVITY [M/S]
C D(NRX,4,4) = ELASTICITY MATRIX OF ROCK LAYER ' [Pa]
8 DELTA = AREA OF ROCK ELEMENT oo [M**2]
C DISP(NSN2) = R (I+I-1) AND Z (1+]) COMPONENTS OF DIS- [M]
C PLACEMENT OF STRUCTURAL NODE I
C  DISPI(NSN2) = 'BACKGROUND' DISPLACEMENT ATTRIBUTABLE TO (M]
C . TOP BOUNDARY. FORCES, GRAVITY (BODY) FORCES
C 'AND HYDROSTATIC PRESSURE
C EL = NATURAL LOGARITHM OF LENGTH OF FLOH ELEMENT 1]
C ELGRAD(NFE) = AVERAGE HYDRAULIC GRADIENT IN FLOW ELEMENT [
C ELVEL(NFE) = AVERAGE FLUID VELOCITY IN FLOW ELEMENT [M/S] .
C EPSILON = RELATIVE ERROR FOR TESTING CONVERGENCE OF. -
C ) PRESSURE HEADS IN FLOW ROUTINE ITERATION AND
.C DISPLACEMENTS IN STIFFNESS- DEFORMATION
C ITERATION : ‘
C FE(6) = FORCE ARRAY FOR ROCK ELEMENT . _ (N]
ch FLAGS = EXECUTION CONTROL SIGNALS ] -
C . -
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~ g Listing of program DEFLOW (Continued)

FLAG IF .TRUE.

FLAG1 GRIDGEN USED

FLAG2 MAXFIT EXCEEDED IN FLOW ROUTINE

FLAG3 PRINT OUT ORDERED BECAUSE OF FLAG2

FLAG4 PRINT OUT ORDERED BECAUSE EITHER
MAXDFIT OR MAXPERT EXCEEDED

FLAG5 AREA OF STRUCTURAL ELEMENT <= O;
PROBABLY ERROR IN INPUT; PROGRAM
TERMINATED WITH ERROR MESSAGE BUT
WITHOUT PRINT OUT

FLAG6 FRACTURE(S) ASSUMED TO BE RIGID
AND DEFORMATION ROUTINES BYPASSED

FLAG7 STIFFNESS-DISPLACEMENT ROUTINE
HAS CONVERGED

FLAG8 PROGRAM HAS RUN TO COMPLETION

FLAG9 HYDROSTATIC CONDITIONS ASSUMED AND
FLOW ROUTINES BYPASSED

FLAG10O WITHDRAWAL (PUMPING) CONDITIONS:
INJECTION IF ,FALSE.

FORCE ARRAY FOR ALL ROCK ELEMENTS [N]

FR(LM) =
FPROP(NFRAC, = PHYSICAL PROPERTIES OF FRACTURES:
J) J=1 INITIAL APERTURE (ASSUMED TO [MM]

BE UNIFORM; OTHERWISE ASSIGNED

VALUE OF 0.0 AND READ IN BY

INDIVIDUAL NODE)

MAXIMUM CLOSURE OF FRACTURE [%]
(EXPRESSED AS PERCENT OF INITIAL

APERTURE

ABSOLUTE ROUGHNESS OF SURFACES [MM]
POROSITY [%]

(ol
Il
N

€4 CA
([
W

COEFFICIENTS AND EXPONENT WHICH

DEFINE CONSTITUTIVE RELATIONSHIP

FOR NORMAL STIFFNESS IN FORM:
SIGMA=K1*DZ+K2*DZ**N

WHERE DZ = FRACTURE CLOSURE IN [MM]

K1 [GPa/MM]

K2 [Variable]

N

¥ TTT
NO O,

1]
(0]

MAXIMUM NORMAL STIFFNESS (CALC- [GPa/M]
ULATED BY PROGRAM USING SECANT

METHOD)

TANGENTIAL STIFFNESS FACTOR [ ]
(KS = FACTOR x KN)

()
Il
O




< .

&

FW

G
GRAD(NFN)
HO
HW(NFRAC)
1BCOB

IBCWELL
ICODE (NSN)

d;f

®.

IFPAIR(NFRAC,
NFN, 2)
INC(NSE, 1)
11,4

I0BN(NRX2)

“ ITBN(NTBN)
IWBBN( NWWBN)
KN(NFNT)
KS(NFNT)
LAW(NFN)

LC(NSN2)
LMS

MAXDFIT
MAXFIT
MAXPERT

N1

C.6 Listing of program DEFLOW¥ (Continued)

= WELLBORE FRICTION FACTOR

s

o

A
o

1]
- ERAVITATIONAL CONSTANT (9.80665) _ [M/S**2]
HYDRAULIC GRADIENT AT FLOW NODE
HEAD AT OUTER BOUNDARY TM]
HEAD AT WELLBORE RADIUS (1ST TYPE B.C.) [M]

nw n o wu

nm o wn nu

:CODE INDICATING BOUNDARY CONDITION (LOAD OR

- MAXIMUM NUMBER OF PERTURBATIONS (ITERATIONS)

CODE FOR LATERAL PRESSURE ON OUTER BOUNDARY . -
(1=GEOSTATIC , O=NONE, AS IN CASE OF LABORA-
TORY MUDEL) :

BOUNDARY CONDITION AT HELL (1=HEAD, 2=FLOW) -

DISPLABEMENT) SPECIFIED AT STRUCTURAL NODE:

ICODE R 2Z ~ . WHERE .

-3 - DISP BOTTOM (OTHER THAN CORNERS)

-2 LOAD - WELLBORE (OTHER THAN CORNERS)
-1 - LOAD TOP BOUNDARY AND FRACTURES

(OTHER THAN CORNERS) :
LOAD .0AD CORNERS (OTHER THAN AT BOTTOM)
DISP.LOAD NOT PRESENTLY USED -
LOAD DISP BOTTOM CORNERS
DISP DISP NOT PRESENTLY USED

whN—O

P
THE 2 NODES COMPRISING A FRACTURE/FLOW NODE
PAIR

FOR 1=1-3, NODAL INCIDENCES OF STRUCTURAL -
ELEMENT IN CCW DIRECTION STARTING WITH
LOWEST-NUMBERED NODE; I=4 1S ROCK LAYER

INCIDENCE OF. OUTER BOUNDARY NODE -
INCIDENCE OF TOP BOUNDARY NODE -
INCIDENCE OF WELLBORE BOUNDARY NODE & -
NORMAL STIFFNESS AT FLOW/FRACTURE NODE [GPa/M] -
TANGENTIAL STIFFNESS AT FLOW/FRACTURE NODE - [GPa/M]
FLOW LAW (AFTER LOUIS; 1969) BASED ON -
FRACTURE ROUGHNESS AND REYNOLDS NUMBER

"WHICH GOVERNS FLOW RELATIONSHIP AT NODE

CONDENSATION CODE FOR STIFFNESS EQUATION -
LENGTH OF CONDENSED STIFFNESS MATRIX AND
FORCE ARRAY

MAXIMUM -NUMBER OF DEFORMATION FLOW ITERATIONS
ALLOWED

MAXIMUM NUMBER OF ITERATIONS ALLOHED IN FLOW
ROUTINE -

ALLOWEG IN FRACTURE STIFFNESS/DISPLACEMENT .
ROUTINE

LENGTH OF FLOW EQUATION MATRIX AND ARRAY * . -
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6 Listing of program DEFLOW (Continued)

NDFIT
NFE
NFET
NFIT
NFN

NFNT
NFRAC
NOBN
NP

NPERT(NDFIT)

NRX
NSE
NSN
NSN2
NTBN
NTWBBN

NWBBN(NRX)
OBLOAD(NOBN)

PHEAD(NFRAC,
NFN)

PHEADI (NFRAC,
NFN)

PI

Q
R(NSN)
RD
RE(NFN)
RELAXF
REO

RHO
RHODATA( 36)

RHOG
RO

ROUGH( NFN)
RPROP (NRX, J)

i n

IF IBCWELL=1 (NFE-1)
DEFORMATION-FLOW ITERATION COUNTER

NUMBER OF FRACTURE-FLOW ELEMENTS PER FRACTURE

NUMBER OF TOTAL FLOW ELEMENTS (NFRAC x NFE)
FLOW ITERATION COUNTER

NUMBER OF FRACTURE-FLOW NODE PAIRS PER
FRACTURE

TOTAL FRACTURE-FLOW NODES (NFRAC x NFN)
NUMBER OF FRACTURES

NUMBER OF OUTER BOUNDARY NODES (2 x NRX)
FRACTURE STIFFNESS/DISPLACEMENT ITERATION
COUNTER

NUMBER OF ITERATIONS (PERTURBATIONS) IN
STIFFNESS/DISPLACEMENT ROUTINE IN EACH
DEFORMATION-FLOW FLOW ITERATION

NUMBER OF ROCK LAYERS

NUMBER OF STRUCTURAL ELEMENTS

NUMBER OF STRUCTURAL NODES

2 x NSN

NUMBER OF TOP BOUNDARY NODES

TOTAL NUMBER OF WELLBORE BOUNDARY NODES
(SUM OF ALL NWBBN(NRX)'S)

NUMBER OF WELLBORE BOUNDARY NODES PER ROCK
LAYER

EFFECTIVE LATERAL LOADS ON OUTER BOUNDARY
NODES

PRESSURE HEAD (THEAD-VHEAD-ZHEAD) AT FLOW
NODE

PRESSURE HEAD FROM PREVIOUS FLOW LOOP IN
DEFORMATION-FLOW ITERATION

3.1415927

DISCHARGE OF FRACTURE

RADIAL COORDINATE OF STRUCTURAL NODE
DIMENSIONLESS RADIUS

REYNOLDS NUMBER AT FLOW NODE

RELAXATION FACTOR FOR FLOW ITERATION
OVERALL REYNOLDS NUMBER

DENSITY OF WATER FOR GIVEN TEMPERATURE
STORED VALUES OF DENSITY OF WATER FOR
TEMPERATURE RANGE 0-35 DEGREES C

PRODUCT OF RHO x G

RADIUS OF CONSTANT HEAD OUTER BOUNDARY
FRACTURE ROUGHNESS (FPROP(I,3)/(2*TWOB(I)))
ROCK PROPERTIES:

J=1 THICKNESS OF ROCK LAYER
J=2 MASS DENSITY

[M]
[M]

[M**3/S]
[M]

[KG/M**3]
[KG/M**3]

[N/M**3]
[M]
[ ]

[M]
[KG/M¥**3]



.6 Listing

RR(NFN)
RW
SA(NFN)

SE(6,6)
S L

C SR(NSN2, IBWS)
SWB ( NFRAC)
SWELL
TBLOAD(NTBN)

TEMP
THEAD(NFN)
THEADI (NFN)

TITLE(2)
TOPRESS

TRANS (NFN)
TWOB(NFN)

TWOBT (NFRAC,
NFN)

VEL (NFN)
VHEAD(NFN)
VFACTOR

VHEADWB
(NFRAC)
VISC

VISDATA(36)
WBL

Z(NSN)
ZHEAD (NFRAC)

240

of program DEFLOW (Continued)

o

J=3 YOUNG'S MODULUS [GPa]

J=4 POISSON'S RATIO [ ]
GENERAL LOGARITHMIC RADIAL SPACING OF NODES [M]
RADIUS OF WELL [M]
DRAWDOWN IN FRACTURE (HO-THEAD) AT FLOW [M]
NODE
STIFFNESS MATRIX FOR ROCK ELEMENT [N/M]
WEXIT LOSS" (HEAD LOSS AS RESULT OF FLUID [M]
FLOWING FROM FRACTURE INTO WELLBORE)
STIFFNESS SUB-MATRIX FOR ALL ROCK ELEMENTS [N/M]
HEAD LOSS DUE TO FLOW IN WELLBORE [M]
DRAWDOWN IN WELL [SA(1)+SEL] [M]
EFFECTIVE VERTICAL POINT LOADS ON TOP [N]
BOUNDARY NODES
TEMPERATURE OF WATER [DEG,C]
TOTAL (BERNOULLI) HEAD AT FLOW NODE [M]
TOTAL HEAD FROM PREVIOUS ITERATION WITHIN [M]
FLOW ROUTINE
IDENTIFIER OF PROBLEM TO BE SOLVED <
APPLIED PRESSURE ON TOP BOUNDARY (ASSUMED [MPa]
TO BE UNIFORM AND CONSTANT)
TRANSMISSIVITY OF FRACTURE AT FLOW NODE [M**2/S]
APERTURE OF FRACTURE AT FLOW NODE [M]
NOTE: INPUT AS FPROP(NFRAC,1) OR

TWOBI(NFRAC,NFN) IN [MM] AND CONVERTED

TO [M] WITHIN PROGRAM
INITIAL FRACTURE APERTURE AT EACH NODE [MM]
FLUID VELOCITY AT FLOW NODE [M/S]
VELOCITY HEAD (VEL**2/2G) AT FLOW NODE [M]
VELOCITY HEAD FACTOR (1.2 FOR LAMINAR FLOW; [ ]
1.0 FOR FULLY TURBULENT FLOW)
VELOCITY HEAD IN WELLBORE [M]
KINEMATIC VISCOSITY OF WATER FOR GIVEN [M**2/S]
TEMPERATURE
STORED VALUES OF KINEMATIC VISCOSITY OF [M**2/S]
WATER FOR TEMPERATURE RANGE 0-35 DEGREES C
WELLBORE LENGTH [M]
VERTICAL COORDINATE OF STRUCTURAL NODE [M]
ELEVATION HEAD (DATUM: ZHEAD(1)=0.0) [M]

By %
*********************************************************************

BEGINNING OF PROGRAM

Hk*""'*'Jr‘k')«"»'vk'k7':-k-k*k*‘k*)\'*7\")\"):')\’3\")«'7\'*7\—7':‘):)\'~k7\'7’('):')\"):7\''k')\"k')'t'k'k"k~k~k~k3\-1'«"k~k-k~k7\'~k-I«--k-»\--k')’c*k1':*):')«"}&'7\'*



C.

OO

6

o *

*

241

Listing of. program DEFLOW (Continued)

INCLUDE *PARAM.COM!

INCLUDE 'BOTH.COM'

INCLUDE 'CONSTS. COM"*

DATA 6/9.80665/.P1/3.1415927/

INCLUDE *DEFORM.COM"

INCLUDE 'DIMENS.COM" | _

INCLUDE 'FLAGS.COM' :

DATA FLAGL/.FALSE./,FLAG2/ .FALSE./,FLAG3/ .FALSE./;FLAG4/ .FALSE./,
FLAGS/ .FALSE./,FLAGE/ .FALSE. /,FLAG?/.FALSE./,FLAGB/ .FALSE./,
FLAG9/ .FALSE./.FLAGLO/ . FALSE./

—INCTUDE 'FLOW.COM'

INCLUDE 'HEAD.COM®
INCLUDE 'MATEQN. COM!
END

INCLUDE 'PARAM,COM’
INCLUDE 'BOTH.COM'
INCLUDE "*CONSTS. COM!
INCLUDE 'DEFORM. COM'
INCLUDE 'DIMENS.COM® .+

-INCLUDE 'FLAGS.COM'

*

* % % % * * *

INCLUDE 'FLOW.COM' P

INCLUDE *HEAD.COM" :

INCLUDE-ﬁMATEQN COM! i ’

CHARACTER*8 BCS EL MENTS END, FLOPAIRS, FRACS,GENERAL, GENGR ID,
GOBOT ODRILL GOFLOH NODES PRINT ROCK, WATER WHAT

CHARACTER*12 DAY, HOUR

CHARACTER*20 FILEIN ROUT INES

DIMENSION SA(NFND)

INTEGER*4 FINISH,MINS, START,STATUS. . _ S
REALNU———
REAL*4 CPU,SECS | — .
DATA BCS ~ /'BCS '/ ELEMENTS/ ' ELEMENTS' /,
END - /'END '/ FLOPAIRS/ 'FLOPAIRS' /.
FRACS  /'FRACS '/.GENERAL /'GENERAL '/.
GENGRID /'GENGRID '/,GOBOTH /'GOBOTH '/,
GODRILL /*GODRILL '/.GOFLOW /'GOFLOW '/,
NODES  /'NODES  '/.PRINT  /'PRINT '/,
ROCK . /'ROCK  '/,WATER /'WATER '/,

WHAT / "WHAT '/

oo o7 L N s

N )
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9.6 Listing of program DEFLOW (Continued)

(]

INITIALIZES VAX RUN-TIME LIBRARY TIMING FACILITY
STATUS=LIBSINIT TIMER. -
STATUS=LIBSSTAT TIMER(2,START)

E J 3 Jr 3 de d e dr e ok ok e e e ok e o A e e o ook e e ke ok
c * INPUT ' *
C * (AND RELATED CALCULATED VALUES) *
C kA hhkhkhhhkhkhhkhkhkhkkihkhkhhkhkhkhkhdhhkkkhkhki
C
WRITE (6,*) 'Enter name of input file.'
READ (5,1) FILEIN _
WRITE (6,*) 'What name do you want for output file?'
READ (5,1) FILEOUT ,
1 FORMAT (A20) '
. OPEN (UNIT=2,FILE=FILEIN,STATUS='0LD")
OPEN (UNIT=3,FILE=FILEQUT, STATUS='NEN')
C

C INPUT FILES ARE ORGANIZED BY CONTROL WORDS
2 READ (2,3) WHAT
3 FORMAT (A8)
IF (WHAT.EQ.GENERAL
IF (WHAT.EQ.ROCK

GO TO 4
GO TO 11

)
)
_IF (WHAT.EQ.FRACS ) GO TO 15
IF. (WHAT.EQ.WATER ) GO TO 1% .
IF (WHAT.EQ.GENGRID ) GO TO 21
IF (WHAT.EQ.NODES . ) GO TO 22
IF (WHAT.EQ.FLOPAIRS) GO TO 44 -
IF (WHAT.EQ.BCS 7. ) GO TO'47 | Yo
IF (WHAT.EQ. ELEMQ&ISL GO T0 63

IF (WHAT.EQ.PRINT®:#) GO TO- 68
IF' (WHAT.EQ.GOFLOW ) GO TO 124
IF (WHAT.%0.GODRILL ) GO TO 125
IF (WHAT.EQ.GOBOTH ) GO TO 126
IF (WHKT.EQ.END ) GO TO 198
C
C GENERAL SET-UP PARAMETERS AND ITERATION CONTROLS
4-READ (2,5) TITLE(1),TITLE(2)
5 FORMAT (A60,/,A60)
READ (2,6) NFRAC,NFN |
6 FORMAT (215) )
C (NOTE: NOT NECESSARY TO INPUT NSN AND NSE- IF GRIDGEN USED)
READ (2,7) NRX,NSN,NSE |
7 FORMAT (315} .
READ: (2,8) RW,FW,RO
8 FORMAT (3F10,5)
READ (2,9) MAXDFIT, MAXF IT,MAXPERT, RELAXF, EPSILON

oA U A N

o oA
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Listing of program DEFLOW (Continued)

FORMAT (315,5X,2F10.5)
NFNT=NFRAC*NFN
NFE=NFN-1

N1=NFN-2

NOBN=2*NR X

DIVIDES RADIAL DISTANCE INTO LOGARITHMICALLY-SPACED JINTERVALS

10

RLOG= ALDGlO(RO/RH)/FLOAT(NFN 1)
RWLOG=ALOG1O(RW) X
DO 10 I=1,NFN

'TLOG=RNLOG+FLOAT(I—l)*RLOG

RR(1)=10.**TLOG
CONT INUE

CALCULATES LENGTH OF FLOW ELEMENTS.
USED IN PROGRAM, ELEMENT LENGTH IS ACTUALLY DIFFERENCE IN LN'S OF
THE RADIAL DISTANCES OF THE TWO NODES COMPRISING ELEMENT. SINCE
THESE-DISTANCES ARE GENERATED ON A LOGARITHMIC SPACING, ALL -
ELEMENT LENGTHS ARE THE SAME, -

EL=ALOG(RR(2)/RR(1))
G0 TO 2

ROCK PROPERTIES -

11
12

DO 14 I=1,NRX K
READ (2,12) (RPROP(I,J),J=1,4)
FORMAT (F10.5,E10.3,2F10.5)

IN FORMULATION OF RADIAL FLOW

FORMS ELASTICITY MATRIX FOR AXISYMMETRIC STRAIN (SEE ZIENKIEHICZ
1971) IN EACH ROCK LAYER

13

—
£

D0 13 J=1,4
DO 43 K=1,4

0(I1,J,K)=0.0

CONTINUE - S
E=RPROP(I,3)*1.0E+09 .
NU=RPROP(1,4)
D(1,4,4)=E/(1.0+NU)
COMM=D(1,4,4)/(1.0-2.0*NU)
D{1,1,1)=(1.0-NU)*COMM
D(1,2,2)=D(I,1,1)
D(1,3,3)=D(1,1,1)
D(1,1,2)=NU*COMM
0(I,1,3)=D(1,1,2)
0(i,2,1)=D(1,1,2)
0(1,2,3)=0(1,1,2)
D(1,3,1)=D(1,1,2)
0(1,3,2)=0(1,1,2)
D(1,4,4)=D(1,4,4)*0.5
CONTINUE
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g Listing of program DEFLOW (Continued)

GO TO 2

'FRACTURE PROPERTIES
15 DO 18 NF=1,NFRAC

READ (2,16) (FPROP(NF,J),Jd=1,4)
16 FORMAT (4F10.5)

READ (2,17) (FPROP(NF,J),Jd=5,7),FPROP(NF,9)
17 FORMAT (2E10.2,2F10.5)
IF INITIAL FRACTURE APERTURES NOT UNIFORM, READS IN VALUES FOR EACH
NODE
" IF (FPROP(NF,1).EQ.0.0) GO TO 1701
GO TO 1703
701 READ (2,1702) (TWOBI(NF,I),I=1,NFN)
702 FORMAT (5F10.3)

CLOSMAX=TWOBI ( NF , NFN)*FPROP(NF, 2)*1.0E-02

GO TO 1704
CALCULATES MAXIMUM NORMAL STIFFNESS
703 CLOSMAX=FPROP(NF,1)*FPROP(NF,2)*1.0E-02
704 SIGMA=FPROP(NF ,5)*CLOSMAX+FPROP(NF,6)*CLOSMAX**FPROP(NF,7)

FPROP(NF,8)=SIGMA/CLOSMAX*1.0E+03
18 CONT INUE

GO TO 2

WATER PROPERTIES

19 READ (2,20) TEMP

20 FORMAT (F10.5)

DETERMINES KINEMATIC VISCOSITY AND DENSITY OF WATER FOR GIVEN
TEMPERATURE

OPTIONAL GRID GENERATOR (ONLY CAN BE USED IF NFRAC=1); ASSIGNS NODAL
COORDINATES, FLOW NODE PAIRS, ELEMENT INCIDENCES AND MATERIAL TYPES,
AND BOUNDARY CONDITION CODES

FLAG1=_TRUE.
GO TO 25

NODAL BOUNDARY CONDITIONS AND COORDINATES (IF GRIDGEN NOT USED)
22 DO 24 1=1,NSN
READ (2,23) J,ICODE(J),R(J),Z(J)
23 FORMAT (215,2F10.5)
24 CONTINUE
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C.6 Liéting of program DEFLOW (Continued)

—

C INITIALIZES ALL DISPLACEMENTS AND LOADS TO O
25 NSN2=2*NSN
DO 26 I=1,NSN2
DISP(1)=0.0
DISPI(I)=0.0
B(I)=0.0
26 CONTINUE.
C CONDENSATION CODE USED IN SUBROUT.INE 'DEFORM' TO ASSEMBLE CONDENSED
‘C STIFFNESS MATRIX EQUATION .
: IF (ICODE(l).EQ.1.0R.ICODE(1).EQ.3) GO TO 27
- LC{(1)=0
~ GO TO 28 : .
27 LC(1)=1
28 IF (ICODE(1).EQ.-3.0R.ICODE(1).GE.2) GO TO 29
LC(2)=LC(1)
GO TO 30
29 LC(2)=LC(1)+1
- 30 DO 43 I=2,NSN
[2=1+]
[1=]2-1
IF (ICODE(I).EQ.0) GO TO 31
GO TO 37
31 ASSIGN 40 TO NEXT
: GO TO 33
.32 ASSIGN 41 TO NEXT
33 LC(I1)=LC(I1-1)
’ GO TO NEXT, (40,41)
34 ASSIGN 40 TO NEXT
- G0 70 36
35 ASSIGN- 41 TO NEXT . v
36 LC(I1)=LC(I1-1)+1 »
GO TO NEXT, (40,41)
37 IF (IABS(ICODE(1))-2) 38,39,42
38 IF (ICODE(I).GT. 0) GO TO 34 " - | -
"GO TO 31 ' -
"39 IF (ICODE(I).GT. 0) G0.TO 32
G0 TO 31
—— 80 LC(I2)=LC(I1)
GO TO 43
41 LC(12)=LC(I1)+1
. © GO TO 43 . -
42 IF (ICODE(I).GT.0) GO TO 35
GO TO 32
43 CONTINUE
"¢ CALCULATES LENGTH OF STIFFNESS MATRIX AND FORCE .ARRAY
LMS= NSN2 LC{NSN2) = ..
IF (FLAG1) GO TO 66 gﬁ

e
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\///{%% Listing of program DEFLOW (Continued)

GO TO 2 .
READS IN FRACTURE-FLOW NODE PAIRS
44 DO 46 I=1,NFRAC _
DO 46 J=1,NFN ¢
READ (2, 45) K, IFPAIR(L,K, 1) IFPAIR(I,K,Z)
45 FORMAT (3I5)
46 CONTINUE
G0 TO 2

BOUNDARY CONDITIONS

BOUNDARY CONDITIONS FOR FLOW _
IF NFRAC=1, IBCWELL CAN BE 1 OR 2°
F NFRAC>1. IBCWELL CAN BE 1 ONLY °
7 READ (2,48) IBCWELL,HW(1),Q,HO"
4% FORMAT {15,5%,3F10.5)
C DETERMINES IF WITHDRAWAL (PUMPING) OR INJECTION
IBCWELL-1.GT.0) GO TO 481 ..
C 15T TfF%‘EUUNUARY CONDITION AT WELL
IF (HW(1).GT.HO) GO TO 483 ,
FLAG10=. TRUE.
GO TO 483
C 2ND TYPE BOUNDARY CONDITION AT WELL
481 IF (Q.GT.0.0) GO TO 482 -
Q=-0—
&0 TO 483
482 FLAG10=.TRUE. @ |
483 HWSTOR=HW(1) >
. C CALCULATES ELEVATION HEADS
. ZHEAD(1)=0.0
: IF. (NFRAC.EQ.1) GO TO 50
DO 49 NF=1,NFRAC-1
ZHEAD(NF+1) =ZHEAD(NF ) +RPROP(NF+1,1)
49 CONTINUE
C ASSIGNS HYDROSTATIC HEADS AS INITIAL PRESSURE HEADS,
50 DO 51 NF=1,NFRAC
SWB(NF)=0.0
HW{ NF ) =HO :
NOTE: THE VALUE OF HW(1) WELL HAVE TO BE RE-ASSIGNED TO THE
INPUT BOUNDARY CONDITION VALUE USING HWSTOR BEFORE DOING
ANY FLOW CALCULATIONS -
VHEADWB(NF)=0.0
DO 51 L=1,NFN
PHEADI{NF , L) =HO-ZHEAD{NF)
51 CONTINUE .
IF (FLAG1) GO TO 56

OO0



g Listing of program DEFLOW (Continued)

¢ BOUNDARY CONDITTONS FOR DEFORMATION
C IF GRIDGEN USED, NOT NECESSARY TO READ IN ANYTHING BUT 'TOPRESS'
| o
DO 54 I=1,NRX
12=1+1
11=12-1
¢ WELLBORE BOUNDARY NODES
READ (2,52) NWBBN(I),(IWBBN(K+J),J=1,NWBBN(I))
52 FORMAT (15I5)
K=K-+NWBBN(1I)
OUTER BOUNDARY NODES
READ (2,53) IOBN(I1),IOBN(I2)
53 FORMAT (21I5)
54 CONTINUE
| NTWBBN=K
C TOP BOUNDARY NODES
READ (2,55) NTBN,(ITBN(I),I=1,NTBN)
55 FORMAT (1515)
C OUTER BOUNDARY CODE AND APPLIED PRESSURE ON TOP BOUNDARY
56 READ (2,57) IBCOB,TOPRESS
57 FORMAT (I5,F10.5)

CALCULATES EFFECTIVE VERTICAL POINT LOADS (IN N) ON TOP BOUNDARY NODES
> NOTE: THESE REMAIN CONSTANT
> THE 2*PI TERM HAS NOT BEEN INCLUDED SINCE IT APPEARS ON BOTH SIDES OF
C THE STIFFNESS EQUATION AND CAN BE CANCELLED OUT.
DO 58 I=1,NTBN
TBLOAD(1)=0.0
58 CONTINUE
DO 59 J=1,NTBN-1
K=ITBN(J)
L=ITBN(J+1)
RES=0.5*TOPRESS*1.0E+06* (R (L)+R(K
*SUMOM=(TOPRESS*1.0E+O6*(R(L)—R(K)
CENT=SUMOM/RES
F2=RES*(CENT-R(K))/(R(L)-R(K))
F1=RES-F2
TBLOAD(J)=TBLOAD(J)+F1
TBLOAD( J+1)=TBLOAD( J+1)+F2
59 CONTINUE
DO 60 I=1,NTBN
J=2*ITBN(1)
B(J)=TBLOAD(1I)
60 CONTINUE

))*(R(L)-R(K))
)*(R(L)**2+R(L)*R(K)+R(K)**2))/3.
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C.6 Listing of program DEFLOW (Continued)

C CALCULATES EFFECTIVE GEOSTATIC LATERAL POINT LOADS (IN N) ON OUTER
C BOUNDARY NODES (NOTE: THESE ALSO REMAIN CONSTANT). THE 2*PI TERMS
C ALSO LEFT OUT HERE.
M=NOBN
P1=TOPRESS*1.0E+06*RPROP (NRX, 4)/(1.0-RPROP(NRX, 4))
D0 61 I=1,NRX
'J=NRX-1+1 _
DELTAP=RPROP(J,1)*RPROP(J,2)*G*RPROP(J,4)/(1.0-RPROP(J,4))
OBLOAD(M)=-RPROP({J,1)*FLOAT({ IBCOB)/6.0*(3.0*P1+DELTAP)*R0
OBLOAD(M-1)=-RPROP(J,1)*FLOAT(IBCOB)/6.0*(3,0%P1+2.0*DELTAP)*RO
P1=P1+DELTAP
M=M-2
61 CONTINUE
DO 62 I=1,NOBN
J=2*I0BN(I)-1
B(J)=0BLOAD(I)
62 CONTINUE -~
c :
C CALCULATES INITIAL HYDROSTATIC LOADS ON FLOW NODES AND GEOSTATIC
C LOADS ON TO-BE WELLBORE NODES

. NDF IT=-1
€ mmmmmmmmae
CALL BLOADS
o 2
GO TO 2 '
c .

C NODAL INCIDENCES OF™STRUCTURAL ELEMENTS (MUST BE INPUT IN CCW
C DIRECTION STARTING WITH LOWEST NUMBERED NODE) AND MATERIAL TYPE
63 DO 65 I=1, NSE .
READ (2, 64) ,(INC(J,K),K=1,4) -
- 64 FORMAT (515) .
g 65 CONTINUE
_c CALCULATES HALF- BANDNIDTH OF STIFFNESS MATRIX
" 66 IBWS=0
DO 67 N=1,NSE °
12=2*INC(N,1) -
J2=2*%INC(N, 2) ¢
. K2=2*INC(N,3) _
IBWTEMP=MAXO( IABS(12-1-LC(12-1)-J2+LC(J2)),IABS(I2-1-LC(12-1)-K2+L
*(C(K2)), IABS(J2-1- LC(JZ 1)-K2+LC(K2)))+1
IF (IBHTEMP GT.IBWS) IBWS=IBWTEMP )
67 CONTINUE
GO TO 2

QOO0

AhXAA LRk dddkdkhhkhhkkhkikk
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C.6 Listing of program DEFLOW (Continued)

C * PRINT OUT OF INPUT =*
C - 9 e 7 3 e de 3 e e vk ok Aok ok Ak ke e ok
C L 3
C 44
C HEADER
68 WRITE (3,69) TITLE(1),TITLE(2)
'69. FORMAT (1H1,///,29X, 'ANALYSIS®,/,30X,'OF THE',/,8X,'COUPLED AXISYM
*METRIC DEFORMAT ION-DRAWDOWN RESPONSE',/,26X, 'RESULTING FROM',/,9X,
*'STEADY-STATE, TWO-REGIME, RADIAL FLON TO A WELL',/,3X, 'THROUGH A
*SERIES OF ROUGH DEFORMABLE HOR IZONTAL FRACTURES' / 30X '"USING',/
*/,25X,16(1H*),/,25X,1H*,3X, ' -DEFLOW-", 3X,1H*,/, 25X, 16(1H*) /1111751
%X, 'PROBLEM: ', 1X.A60./,10X,A60,//) -
C
-~ £ GENERAL SET-UP PARAMETERS . '
_WRITE (3,70) NFRAC,NFN,NRX,NSN,NSE,RW,R0,Fi
70 FORMAT (1X,'GENERAL SET-UP PARAMETERS:',//,5X,'NUMBER OF FRACTURES -
* ' 32(1H-),14,/,5X, '"NUMBER OF FLOW NODE PAIRS PER FRACTURE ',13(1H
*-),14,/,5X, 'NUMBER OF ROCK UNITS ',31(1H-),14,/,5X,'NUMBER OF STRU
*CTURAL NODES ',25(1K-),14,/,5X, 'NUMBER OF STRUCTURAL ELEMENTS ',22
*(1h-),14,///, 1X 'DIMENSIONS ' // 5X, 'RADIUS OF WELL (M) ',33(1H-)
*F8.3,/,5X, 'RADIUS OF CONSTANT HEAD OUTER BOUNDARY (M) ',9(1H-),F8.
*3,/,5X, 'HELLBORE FRICTION FACTOR™" 27(1H ),F8.3) T
a
C
C- BOUNDARY CONDITIONS .
IF (IBCWELL.EQ.2) GO TO 72 ®
WRITE (3,71) HWSTOR,HO, TOPRESS . ('
71 FORMAT (//,1X, 'BOUNDARY CONDITIONS:',//,5X,  BOUNDARY CONDITION AT
, . *WELL ',25(1H-),3X, 'HEAD',/,5X, '"HEAD AT WELL RADIUS IN LOWEST FRACT
*URE (M) ',9(1H-),F8.3,/,5X,oHHEAD AT OUTER BOUNDARY (M) '-,25(1H-),F
4 7 *7.3,/,5X%, 'PRESSURE ON TOP BOUNDARY (MPa) ',21(1H-),F8.3) _
ot . GO TO 74 . :
72 WRITE (3,73) Q,HO TOPRESS
73 FORMAT (//,1X, BOUNDARY CONDITIONS:',//,5X, 'BOUNDARY CONDITION AT
*WELL ', 25(1H- ) FLUX',/,5X, 'WELL DISCHARGE (M**3/S) ',28(1H-),3
*X,1PE9.3,/,5X, \HEAD AT OUTER BOUNDARY (M) *,25(1H:),1X,0PF7.3,/, 5X-
*,'PRESSURE ON TOP BOUNDARY (MPa) ',21(1H-), F8 3)

~ C ITERATION CONTROLS

74 WRITE (3,75) RELAXF,EPSILON, MAXFIT MAXDF IT,MAXPERT

75 FORMAT (//,1X, 'ITERATION CONTROLS:',//,5X, ‘RELAXATION FACTOR: FOR F
“*LOW ITERATION *,15(1H-),F7.2,/,5X, 'RELATIVE ERROR FOR TESTING OF C
*ONVERGENCE 10(1H ),F7.2,/,5X, 'MAXIMUM ITERATIONS ALLOWED IN FLOW
* ROUTINE ',9(1H-),14./,5X, ‘MAXIMUM DEFORMATION-FLOW ITERATIONS ALL
*OKED ',8(1H-), 14,/ 5X, \MAXIMUM FRACTURE STIFFNESS RERTURBATIONS AL
*LOWED *,3(1H-},14) .
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c.6 Listing of program DEFLOW (Continued)

¢ MATERIAL PROPERTIES

¢ ROCK

P R WRITE (3,76) TITLE(1),TITLE(2)

76 FORMAT (1H1,///,1X,'PROBLEM:',1X,A60,/,10X,A60,///,28X, 'MATERIAL P
*ROPERTIES',/,28X,19(1H-),////,1X, 'ROCK:',/,45X, '"ROCK LAYER',/,35X,
*11',9X,'2',9X,'3',9X,'4',/)

WRITE (3,77) (RPROP(J,1),J=1,NRX)
77 FORMAT (4X,'THICKNESS (M)',1X,11(1H-),3X,4(F4.2,6X))
WRITE (3,78) (RPROP(J,2),J=1,NRX)
78 FORMAT (4X,'MASS DENSITY (KG/M**3)',1X,2(1H-),3X,1PE8.2,2X,E8.2,2X
* E8.2,2X,E8.2)
WRITE (3,79) (RPROP(J,3),J=1,NRX)

79 FORMAT (4X,7HYOUNG'S,' MODULUS (GPa)',1X,3(1H-),2X,4(F4.1,6X))
WRITE (3,80) (RPROP(J,4),J=1,NRX)

80 FORMAT (4X,9HPOISSON'S,' RATIO',1X,9(1H-),2X,4(1X,F4.2,5X))

L
C FRACTURES

WRITE (3,81)

EORMAT (///.1X, *FRACTURES:"',/.,48X, 'FRACTURE WNO."',/.43X,*1',9X, "2,
. '3 ,/)
WRITE (3,82) (FPROP(J,1),J=1,NFRAC)

82 FORMAT (4X,'INITIAL APERTURE * (MM)',1X,9(1H-),3X,3(F5.3,5X))
WRITE (3,83) (FPROP(J,2),J=1,NFRAC)

83 FORMAT (4X,'MAXIMUM CLOSURE (%)',1X,13(1H-),2X,3(F4.1,6X))
WRITE (3,84) (FPROP(J,3),J=1,NFRAC)

84 FORMAT (4X,'ABSOLUTE ROUGHNESS (MM)',1X,9(1H-),3X,3(F5.3,5X))
WRITE (3,85) (FPROP(J,4),J=1,NFRAC)

85 FORMAT (4X,'POROSITY (%)',1X,20(1H-),1X,3(F5.1,6X))
WRITE (3,86) (FPROP(J,5),J=1,NFRAC)

86 FORMAT (4X,'NORMAL STIFFNESS: K1 (GPa/MM)',1X,3(1H-),2X,1PE9.2,1X,
*E9.2,1X,E9.2)
WRITE (3,87) (FPROP(J,6),J=1,NFRAC)

87 FORMAT (22X,'K2 (**)',1X,7(1H-),3X,1PE8.2,2X,E8.2,2X,E8.2)
WRITE (3,88) (FPROP(J,7),J=1,NFRAC)

88 FORMAT (22X,"N ( 'L 1X.001R-).3X.3(F4.2,86X))
WRITE (3,89) (FPROP(J,9),J=1,NFRAC)

89 FORMAT (4X, 'TANGENTIAL STIFFNESS FACTOR',1X,5(1H-),3X,3(F4.2,6X))
WRITE (3,90)

90 FORMAT (/,5X,'* If 0.0, non-uniform (see output for individual',/,
:?X,'noda1 aperture values)',/,4X,'** Units dependent on value of n

C
C WATER
WRITE (3,91) TEMP,VISC,RHO
91 FORMAT (///,1X,'WATER:',//,4X,'TEMPERATURE (DEGREES C) ',9(1H-),2X
*,F4.1,/,4X, 'KINEMATIC VISCOSITY (M**2/S) ',4(1H-),3X,1PE8.2,/,4X,"
*MASS DENSITY (KG/M**3) ' ,10(1H-),3X,E8.2,/)
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c.6 Listing of program DEFLOW (Continued)

E NODE INFORMATION
¢ COORDINATES, BC CODES, AND INITIAL BC'S
WRITE (3,92) TITLE(1),TITLE(2)

92 FORMAT (1H1,///,1X,'PROBLEM:',1X,A60,/,10X,A60,///,29X, 'NODE INFOR
*MATION',/,29X,16(1H-),////,36X, ' INITIAL BOUNDARY CONDITIONS',/,12X
BRIRY 8X,'2" 18X, "R! 19X, 2"/, 2X, "NOBE" , 4X, *COORD' , 4X, 'COORD" , 3X, "
*BC',5X, 'LOAD',5X, 'DISPL',6X,'LOAD',5X, 'DISPL",/,1X, 'NUMBER',4X, "' (M
B BX, " (M) 33X, CODE" 4K, "(NY ', 7K, " (M) ", 7X, " (N)* 7K, " (M) " . /. 1%, 6(1
*H-),3X,5(1H-),4X,5(1H-),2X,4(1H-),4X,4(1H-),5X,5(1H-),6X,4(1H-),5X

,5(1H'),/)
DO 107 I=1,NSN
12=I+I
11=12-1
IF (ICODE(I).EQ.0) GO TO 93
IF (IABS(ICODE(I))-2) 95,99,103
C FOR ICODE(I)=0
93 WRITE (3,94) I,R(I),Z(1),ICODE(I),B(I1),B(I2)
94 FORMAT (1X,14,3X,F7.3,2X,F7.3,4X,11,2X,1PE9.2,11X,E9.2)
GO TO 107
95 IF (ICODE(I).GT.0) GO TO 97
C FOR ICODE=-1
WRITE (3,96) I,R(I),Z(I),ICODE(I),B(I2)
96 FORMAT (1X,14,3X,F7.3,2X,F7.3,3X,12,15X,'0.0"',4X,1PE9.2)
GO TO 107
C FOR ICODE(I)=1
97 WRITE (3,98) I,R(I),Z(I),ICODE(I),B(I2)
98 FORMAT (1X,14,3X,F7.3,2X,F7.3,3X,11,15X,'0.0F',3X,1PE9.2)
GO TO 107
99 IF (ICODE(I).GT.0) GO TO 101
C FOR ICODE=-2
WRITE (3,100) I,R(I),Z(I),ICODE(I),B(I1)
100 FORMAT (1X,14,3X,F7.3,2X,F7.3,3X,12,2X,1PE9.2,24X,'0.0")
GO TO 107
C FOR ICODE(I)=2
101 WRITE (3,102) I,R(I),Z(I),ICODE(I),B(
102 FORMAT (1X,14,3X,F7.3,2X,F7.3,4X,11,2
GO TO 107
103 IF (ICODE(I).GT.0) GO TO 105
C FOR ICODE=-3
WRITE (3,104) I,R(I),Z(I
104 FORMAT (1X,14,3X,F7.3,2X
GO TO 107
C FOR ICODE(1)=3

105 WRITE (3,106) I,R(I),Z(I

106 FORMAT (1X,14,3X,F7.3,2X

107 coNTINUE

*

I1)
X, IPE9.2,24X,"0.0F")

), ICODE(I)
,F7.3,3X,12,15X,'0.0',16X,'0.0F*)

), ICODE(1)
,F7.3,3X,11,15X,'0.0F',16X,'0.0F")
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6 Listing of program DEFLOW (Continued)

WRITE (3,108)

108 FORMAT (/,1X,20(1H-),//,1X, 'BOUNDARY CONDITION CODES:',11X,'SIGN C

*ONVENTION: *,//.6X, CODE' ,6X, 'R*,10X, 'Z",13X, 'R+ RADIALLY OUTWARD',

%/ ,6X,8(1H=).5X,4(1H-),7X,4(1H-} 11X, '+ DONNWARD',//,7X,'-3",7X, "~
*' 9%, 'DISPY, /,7X, ' -2! 6X, 'LOAD! ,8X, '=",/,7X, " -1!, 7X, *~" , 9, 'LOAD! ,
*/,8¢,'0',6X, 'LOAD , 7X, 'LOAD',/,8X, " 1',6X, 'DISP*,7X,'LOAD" ./, B, 12!

» 06X, 'LOAD' 7X DISP / 8X, 3' 6X, 'DISP' 7X DISP' »//,3X,'F INDICAT

*ES FIXEU DISPLACEMENT )

FLOW NODE PAIRS o ?
WRITE (3,109) TITLE(1), TITLE(2) .

- 109 FORMAT (1H1,///,1X, ' PROBLEM: "' 1X,A60,/, 10X R60,///,23X,'NODE INFOR

c
C

C
c

*MATION (CONT.)"./,23X,24( IH- )y Y717/ .18%. "FLOW PAIRS:'4X. 'FRACTURE',
*aX, "FLOW',/, 30X, 'NUMBER"®,5X, 'PAIR" .6X, 'NODES',/,29X,8(1H- ) ax, 8( 1A
*-),6X,5(1H-),/) .
DO 113 I=1,NFRAC M
DO 111 J=1,NFN .
WRITE (3,110) I,J,IFPAIR(I,J,1), IFPAIR(1,J,?)
110 FORMAT (31X,12,9X,12,6X,13,1X,13) :
111 CONTINUE
WRITE (3,112).

‘112 FORMAT (1K0) &

113 CONTINUE °

TOP BOUNDARY NODES i T
WRITE (3,114) ((N, ITBN(N)) ,K=1,NTEN)

114 FGRMAT (/,6X,‘'TOP BOUNDARY NODES ', 8X, 'NO ' 5X NODE' /s 33X 3(1K-)
'-'l

. * . 5X,8(1H-), // 15(33X,12, 6X 13,/7))

WELLBORE BOUNDARY NODES . :
WRITE (3,115)
115 FORMAT (//,1%, 'WELLBORE BOUNDARY NODES:',dX,'ROCK',/,29X,'LAYER',4
*X, 'NUMBER" , X, 'NODE",/, 29X, 5(1H-),, 4%, 6(1H-),4X,4(1H-},/)
K=0 :
DO 119-I=1,NRX -
N=NWBBN( 1) .
DO 117 J=1,N e
WRITE (3,116) I,J, INBBN(K+J)
116 FORMAT (30X,12,8X,12,6X,13) :
117 CONTINUE 2 '
WRITE (3,118)
118 FORMAT (1HO
K=K+NWBBN( 1
119 CONTINUE

]

OUTER BOUNDARY NODES - . . -
WRITE (3,120) ((N,IOBN(N)),N=1,NOBN)

B )

)
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C.6 Listing of program DEFLOW (Continued)

oo

OO OO0

OO0

OO0

N

120 FORMAT {/,4X, 'OUTER BOUNDARY NODES:',6X,'NO.*,5X,'NODE',/,31X,3(1H

*-),5X,4(1H-),//,8(31X,12,6X,13,/))

ELEMENT INFORMATION - ' . !
WRITE (3,121) TITLE(1), TITLE(2),IBNS. J
121 FORMAT (1H1,///,1X, ' PROBLEM: ,1X,A60,/,10X,A60,///,27X, 'ELEMENT IN _
*FORMATION® / 27X 19(1H ) //// 5X, 'HALF - BANDWIDTH OE..STIFFNESS MATR -
*Ix 12, /// 17x '"ROCK ', 11X, " INCIDENCES' ,/,5X, "ELEMENT',5X, 'LAYER
28X, 1] sx 2' sx '3, / 5X, 7(1H ), 5%, 5(]H ) 7X ,3(3(1H-), 3X) /)
00 123 I+ 1; NSE . - . .
WRITE (3, 122) I,INC(I,4), (IN (1,d),d=1, 3)
122 FORMAT (6x,13;9x,12,5 ,3(3%,13) )

123 CONTINUE ' , Lo . .
GO T ~ ' ' . o=

B L T e

* START OF PROGRAM EXECUTION *

& e Je K dc Je e o de Je Fode ede g e dodode g deke e dok ek ko ke - ,

FRACTURE(S) 15/ARE CONSIDERED TO BE RIGID AND- DEFORMATION RELATED
ROUTINES WILL BE BYPASSED -

124 FLAG6=.TRUE. ) - '
ROUTINES="FLOWSONLY® S : v
GO TO 130 . - . | L - e

<&

HYDROSTAT?& CONDITIONS ARE ASSUMED-AND FLOW ROUTINES WILL BE
BYPASSED, THIS OPTION ESSENTIALLY SIMULATES EFFECTS OF INSTANT— .
 ANEQUS DRILLING OF WELLBORE _ T
‘125 FLAGS=.TRUE. - . '
QUT INES="'DEFORMATION ONLY' ' ,
.Bo 10 127 |
FQACTURE(S IS/ARE CONSIDERED TO BE DEFORMABLE,. SO BOTH FLOW AND.
DEFORMATION -ROUTIRES WILL 8E UTILIZED AND ARE COUPLED WITH 'PHEAD'
AS THE LINKING PARAMETER. BEFORE.GOING THROUGH FLOW ROUTINE, FIRST
CALCULATES DISPLACEMENTS DUE TO DRILLING OF NELLBORE _ .
126 ROUTINES='FLOW & DEFDRMATION' Co. , _ 0
127 NDFIT=-1 4 . S o
NP-& . ) o i . - IS :
GO TO 141 . A .' .
CALCULATES RADIAL DISTANCE HEAD DISTRIBUTION LN FRACTURE(S) FOR -
GIVEN APERTURES* - s ' a*
- 130 QSUM=0.0 - ' ' . - ?
© HW(1)=HWSTOR™. ¥ ' : ¢4_

.7,

DO ‘135 NF=1,NFRAC *- .+ ot
00 131 L=1,NFN . " ~
L LTL NN
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C.6 Listing of program DEFLOW (Continued)

K=2%IFPAIR(NF,L, 1
J=2* IFPAIR(NF, L2
IF (FPROP(NF,1).E
TWOB(L)=FPROP(NF,
.60 TO 1302
1301 TWOB(L)=TWOBI(NF,L)/1000.+DISP(K)-DISP({J)
1302 ROUGH(L)=FPROP(NF,3)/(2000.*THOB(L)) -
131 CONTINUE .

)

| .

Q.0.0) GO TO 1301
1)/1000 +DISP(K)-DISP(J)

G emmimemeem—- ’ _
IF (FLAGB OR.FLAG4) GO T0 132 | ¢
IF (FLAG2) GO TO 186 .
132 DO 133 L=1,NFN
SA(L)=ABS(HO-THEAD(L))
VFACTOR=1.0
"IF (LAW(L).EQ.1.0R.LAW(L). EQ 4). VFACTOR=1.2
VHEAD(L)=VFACTOR*VEL (L)**2/(2.0%G), . .
PHEAD(NF,L)=THEAD(L)-VHEAD(L)- ZHEAD(NF) .
133 CONTINUE o
IF 1ST TYPE BOUNDARY CONDITION AT WELL, CALCULATES VOLUMETRIC FLUX
'FROM 2ND EQUATION OF PARTITIONED MATRIX EQUATION. THIS IS NOTHING
BUT THE THIEM EQUATION (A VERSION OF THE CONTINUITY EQUATION). .
NECESSARY TO DIVIDE BY POROSITY TO ACCOUNT FOR DIFFERENCE BETWEEN
GEOMETRIC APERTURE AND EFFECTIVE APERTURE.
IF (IBCWELL.EQ.1) : N
*Q=2. O*PI*(TRANS(2)+TRANS(1))*ABS(THEAD(Z) THEAD(1))/(2.0%EL*FPROP(
*NF,4)/100.0) - | -
<« QSUM=QSUM+Q :
IF (FLAGL0) GO T0.1331
GO TO 1332
C ESTIMATES EXIT LOSS -USING RELATIONSHIP OERIVED FROM DATA GIVEN IN
'C MURPHY AND- PEARCE (1980)°
1331 CE=0.23%(2.0*RW/TWOB(1))**1.41
SEL=CEXQ**2/ (2.0%G¥PI*¥2*RW**4)
~ SWELL=SA(1)+SEL
C CALCULATES WELLBORE FLOW LOSS USING DARCY-WEISBACH EQUATION
C FIRST ‘SUBTRACTS LENGTH INCLWDED IN EXIT LOSS
WBL=RPROP(NF+1,1)-10.0FRW
IF (WBL.LT.0.0) WBL=0.0 - ) ,
SWB(NF ) sFW*WBL*QSUM**2/ (4., O*G*PI**Z*RH**S) ; e
FHEADWB=THEAD(1)-SEL
VHEADWB(NF)=1.0/(2. O*G)*(QSUM/(PI*RN**Z))t:g\s

aSOOO0

- PHEADWB=THEADWB-VHEADWB( NF) .

1332 IF (FLAG3.0R.FLAGA4.0R FLAG6 OR.FLAG8) GO TO 160
134 CONTINUE

135 CONTINUE

~

S
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6 Listing of program DEFLOW (Continued)

IF (FLAG3.OR.FLAG4) GO TO 198
IF (FLAG6.0OR.FLAG8) GO TO 184
IF (NDFIT.EQ.0) GO TO 138

CHECKS FOR CONVERGENCE (USING RELATIVE CRITERION) OF PRESSURE
HEAD VALUES ;
DO 136 NF=1,NFRAC : .
"D0 136 L=1,NFN - S
RELCONV=ABS( ( PHEAD(NF ,L)-PHEADT(NF,L))/PHEAD(NF,L))
IF (RELCONV.GT.EPSILON) GO TO 137
136 CONTINUE
FLAG8=.TRUE.
GO TO 130 ,
137 IF (NDFIT.LT.MAXDFIT) GO TO 138
GO TO 189 : -

REASSIGNS 'PRESENT!.VALUES OF PRESSURE HEAD TO -'PREVIOUS' VALUES
BEFORE STARTING NEXT ITERATION
138 DO 139 NF=1,NFRAC - -

DO 139 L=1,NFN °

PHEADI (NF,L)=PHEAD(NF,L) St
139 CONTINUE o . “
DETERMINES DISPLACEMENTS IN FRACTURED ROCK MASS DUE TO.DRILLING
OF WELLBORE OR TO CHANGES IN EFFECTIVE STRESS RESULTING FROM FLOW.
RESPONSE OF FRACTURE IS NON-LINEAR AND MUST BE SQLVED BY SUCCESSIVE
APPROX IMAT IONS.
140 NOFIT=NOFIT+1 ' &S

NP=0
141 NP=NP+1 .

DO 142 N=1,NSN2 - -

B(N)=0.0

142 CONTINUE -
(“..

ASSIGNS 2ND TYPE (FORCE) BOUNDARY CONDITIONS TO FORCE ARRAY
CONSTANT VERTICAL LOADS (IN N) ON TOP BOUNDARY NODES CAUSED BY

"APPLIED PRESSURE

. 143 DO-144 I=1,NTBN

J=2*ITBN(1) -~ -
B(J)=TBLOAD(I)

*144 CONTINUE

CONSTANT GEOSTATIC LATERAL LOADS (IN N) ON OUTER BOUNDARY NGQES
DO 145 I=1,NOBN- ' ;
J=2*IOBN(I)-1- ,

B(J)=0BLOAD(I)  * . ’ _ .

145 CONTINUE - ;

CALCULATES VARIABLE VERTICAL LOADS ON FRACTIRE- FLOW NODES AND

€



C.6 Listing of program DEFLOW (Continued)

LATERAL LOADS ON WELLBORE NODES (IN W)

C
C
C cmmmmmmeoo-
C
C

CONDENSES FORCE ARRAY
_K=0
- DO 153 I=1,NSN
12=1+1 T
“11=12-1 - -
IF (ICODE(I).EQ.0) GO TO 146
GO TO 147
146 B(K+1)=8B(11)
B(K+2)=B(12)
K=K+2
GO TO 153 )
147 IF (IABS(ICODE(I))-2) 148,149,151
148 IF(I1CODE(I).GT.0) GO TO 150
GO TO 146 : N \47
149 IF(ICODE(I).GT.0) GO TO 152 '
GO TO 146 '
150 B{K+1)=B(12)
K=K+1
- GO TO 153 -
151 IF (ICODE(I).GT.0) GO TO 153
152 B(K+1)=B(I1) -
o K=K+l
153 CONTINUE

¢ 1
o
CALL DEFORM \ ~
C memmmmmeee-
IF (FLAGS) GO T0 195
MODIF IES FRACTURE STIFFNESS IF NECESSARY

e Ekunle

4

DETERMINES WHETHER TO CONTINUE ITERATING BETWEEN OEFORM- STIFFEN
ROUTINES, PROCEED TO FLOW ROUTINE, OR QUIT
~IF (FLAG7 AND.NDFIT.LT.0) GO TO 158
IF (FLAG7) GO TO 154 T
IF (NP.LT.MAXPERT) GO TO 141
NPERT(NDF IT+2)=KP
G0 TO 192

OO

oo

DETERMINES NET DLSPLACMENT (I.E., TOTAL DISPLACEMENT CALCULATED LESS
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6 Listing of program DEFLOW (Continued)

'BACKGROUND' DISPLACEMENT)
154 DO 155 1=1,NSN2

DISP(1)=DISP(I)-DISPI(I)
155 CONTINUE

‘IF (NDFIT.GT.0) GO TO 156

NPERT(2)=NP

GO TO 157
156 NPERT(NDFIT+2)=NP
157 IF (FLAGY} GO TO 161

GO TO 130 .
IF FIRST TIME THROUGH DEFORMATION ROUTINE, RE-ASSIGNS:DISPLACEMENTS
TO 'BACKGROUND' (I.E. .. THOSE WHICH CAN BE ATTRIBUTED TO EXISTING
HYDROSTATIC CONDITIONS, TOP BO'NDARY FORCES, AND GRAVITY FORCES)
158 00 159 I=1,NSN2

DISPI{1)=DISP(1)
159 CONTINUE

NDF IT=-1

NPERT(1)=NP

60 TO 140

e e e A Kk d de e de dede de de ok e dede de ke ok

* . PRINT OUT OF RESULTS *

ok dedkkdedkdek ok kkokkkkk ok kki

160 IF (NF.GT.1) GO TO 177
161 WRITE?(3,162) TITLE(1),TITLE(2),ROUTINES
162 FORMAT (1H1,///,25X, 24(1H*) /,25X,'* OQUTPUT FROM DEFLON *'/,25%
* Zu(lH*) /17,1X%, 'PROBLEM 1X A6Q, /,10X,A60,///,1X, ROUTINE(S) USE
*D: ,A20,//) I '
IF (FLAGG) GO TO 179
® ]
FINAL LOADS AND DISPLACEMENTS (IF DEFORMATQON ROUTINES USED)
WRITE (3,163) NPERT(1l) -
163 FORMAT (19X, '‘RESULTS OF DEFORMATION ROUTINE* ,//,5X, 'ITERATIONS T0
*CALCULATE BACKGROUND DISPLACMENTS',1X, 3(1H-),1X,12) ' .
IF (NDFIT.LT.0) GO TO 168
- WRITE (3,164) NPERT(2) E
164 FORMAT (5X, *ITERATIONS TO CALCULATE BOREHOLE EFFECTS',1X,10(1H-)
*xX,12) -
IF (NOFIT.LE.Q) GO TO 168 .
WRITE (3,165) NDFIT * -
165 FORMAT. (5X, 'DEFORMATION-FLOW ITERATIONS', 1X 23(1H ),1X,12,//920X,"
*DEF-FLOW',10X, 'DISP-STIFF',/,20X, 'ITERATION‘ 9X 'ITERATIONS' /, 20X
*,9(1H-), 9X 10(1H ))

S, '_., . AN
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C.6 Listing of program DEFLOW (Continued)

00 167 1=1,NDFIT
J=1+2
" WRITE (3,166) 1,NPERT(J)

166 FORMAT (23X,12,16X,12)

167 CONT INUE

168 WRITE {3,169)

169 FORMAT (//,1X,'DISPLACEMENTS:" / 1X,13(1H-),//,26X, FINAL¥§16X 'BA
«CKGROUND' ,/, 10X, 'NODE', 8X, ‘OR" ,9X, D’ ,11X, 'DR" 9x '02',/) »
2900 171, 1=1,NSN ‘
[2=1+I] . , _ .
11=12-1 <o
WRITS (3,170) 1 DISP(ll) DISP(I2), 01591(11) DISPI(I2)

170 FORMAT (10X, 13,5X,1PE9.2.2X,E9.2, 4X,E9.2,2X,E9.2)

171 CONTINUE
WRITE (3,172) ;

172 FORMAT (/,10X,20(1H—),/,10X,'SIGN CONVENTION: R+ RADIALLY OUTWARD'

© x_/,27X,'I+ DOWNWARD') - '
WRITE (3,173)

173 FORMAT (1H1,//,4X,'FRACTURE DEFORMATION:',/,4X, 20(1H ), //, 13X, 'FLO

*w- 5%, *RADIAL’ . 19X, 'FINAL STIFFNESS',/,13%, NODE', ax, 'MOVEMENT ! , 45X
x,'CLOSURE', 4X, 'TANGENTIAL',4X, 'NORMAL ' ./, 2X, 'FRACTURE' 3X, 'PAIR" s
X, '(M)*,9X." (M)*',7X, ' [GPa/M]".5X, ' [GPa/M]',/,2X,B8(TH-).3X,4(1H-).4
*X,8(1H:),3X,9(1H-),3X,10(H-),3X,8(1H—),/)
N=0 .
D0 175 I=1,NFRAC
DO 175 J=1,NFN
N=N+1
12=2*IFPAIR(I,J,1)
11=12-1
J2=2*IFPAIR(I, J,2) - %
J1=J2-1 ' :
DR=DISP{J1)-DISP{11)
DZ=DISP(12)-DISP(J2) -
WRITE (3,174) 1,J,0R,DZ,KS(N),KN(N) o
* 174 FORMAT (4Xx,12, 8X, 12 ax, 1PE9 2 3X,E9.2,3X%,£9.2,3X,£9. 2)
175 CONTINUE
T WRITE (3,176)
'176 FCRMAT (/,2X,20(1H-),/,5X,*SIGN CONVENTION: RADIAL MOVEMENT + TOP
* SURFACE OF FRACTURE',/,41X,'HAS MOVED OUTWARD RELATIVE', /,81%,'70
© % BOTTOM',/, 30X, 'CLOSURE - APERTURE- HAS DECREASED" ) .
IF (FLAG9.AND.FLAG4) GO TO 198
IF (FLAG9) GO TO 184 Lo

AT

C APERTURES AND HEAD DISTRIBUTION

177 WRITE (3,178) TITLE(l) TITLE(2)
178 FORMAT (1H1,///,1X,'PROBLEM: ',1X A60,/,10X,A60 ///)
179 IF (FLAGlO) G0 To 1792 v

e
-
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C.6 Listing of program DEFLOW (Continued)

WRITE (3,1791) NF,NFIT,Q
1791 FORMAT . (24X, ‘RESULTS OF FLOW ROUTINE',///,1X,'FRACTURE NO.
*X,14(1H-),//,5X, "NUMBER OF FLOW ITERATIONS',1X,17(1H-),13//,5X,"IN
*JECTION RATE TO FRACTURE (M**3/S)',1X,7(1H-),2X,1PE9. 377/,11X, ' TO
*TAL",2X, "EXCESS',3X; 'VEL.',2X, 'PRESS. ' 2X, 'APER-',2X, 'RQUGH", 2X, 'R
*EYNOLDS', 20X, "HYD. ', 4X, 'LAM.*,/,2X, 'RADIUS', 3X, "HEAD' ,4X, 'HEAD" , 4X
% 'HEAD',3X,'LOSS',3X, 'TURE',3X, 'NESS',4X, 'NUMBER®, 3X, 'FLOW',3X, ' TR
*ANS.',4X, *COND. ' ,4X, 'FACT. " / 3X,'(M)',6X,‘(M)',5X,'(M)',4X,'(M)',
*4X, ' (M) ", 8%, (MM)",4X,'( )*,5 ( )',5X, "LAW', 3X, ' (M**2/S)} 3X," (M
*/S)',5%,'( )',/,2X,6(1H-),3X, ( -),2X,6(1H-).3X. 4(1H-),2X, 6(1H-),
*ZX)?IIH-) ,2X,5(14-),2X,8(1H-),2X,4(1H -}.2%,8(1H-),2X,8(1H-},2X,5(1
*H_
60 TO 1811
1792 WRITE (3,180) NF,NFIT,Q
180 FORMAT (24X, 'RESULTS OF .FLOW ROUTINE',///,1X, FRACTURE NO.',I2, /,1
*X,14(1H-),//,5X, '"NUMBER OF FLOW ITERATIONS',1X,17(1H-),13,/.5X,'DI
*SCHARGE FROM FRACTURE (M**3/S)",1X,10(1H-),2X,1PE9.3,///,11X, 'TOTA -
*L',3X, 'DRAW-",3X, 'VEL.',2X, 'PRESS. ", 2X, 'APER-",2X, 'ROUGH' ,2X, 'RE YN
© *0LDS', 20X, 'HYD.*,4X, LAM.',/,2X, 'RADIUS', 3X, '"HEAD',4X, 'DOWN',4X, 'H
*EAD*, 3X, 'LOSS' ;3X, 'TURE', 3X, 'NESS',4X, 'NUMBER ', 3X, 'FLOW' , 3X, ' TRANS .
*.v 8X,'COND. ', 48X, 'FACT.",/,3X, " (M)',6X, " (M)*,5X," (M)',aX,"(M)",4X,
*(M) ', 8K, (M) LA, (), 5X, 0 (), 5X, TLAW' 3K, (M**2/S) " 3K, " (M/S)
* 5%, 0( ), /,2X, 6(1H- ),3x 5(1H-),3X,5(1H-),3X,4(1H-),2X,6(1H-),2X,
*5(1H-),2X,5(1H ),2X,8(1H-),2X,4(1H-) 2X,8(1H-),2X,8(1H—),2X,5(1H-)

PLOSSWB=ABS(PHEAD(NF, NFN) PHEADNB)
WRITE (3,181) THEADWB, SWELL, VHEADWB(NF),PLOSSHB .
181 FORMAT (/,1X,"IN WELL',1X, F7.3,1X,F7. 3,1X,F6.3,1X,F7.3,4X%,1H-,6X,1
*H-,7X, 1H-,7X, 1H-, 7X, 1H- ,9X, 1H-. 8X, 1H-) .
1811 DO 183 L=1,NFN -
PTWOB=1000.*TWOB(L)
\PLOSS=ABS(PHEAD(NF ,NFN)-PHEAD(NF,L)) - e
' L).£Q.1.0R.LAW(L).EQ.4) GO TO 1813 : e
_ 1812) RR(L),THEAD(L),SA(L),VHEAD(L),PLOSS, PTHOB,ROUGH(L),
*RE(L),LAW(L) -
1812 FORMAT (3(1X,F7.3),1X,F6.3,1X, F7.3, 2(2x FS. 3) 2X,1PEB.2,3X,11,7X,1
*H-,9X, 1K-,8X,1H-) - ,
. 60 T0 183 . ~ - ' - b
1813 COND=TRANS(L)/TWOB(L) N
WRITE (3,182) RR(L),THEAD(L), SA(L),VHEAD(L),PLOSS,PTWOB,ROUGH(L),R
*E(L), LAH(L) TRANS(L) COND, CL(L) -
1182 FORMAT (3(1X,F7. 3),1X,F6. 3,1X,F7.3, 2(2%,F5.3),2X,1PEB.2,3X,11,4X,E
*8.2,2X,E8.2,2X 0PF5 3.
183 CONTINUE . LI 4 -
GO-TO 134 e - ' i

c - , . :
- C COMPLETION MESSAGE _ o
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.6 Listing of program DEFLOW (Continued)

184 WRITE (6,185) FILEQUT $
185 FORMAT (///,1X,'Program has run to completion.',/, 1X 'Output has b$
*een written to f11e : ',A20,///)
GO TO 198 .

ITERATION TERMINATION MESSAGES

MAXFIT EXCEEDED

186 WRITE (3,187) TITLE(1),TITLE(2),MAXFIT,NF '

187 FORMAT (1H1,/,1X,'PROBLEM:',1X,A60,7, 10X A60,///,30X, 'ATTENTION! 1!
o *',//,6X%,'THE FLON ROUTINE HAS USED ", 12, IFERATIONS (MAXTMUM ALLO
© *WED BY INPUT',/,1X,'CONTROL) IN FRACTURE NO.',12," HITHOUT ACHIEVI

*NG CONVERGENCE NITH RESPECT',/,1X,'TO TOTAL HEAD ',/,6X, ' THE PROGR

*AM HAS BEEN TERMINATED AND RESULTS AS OF THIS POINT HAVE »/,1X,'BE
*EN PRINTED OUT.')

WRITE (6,188) NFIT,NF,FILEQUT %

188 FORMAT (1H1,///, 30X 'ATTENTION"",// 6%, 'The flow routine has use$
*d *,12," 1terat1ons (maximum allowed by 1nput ,/,1X,'cantrol) in f$
*racture no. ,12,' without achieving convergence With respect',/,1X$

* 'to total head ',/,6X,'The program has been terminated and results

*s as of this po1nt w1T1' /,1X,'be printed out to file: *,A20,///) $
GO TO 130 - .

MAXDFIT EXCEEDED

- 189 WRITE (3, 190) TITLE(1),TITLE(2) ,MAXDFIT

C
C

190 FORMAT (1H1,/,1X,'PROBLEM:',1X,A60,/,10X%,A60, /// 30X, 'ATTENTION! [t
*',//,6X,'THE,FLOH DEFORMATION ITERATIVE SCHEME HAS USED LIe2,r ITE
*RATIONS',/,IX,'(MAXIMUM ALLOWED BY INPUT CONTROL) HITHOUT ACHIEVIN
*G COMPLETE',/,1X,'CONVERGENCE WITH RESPECT TO PRESSURE HEADS.',/,6
*X, 'THE PROGRAM HAS BEEN TERMINATED AND RESULTS AS OF THIS',/,1X,'P
*OINT HAVE BEEN PRINTED OUT.')

WRITE (6, 191) MAXOF IT,FILEOUT ' $

191 FORMAT (1H1 /1/,30X, 'ATTENTION"" ,//,6X,'The flow-deformation ite$

" *rative scheme has used N 1terat1ons ,/,1X'(mdximum allowed by$
. * input control) without achieving comp]ete'./,1X'cqnvergeﬁ%e with §
“*respect to pressure heads.',/,6X,'The program has been terminated $
*and results as of this',/, 1X po1nt will be printed out to file: '$
* A20,///) - . ~ $
FLAG4 .TRUE, ’
G0 TO 130

MAXPERT EXCEEDED '

192 WRITE (3,193) TITLE(l) TITLE(Z) MAXPERT, NDF IT :

193 FORMAT (1H1,/,1X,'PROBLEM: * A60 /510X, A60 111, 30X,'ATTENTION"" -
*//,6X,'THE FRACTURE STIFFNESS/DISPLACEMENT ITER TIVE SCHEME HAS US
*ED *,12,/,1X, ' ITERATIONS (MAXIMUM ALLOWED BY INPUT CONTROL) DURING
"% DEFORMATION-FLOW',/,1X, ' ITERATION *,12,’ WITHOUT ACHIEVING CONVER
*GENCE.',/,6X, 'THE PROGRAM WAS -TERMINATED AND RESULTS AS OF THIS PO

N
. .
- ?
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6 Listing of program DEFLOW (Continued)

* INT HAVE BEEN',/,1X,'PRINTED OUT.") ] . :
WRITE (6,194) MAXPERT,NDFIT,FILEOUT <
194 FORMAT (1H1,///,30X,'ATTENTION!I!* //,6X,'The fracture stiffness/d$
*isplacement iterative scheme has uwsed ',12,/,1X,'iterations (maxim$
*um allowed by input control) during deformation-flow',/,1X,'iterat$
- *ion ',12;' without achieving convergence.',/,6X,'The program has b$
*een term1nated and results as of this po1nt w111 be',/,1X, 'printed$

* gut to file: ',A20, ///) _ ‘ $
FLAG4 .TRUE, ¥ : ‘
F .(FLAGY) G0 TO 160
, GO TO 130
BAD ELEMENT ERROR MESSAGE - -

195 WRITE (3,196) TITLE(1),TITLE(2),NE

196 FORMAT (1H1,/,1X,'PROBLEM:',1X,A60{/,10X,A60,///,30X,'ATTENTION!!!'
*'.//,6X,'ELEMENT NO. ',I3,' HAS A ZERO OR NEGATIVE AREA.',/,6X,'TH
*E PROGRAM WAS TERMINATED AND ONLY INPUT HAS BEEN PRINTED OUT. )
WRITE (6,197) NE,FILEOUT $

197 FORMAT (1H1,///, 3OX "ATTENTION! LI, //, 6X 'Element no. ',13,8 has a$
2 zero or negative area.',/,6X,'The program has been terminated and$
3 input will be printed'out',/,lX,'to‘fiJe:,',AZO,///) ' $

GENERATES LOG OF RUN

198 CALL DATE(DAY)
CALL TIME(HOUR)

SHUTS OFF VAX TIMER AND.DETERMINES CPU FOR RUN
- STATUS=LIB$STAT TIMER(2,FINISH) : , $
CPU=FLOATJ(F INISH-START) /10000. Lo N
MINS=JINT(CPU)

SECS=(CPU-FLOATJ(MINS))*100.  »
WRITE (3,199) TITLE(1),TITLE(2),DAY,HOUR,MINS,SECS
199 FORMAT (1H1,/,1X, TPROBLEM: ', 1X, 760, /, 10X.A60, ///, 30X, 'LOG OF RUN',
2//, §ox 'DATE = ';A12,/,10X, 'TIME VIAl2,/ 10X, CPU =1, 8K, 12, 1, F
35.2 : -

o o4

STOP
END

*******;k********‘********i*******************_*******-****%*************

\

"\ SUBROUTINES . s

;A"*******:k************************************** ****************"k******

__________________ S R Nl

- e e w4 -



C.6 Listidg Qf'program DEFLOW (Continued)

CALCULATES KINEMATIC VISCOSITY AND DENSITY 'OF WATER FOR GIVEN
TEMPERATURE IN RANGE OF 0-35 DEGREES C

OO0

INCLUDE 'CONSTS.COM' .
DIMENSION RHODATA(36),VISDATA(36)

VALUES OF DENSITY IN KG/M**3 (NOTE: 990.0 ADDED TO ALL VALUES IN
CALCULATION BELOW) FROM WEAST AND ASTLE (1982)
DATA RHODATA/9.842,9.902,9.943,9.967,9.975,9.967,9.943,9.904,

. 9.851,9.784,9.703,9.608,9.500,9.380,9.247,9.103,
8.946,8,778,8.599,8.408,8.207,7.996,7.774,7.542,
7.300,7.048,6.787.6.516.,6.236.5.948.5-650,5.344,

* 5.029.4.706.4.374.4.035/
VALUES OF KINEMATIC VISCOSITY IN M**2/S (NOTE: EXPONENTIAL OF
1.0E-06 IS ADDED BELOW) OBTAINED BY DIVIDING TABULATED VALUES OF
ABSOLUTE VISCOSITY (WEAST AND ASTLE, 1982) BY DENSITY VALUES |
DATA- VISDATA/1.787,1.728,1.671,1.618,1.567,1.519,1.472,1.428,
1.386,1.346,1.307,1.271,1.236,1.203,1.170,1.140,
1.110,1.082,1.054,1.029,1.004,.9799, . 9569, .9348,
.9136..8930..8733,.8543, .8358..8181,.8010, .7845,
.7685,.7531,.7382,.7237/ .
- C , - _ _
¢ ITEMP=INT(TEMP)i1

CTUSES LINEAR INTERPOLATION BETWEEN DEGREES

VISC=1.0E-06*(VISDATA( ITEMP)- (TEMP-FLOAT( ITEMP- 1)) (VISDATA(ITEMP)
*_VISDATA(ITEMP+1)))

RH0=990.. 0+(RHODATA( ITEMP) - (TEMP-FLOAT( ITEMP=1))*(RHODATA( ITEMP)-R
*ODATA( ITEMP+1)))

RHOG=RHO*G

hﬁ(‘) OO0
* * *

A

RETURN
END

OO0

SUBROUTINE GRIDGEN - : .

OPTIONAL SUBROUTINE IF NFRAC=1 FOR ASSIGNING NODAL COORDINATES,
FRACTURE-FLOW NODE PAIRS, BOUNDARY NODES, BOUNDARY CONDITION CODES,
AND ELEMENT INCIDENCES AND MATERIAL TYPES

OO0

- INCLUDE ‘PARAM,COM'
INCLUDE 'BOTH.COM'
INCLUDE 'DEFORM.COM'
INCLUDE 'DIMENS.COM'

* INCLUDE “'FLOW.COM!'

[P X K e R X )
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C.6 Listing of program DEFLOW (Continued)

NSN=4*NFN
NSE=NSN-4 - :
C DETERMINES LIMITS AND SPACING FOR DISCRETIZING ROCK LAYERS SUCH
C THAT ELEMENTS WITH EXTREME ASPECT RATIOS ARE AVOIDED
_ DO 201 LIM1=1,NFN
IF (RR{LIMI). GE. RPROP(l 1)) 60 TO 202
201 CONTINUE
IF (LIML. EQ.NFN+1) LIM1=NFN
202 DO 203 LIM2=1,NFN ‘o ,
IF (RR{LIM2).GE.RPROP(2,1)) GO TO 204 T
203 CONTINUE . .
IF (LIM2.EQ.NFN+1) LIM2=NFN
*204 NTBN=NSN/4-LIM2+2
NWBBN(1)=LIM1
NWBBN(2)=LIM2
@ NTWBBN=LIM1+LIM2 -
‘ ZL0G1=AFOG1O(RPROP(1,1)+1.0)/FLOAT(LIM1-1)
. ZL0G2=ALOG1O(RPROP(2,1)+1.0)/FLOAT(LIM2-1)
C
C LEFTMOST, SINGULAR TRIANGULAR ELEMENTS
R(1)=RW
Z(1)=RPROP(1,1)
ICODE(1)=0
IWBBN(LIM1)=1
R(2)=RW
Z(2)=RPROP(1,1) -
ICODE(2)=0

1,
1,
1,
3
4
1

INC(L,
INC(L,4

[T (I | I O | A | Y I [

N O N

C
C GENERATES GRID BASED ON RELATIVE THICKNESSES OF ROCK LAYERS
F (LIMI-LIM2) 205,205,211
205 IF (LIM1:EQ.NFN). GO TO 207
JBOT=4*LIM1-5° =
IF - (LIM2.EQ.NFN) GO TO 206
JTOP=JBOT+4% (L IM2-LIM1)+1
L I=J80T-1
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C.6 Listing of program DEFLOW (Continued)’

GO TO 208 ™
206 JTOP=JBOT+4*(LIM2-LIM1)+5
L IM=JBOT-1
GO JO 208
207 JBOT=4*LIM1-1
JTOP=JB0T+1
LIM=JBOT-1
GO TO 220 .
208 IF (LIM1.EQ.LIM2) GO TO 217
C : . ,
C TRIANGULAR ELEMENTS TO RIGHT OF -LOWER TRI-CLUSTER UP TO POINT OF
C SYMMETRY WITH UPPER ELEMENTS :
L=2%(LIM1-2)}+3
KL=0
MN=0
J=J80T-1
DO 209 ML=1,LIM2-LIM1
J=J+4 ' c .
IF (ML.EQ.LIM2-LIM1)} KL=-1 . d
F (LIM2.EQ.NFN) KL=0 - ' A
IFPAIR(1,LIMI+MN, 1)=J+1 - '
IFPAIR(1,LIMI+MN,2)}=3- 2
INC(L,1)=J
.{-

-
P~ T —

)=J+1 "
»2)=J+4+KL ) -
)2 J+5+KL
)=l

INC(L+1,
INC(L+1,
L=L+2
MN=MN+1 _ o
209 CONTINUE _ _
C

C TRIANGULAR ELEMENTS TO LEFT OF UPPER TRI-CLUSTER FROM POINT OF

C SYMMETRY WITH LOWER ELEMENTS )
L=2*(LIM1+NFN-3) | oy
J=JB0T-7 . ‘

KL=1
MN 0
F (LIM2.EQ. NFN) MN=1
00 210 NL=1,LIM2-LIM1+MN

° J=J+8 ' .
IF (NL.GT.1) KL=0
INC(L,1)=J+KL
INC(L,2)=J+4

. v

INC(L,3)=d+1+KL : ) | H

.‘ Q .
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 C.6 Listing of program DEFLOW (Continued)

~

INC(L,4)
INC(L+1,
INC(L+1,
INC{L+1,
INC(L+1,
L=L+2
210 CONTINUE
GO TO 217
- 211 JTQP=4*LIM2-3
~IF (LIML1.EQ.NFN) GO TO 212
- JBOT=JR0P+4* (LIM1-LIM2-1)+1
¢ GO TO 213
212 JBOT=JTOP+4*(LIM1-LIM2)+1
213 LIM=JT0P-3
C TRIANGULAR ELEMENTS TO LEFT OF LOWER TRI-CLUSTER FROM ‘POINT OF
¢ SYMMETRY WITH UPPER ELEMENTS \
[=2*L [M2-4 ™
J=JT0P-10
MN#0
IF (LIM1.EQ.NFN) MN=1
DO 214 NL=1,LIM1-LIM2
XL=0 . )
LL=0 S
IF (NL.EQ.3) KL=-1 .
IF (NL.EQ.2) LL=-1 ' B
J=J+4+KL ; o B
INC(L,1)=J _
INC(L,2)=J+4+LL - . —
INC(L, 3)=J+1 '
INC(L,4)=1
INC(L+1,1)=J+1
INC(L+1,2)=J+4+LL

+1+KL

WA
e S S e [N

J
J+4
J+5
2

INC(L+1,3)=0+54LL - N

INC(L+1,4)=1. =, g

LsL+2 . - . R
214.€0NTINUE €.

C.
'C' TRIANGULAR ELEMENTS TO RIGHT OF UPPER TRI-CLUSTER UP TO POINT OF -
C SYMMETRY WITH LOWER ELEMENTS OR TO END (IN CASE WHERE THICKNESS .
C OF ROCK LAYER 1 IS GREATER THAN RO)
L=NSE-2% (NFN-LIM2)+1
MN=0 . .
IF (LIML.EQ.NFN) MN=1
KL=0 g o
J=JT0P-1 AU
DO 215 ML=1,LIMI- LIMZ S ;
KL=0 - _
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C.6 Listing of program DEFLOW (Continued)

LL=0 7
IF (ML.EQ.(LIMI1- LIM2+MN)) KL=-1
IF (ML.EQ.{LIMI-LIM2-1+MN)) LL=-1 .
J=J+4+KL
INC(L,1)=J . - B |
INC(Ls,2)=d+4+LL
INC(L,3)=d+1
INC(L,4)=2
INC(L+1,1)=d+1 _ _ : »
INC(L+1,2)=J+4+LL
INC(L+1;3)=J+5+LL
INC(L+1,4)=2
~ L=L+2 '
215 'CONT INUE
C LOWER, RIGHTMOST, SINGULAR TRIANGULAR ELEMENT NHEN THICKNESS OF
C ROCK LAYER 1 IS GREATER THAN RO 7
. IF (LIM1.EQ.NFN) GO TO 216
G60. TO 219
216 R(JBOT)=RO o P
7(JB0T)=0.0 '
- ICODE(JBOT)=2
ICODE(JBOT-4)=2
.. 10BN(1)=JBOT
© 10BN(2)=JBOT-3
IWBBN(1)=JBOT-4
L=2*NFN-2 X
INC{L,1)=J80T-4
INC(L,2)=J80T R
INC(L,3)=J80T-3 _ .
INC(L,4)=1, - :
G0 TO 219 ™
C.
C TRIANGULAR ELEMENTS IN LOHER TRI- CLUSTER ) .
217 L=2%(LIM1-2) . , -y
LL=D } : : '
KL=0 L ]
IF (LIML,EQ.LIM2) kL=-1  ~  °
o IF (LIMl LIM2.EQ. 1) LL 1
INC(L,1)=JBOT-4+LL
JINC(L,2)=JBOT | o —_—
INC(L, 3) JBOT-3+LL - g - =
INC(L,8)=1 - : : g
INC(L+1,1)=JBOT-3+LL
INC(L+1,2)=JBOT : :
INC(dst1,3)=JBOT+4+KL . 3 . ;
INC(L+1,4)}=1 - T e
INC(L+2,1)=JBOT-

)



C.6 Listing of program DEFLOW (Continued)

CINC(L+2,2)=JBOT+3+KL
INC(L+2,3)=JBOT+4+KL
INC(L+2,4)=1
R{JBOT)=RW | .
Z(J80T)=0.0
ICODE(JBOT) =2 o
ICODE(JBOT-3)=-1
ICODE(JBOT-4)=-2
IWBBN(1)=J80T
IWBBN(2)=JBOT-4 :
IF (LIM2.EQ.NFN) GO TO 218 . o ' )
GO TO 219 | | ,
C .
C UPPER, RIGHTMOST, SINGULAR TRIANGULAR ELEMENT NHEN THICKNESS oF
€ ROCK LAYER 2 1S GREATER THAN RO
218 TFPAIR(1,NFN,1)=JTOP-1
IFPAIR (1, NFN.2)=JTOP-4
INC(NSE,1)=JT0P-4 - - - .
INC(NSE,2)=JTOP * ; -
"INC(NSE, 3)=JTOP-3-. '
INC(NSE,4)=2
R(JTOP) RO '
Z{ JTOP)=RPROP(1, 1)+RPROP(2 1)
_ ICODE(JTQP)=0 :
~ ICODE(JTOP-3)=0."
[0BN(3)=JTOP-4 '
.10BN(4)=4gT0P . .
CITBN(1)=sTOP-3
ITBN(2)=2T0P . .
R 'THBBN(LIM,+LIM2) JTOP-3 .
C o
c TRIANGULAR ELEHENTS IN UPPER TRI-CLUSTER. -
o 219 L=NSE-~2%(NFN- LIM2+1)
KL=0 : , ‘
- ii=t.
MN 0 '
IF (LIM].EQ.NFN) . MN 1 -
: -IF (L1Mi-LIM2.EQ.1) LL=-1 " -
"IF (LIM1.EQ.LIM2) KL=}' S o .
INC(L,1)=JTOP-4+KL . ' '
INC(L,2)=JTOP =
'INC(L 3)=JTOP- 3#KL
INC{L,4)=2
INC(L+1 1)=JT0P- 4+KL
INC(L+1,2)=JTOP+3+LL
INC(L+1,3)=JTOP'
INC(L+1,4)=2



. .C.6 Listing of program DEFLOW (Continued).
. R \ . '

© INC(L+2,1)=JTOP

"INC(L+2,2)=JTOP+3+LL
INC(L+2,3)=JTOP+4+LL
INC(L+2,8)=2

- R(JTOP)=RW
Z(JTOP)=RPRQP(1, 1)+RPROP(2 l)
"1CODE(JTOPY=0

" ICODE(JTOP-3+KL)=-2
ICODE(JTOP-4+KL)=-1

IWBBN(L IM1+LIM2)=JTOP. o S 3 »

IWBBN(LIM1+LIM2-1)=INC(L,3)
ITBN(1)=JTOP

. C

.60 T0.221 _
C RIGHTMOST, SINGULAR, TRIANGULAR ELEMENTS WHEN BOTH ROCK LAYERS 1 -
C AND 2 ARE THICKER THAN RO~ , o \),. .
© 220 R(JBOT)=RO :
Z(JBOT)=0.0

ICODE (JBOT)=2 -
ICODE(JBOT-4)=2
10BN(1)=J80T
IOBN(Z) JB0T-3
IWBBN(1)=JBOT-4
" R(JTOP)=RO '
- Z(JYOP)=RPROP(1, 1)+RPROP(2 l)
- ICODE(JTOP) =0
ICODE(JTOP 2)=0.
[0BN(3)=JTOP-3 -
I0BN(4)=JT0P -
. ITBN(2)=JTOP
" TTBN(1)=JTOP-2
!NBBN(LIM1+LIM2) JTOP 2
L=2*NFN-2 e
INC(L,1y=JBOT-4 . - - . . L ¢
INC(L,2)=JBOT : : ' '
INC{L,3)=JB0T-3 - » o
: INC(L,4)=1 e
s ING(NSE,1)= :JTOP-3
~ INC(NSE,2)=JTOP
~ INC{NSE,3)=JTOP=2
: INC(NSE, 4)=2-
c |
- C LEFT ‘SYMMETRIC PORTION OF GRID o
221 N=1 , . o
- M=2*NEN-2 S )
DO 223 I=3,LIM,4
IFPAIR(1,N+1,1)=1+1 .
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C.6 Listing of program DEFLOW (Continued)

IFPAIR(1,N+1,2)=1+2
R(1)=RW
(1 RPROP(l 1)+1 0-10. **(FLOAT(N)*ZLOGI)
© R(I+1)=RR(N+1)
- Z(I+1)=RPROP(1,1)
R(I+2)=R(I+1).
2(1+2)= Z(I+1)- ) o
R{I+3)=R . L '
Z(I+3) RPROP(l 1) '1.0+10. **(FLOAT{N)*ZL0G2)
IF (I.GE.LIM-3) GO TO 223 _
- L=2*N -
LL=0
- ML=0 -

2 D0 222 J=1,2
ICODE(I)==2 1 :
TWBBN(L IM1-N)=1
ICODE(I+1)=-1
ICODE(1+2)=-1
ICODE(1+3)=-2 :
IWBBN(LIM1+1+N)=1+3
INC(L,1)=I+LL
INC(L,2)= I+4+LL
INC(L,3)=I+1+LL -
INC{L,4)=1+ML
INC(L+1,1)=T+1+LL
INC(L+1,2)=1+44LL ~

CINC(L+1,3)=1+5+LL
" INC(L+1,4)= 1+Ml
" L=L+2*NFN-2 .
. kL=LL+2
ML:I ' t
222’CONTINUE .
- N=N3l
223 CQNTINUE . ' S
© IF (LIM1.EQ.NFN.AND. LIMl LE. LIMZ) GO TO 236
TIF (LIM1-LIM2).-228; 227 224 - E
- C .
- C NODES IMMEDIATELY BELOW UPPER TRI- CLUSTER
- 224 R(JTOP-2)=RW .
© Z(JTOP- 2) RPROP(1,1)+1. 9-10. **(FLOAT(N+1 *ZLOGI) T
< I1CODE(JTOP-2)=-2 ' :
‘ INBBN(LIM1 -N-1)=JT0P-2 T
IWBBN(L IM1-N-2)=JTQP-6 -
- R(JTQP-1)=RR{N+2) .
Z(JTOP-1)=RPROP(1,1)
ICODE(JTOP-1)=-1
ICODE(JTQP-6)=-2



c

'c

-G NODES ABOVE LOWER TRI-CLUSTER
226 1F (LIMI. EQ_NFN) MN= 1 '
"o J=LIM1-1

270

'Lisqing of.progfam DEFLOW (Continued)

oo

ICODE (JTOP-5§=-

 C NODES BETWEEN TRI-CLUSTERS - - i

- J=LIM2-1

N=2

DO 225 K=JTOP+1, JBOT 1,4 . T -
IF (K.EQ.JBOT) GO TO 226 . : C s
KL=0 . = o )

IF (K.EQ.JTOP+1) KL 1.

T Jrd+l

IFPAIR(1,J,1)=K=3+KL . ° - S
IFPAIR(1,3,2)=K+2 Coe e

© L R(K)=RW
- Z(K)= RPROP(l 1)+1.0-10. **(FLOAT(J)*ZLOG})

ICODE(K)=- &

- R(K+1)= RR(J+1)

2(K+1)=RPROP{1,1)

- ICODE(K+1)=-1

R(K+2)=R (K-3+KL) -
Z(K+2)=RPROP(1,1) .

. TCODE(K+2)=-1

R(K+3)=R(K+2) -

;Z(K+3)=RPROP(1 1)+RPROP(2 1)
ICODE(K+3)=-~ :
© - ITBN(N)=Kk43 '

N=N+1-

225 CONTINUE L

RTJBOT+1)=RR(J) SR Lo
Z(JBOT+1)=RPROP(1,1) : - T ‘
. ICODE(JBOT+1)=21. « ~ .

"R(JBOT+2)= RR(J) . '
Z(JBOT+2)=RPROP(1, 1)+RPROP(2 1)

ICODE (JBOT+2)=-1~
“ITBN(LIM1-LIM2+1)=380T+2 ~
IFPAIR(1,3,1)=0B0T-3
*IFPAIR(1,4,2)=J80T+1

IF (LIML.EQ. NFR) GO TO 233

- NODE=JBOT+3

LRAD=L IM1
GO.TO 230°

227 NODE=JTOP+1 -
* LRAD=LIM2.- -

GO TO 230



C.6 Listing of program DEFLOW (Continued) -

c . | ' DS
C NODES ABOVE LOWER TRI-CLUSTER AND TO LEFT OF- UPPER TRI-CLUSTER

C AND TO RIGHT OF LOWER TRI-CLUSTER TO POINT OF SYMMETRY WITH
C UPPER ELEMENTS

228 J=LIM1-1
L=0
00 229 K=JBOT+1,JT0P-1,4
J=d+1
IFPAIR(1,d,1)=K
IFPAIR(I 2)=K
R(K)=RR(
7(K)=RPROP(1,1)
ICODE(K)=~1 - .
R(K+1) =RW : -
Z(K+1)=RPROP(1,1)-1.0+10.**(FLOAT({)-1)*ZL0G2)
ICODE (K+1)=-2
IWBBN(2*LIM1+L)= K+1
R(K+2)=R(K) :
7(K+2)=0.0 + -
ICODE (K+2)=-3
CR(K+3)=R(K) o
7(K+3)=RPROP(1,1) - -
ICODE(K+3)=-1 - o
L=L+] : o
229 CONTINUE 2
7 IF (LIM2.EQ.NFN) GO TO 236 .
NODE=JTOP+1 |
- LRAD=LIM2 | - D
c . ’
C RIGHT SYMMETRIC PORTION OF GRID
©.230 IF (LIM1-LIM2). 231,232,232
" 231 NeLIMI-LIM2+1
60 T0 233
232 N=2 | :
233 DO 235 K=NODE,NSN,4 -
IFPAIR{1,LRAD, 1)=K+1
" IFPAIR(1,LRAD, 2)=K+2
R(K)=RR (LRAD)
" 2(K)=0.0 .
ICODE(K)=-3"
R(K+1)=R(K)
Z(K+1)=RPROP(1,1) -
. 1CODE(K+1)=-1
R(K+2)—R(K)
7(K+2)= RPROP(l B
ICODE(K+2)=-1" - -
R(K+3)=R(K) T

“

. 7

K+3

i
v,
J)
0P

—
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C.6 Listing of program DEFEOW (Céntinued)

2(K+3)=RPROP(1 +RPR8\\§ 1)
ICODE(K+3)=-1
"ITBN(N)=K+3 _
L=2+LRAD-1 o
LL 0 . -
IF (K.GE.NSN-4) GO TO 235
ML=0
‘DO 234 J<1,2
INC(L,1)= K+LL
INC(L, 2)=K+4+LL
INC(L,3)=K+1+LL
INC(L,4)=14ML .
INC(L+1,1)=K+1+LL .
INC(L+1,2)=K+4¥LL , N
INC{L+1,3)=K+5+LL
INC(L+1,4)= ML -
L= L+NSE/2
LL=LL+2 ~
ML=l
. 234 CONTINUE
- LRAD=LRAD+1 -
. IN=N+] :
235 CONTINUE
C-
C DOES REQUIRED RE-CODING OF OUTER BOUNDARY NODES
[OBN(1)=NSN-3
IOBN(2)=NSN-2
10BN(3)=NSN-1
IOBN(4)=NSN
ICODE (NSN-3)
- ICODE(NSN-2)
ICODE(NSN-1)
ICODE(NSN)=0

2
0
0

236 RETURN . L L
END . : -

OO

L

CALCULATES EFFECTIVE POINT LOADS ON FLOH NODES FROM FLUID PRESSURE
~IN FRACTURE AND AT -WELLBORE NODES FROM GEQSTATIC PRESSURE. PRIOR TO
- DRILLING OF WELLBORE AND FROM FLUID PRESSURE AFTER WELL IS -DRILLED

nnnnn

INCLUDE 'PARAM.COM'  '_ ' S .
INCLUDE 'BOTH, COM* o ' .

o o
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Listing of program'DEFLOW (Continued)

INCLUDE 'CONSTS.COM!
INCLUDE 'DEFORM.COM'

. INCLUDE 'DIMENS.COM!

C
C EFF

/

INCLUBE 'FLOW.COM!
INCLUDE *HEAD.COM® -
INCLUDE 'MATEQN.COM! )

ECTIVE VERTICAL POINT. LOADS (IN ) ON FRACTURE NODES
DO -301 N=1,NFRAC | :
00-301 J=1,NFE

[To X N R e B o]

RES=(RR(J+1)-RR(J)) /6. 0% (PHEADI (N, J)*RHOG* (RR(J+1)+2.0%RR{J) ) +PHEA.
~ *DI(N,J+1)*RHOG* (RR(J)+2.0*RR (J+1)}) -

SUMOM=(RR ( J+1)**24RR( J+1)*RR(J)+RR{J)**2) *RHOG* (PHEADI (N, J)*RR ( J+1

© *)-PHEADI(N, J+1)*RR{J))/3.0+0. 25*RHOG* (PHEADT (N, J+1) = PHEADI(N IN/(

301
C

€ EFF

*RR(J+1)-RR(J) ) * (RR(J+1) ¥*4-RR(J) **4)
CENT=SUMOM/RES
F2=(CENT-RR({J))/(RR{J+1)-RR(J) }*RES
FL=RES-F2 _

L1=2*IFPAIR(N,J, 1)

L2= 2*IFPAIR(N J,2)

L3=2*IFPAIR(N, J+1,1) o

L4= 2*IFPAIR(N J+1,2) -
B(L1)=B(L1)+F1

B(L2)=-B(L1)

B(L3)B(L3)F2 - v _

B(L4)=-B(L3)
CONTINUE

IF (NDFIT.GE.Q) GO TO 304 '
ECTIVE LATERAL POINT LOADS (IN N) ON 'TO-BE' WELLBORE NOUES
M=NTWBBN

P1=TOPRESS*1. 0E+06*RPROP(NRX 4)/(1 0~RPROP(NRX 4)

DO 303 I=1,NRX )

J=NRX-1+1 - -

N=NWBBN(J)-1 > _

DO 302 k=1,N : )
L1=INBBN(M) .

L2=IWBBN(M-1) :

DELTAP (Z{L1)-Z(L2))*RPROP(J, 2)*G*RPROP(J 4)/(1.0- RPROP(J 4)y

1=(Z(L1)-Z(L2))/6.0*(3.0%P1+DELTAP)*RW

F2 (Z(L1)-2(L2))/6.0%(3.0*P1+2, O*DELTAP)*RN
B(L1+L1-1)=B(L1+L1-1)+F1

B(L2+L2-1)=B(L2+L2-1)+F2

. p1=P1+DELTAP

302

M=M-1
CONT INUE
M=M-1
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C.6 ‘Listing of program, DEFLOW (Continued)

1

60 TO 308

EFFECTIVE LATERAL POINT LOADS (IN N) ON WELLBORE NODES |
304 K=0 .
_ CUMTH=0.0

DO 307 I=1,NRX

NZNKBBN(1)-1 : |

DO 306 -J=1,N | o ;j

L1=IWBBN{K+J) '

b 2=IWBBN(K+J+1)

IF (1.£Q.1) GO-TO- 305 .

303 CONTINUE | : | e

FOR POINTS ABOVE LOWERMOST FRACTURE '

F1=(Z(L2)-Z(L1))/6.0*RW*RHOG* (3. 0% (HW( I-1)-VHEADWB(1-1))-(2. O*Z(Ll
*)+Z(L2)-3.0%*CUMTH)*(1.0+SWB(1-1)/RPROP(I,1))) -
F2=(Z(L2)-Z(L1))/6.0*RW*RHOG*(3.0*(HW(I-1)-VHEADWB(1-1))-(2.0*Z(L2

L *)+L(L1)-3,0%CUMTH)*(1.0+SWB(1-1)/RPROP(I,1))). .

~ B(L1+L1-1)=B(L1+L1-1)+F1 _
B(L2+L2-1)= B(L2+L2 1)+F2
GO TO 306

FOR POINTS BELOW LONERMOST FRACTURE WHERE VEL=0 AND THERE" ARE NO

BOREHOLE FLOW. LOSSES

-305. Fl=(Z{L2)= Z(Ll))/G O*RN*RHOG*(B 0*(HW(1)+RPROP(1,1))-2.0*Z(L1)-Z(L

Soo |

=Xe N

%2)) |
i?)(Z(LZ) Z(Ll))/G O*RH*RHOG*(3 O*(HH(1)+RPROP(1 1))72.O*Z(L2)5Z(L

 B(t1+L1-1)=B{L1+L1- 1)+F1 :
. B(L2+L2-1)= B(L2+L2 1)+F2

306 CONTINUE-

CUMTH= CUMTH+RPROP(I 1)

K=K#Nel - oy
so7 contmee -~/
8 RETRN L
- .SUBROUTINE.DEFGRM -~
, TTs=s 'r-.-.-'-':_:(:." S .- ' . _‘:‘" ' . . )

| INCLUDE_!PARAM.COM{
INCLUDE"'BOTH.COM® ©
INCLUDE *CONSTS.COM'~
‘INCLUDE *DEFORM.COM’ . .
INCLUDE ' DIMENS. COM'
INCLUDE 'FLAGS. COM'

A b AN
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C.6, Listing of program DEFLOW -(Continued)

- .

. LI
‘INCLUDE 'FLOW.COM'
INCLUDE 'HEAD.COM®
INCLUDE <'MATEQN.COM*
.- ODIMENSION FR(NSN2D),SR(NSN2D, IBWD)

DQ 401 N=1,LMS
DO 401 M=1,1BWS
i A(N,M)=0.0 R
401 CONTINUE -+~
c R
C CALCULATES STIFFNESS OF FRACTURE(S) AT

>

FRACTURE-FLOW NODES

C CALCULATES ROCK STIFFNESS CONTRIBUTIONS (ONLY NECESSARY T0 DO ONCE

T SINCE THEY REMAIN SAME)

IF (NDFIT.GE.0.OR.NP.GT.1) GO TO 420

~* DO 402 I=1,LMS
FR(1)=0.0
D0 402 J=1, IBWS
© SR(1,4)=0.0 |
402 CONTINUE :
C LOOP OVER ALL ROCK ELEMENTS
DO 419 NE=1,NSE .
C CALCULATES STIFFNESS OF ROCK ELEMENT
[

IF {(OELTA.LE.O. 0) FLAGS .TRUE.
IF {FLAGS).G0 TO 430

.C ASSEMBLES GLOBAL STIFFNESS MATRIX AND

~C NOTE: ONLY "FREE' PART OF PARTITIONED
C MATRIX*IS ACTUALLY ASSEMBLED AS LMS x
D0 419 K=1,3
K2=K+K
- K1=K2k1
"~ M=INC{NE,K) -

IF (ICODE(M).EQ.3) GO TO 419

FORCE ARRAY FOR ROCK ELEMENTS
MATRIX EQUATION' IS ASSEMBLED.
IBWS RECTANGULAR MATRIX .

- C IGNORES ANY TERMS IN FIRST EQUATION OF PARTITIONED MATRIX EQUATION

C ASSIGNS ROW NUMBER IN CONDENSED MATRIX ;

T2=MHM-LC(MeM) |
I=12-1 .

0 419 L=1,3
L2=L+L  °
‘L1=L2-1
 N=INC(NE, L)

o N N
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C.6 Listing of program DEFLOW (Continﬁed)

C ASSIGNS "COLUMN NUMBER IN CONDENSED MATRIX -
J2=N+N-LC(N+N)-12+1 °
J1=J2-1'

C DON'T NEED TO ADJUST B ARRAY FOR 'FC' TERM SINCE ALL FIXED

.C DISPLACEMENTS = O
IF (I1ZODE(N).EQ.3) GO TO 419 :

IF (ICODE(M).LE.O.AND.ICODE(M).GE.-2) GO & 408
IF (ICODE(M).EQ.2.0R.ICODE(M).EQ.-3) GO TO 414

C ICODE{M)=1 -

C ADDS ELEMENT GRAVITY LOADS TO FORCE ARRAY
FR(12)=FR(12)+FE(K2)

IFy (J2.LT.1) GO TO 419 °
. ASSIGN 406 TO NEXT
IF (ICODE(N).LE.OQ.AND. ICODE(N) GE.-2) GO TO 404
IF- (ICODE(N).EQ.2.0R. ICODE(N). EQ -3). 60 TO 407
ASSIGN 419 TO NEXT . .
404 SR(I2,J2)=SR(12,J2)+SE(K2,L2)
" 405 GO TO NEXT, (406,419) : ,
© 406 IF (J1.LT.1) GO TO 419 : -
: SR(12,J1)=SR(12,J1)+SE(K2,L1)
GO TO 419
407 .SR(12,J2)=SR(12,J2)+SE(K2,L1)
60 TO 419

ICODE(M)=-2,-1, OR O

ADDS ELEMENT GRAVITY LOADS 10 FORCE ARRAY

408 FR(I2)=FR(I2)+FE(K2)

ASSIGN 413 TO NEXT .
IF (1CODE(N).LE.O.AND. ICODE(N).GE.-2) GO TO 409
IF (ICODE(N).EQ.2.0R.ICODE(N).EQ. 3) GO T0 411
. ASSIGN 419 TO NEXT
. 409 .IF (J2.LT.1) GO TO 410
. SR(12,J2)=SR(12,J2)+SE(K2,L2) : ~
410 IF (J2+1.LT.1) GO ToO 419 ‘ e
SR(11,J2+1)=SR(11,J2+1)+SE(K1,L2) o
60 TO NEXT, (413,419) , : :
411 IF (J2.LT.1) 60 TO 412 . e
* ' SR(I2,32)=SR(12,J2)+SE(K2,L1) = . . T
412 IF (J2+41.LT.1) GO TO 419
CSR(11,J2+41)=SR(I1, J2+1)+SE(K1 L1)

- " GO TO 419 ;

. 413 IF (J2.L.T.1) 60 TO 419
SR(I1,J2)=SR(I1,Jd2p+SE(K1,L1)"

IF (J1LLTT1) GO TY 819
SR(12,J1)=SR(12,J1)+SE(K2, Ll)
60 TO 419 -
C ICODE(M)=2 OR -3 ' - S
414 IF (J2.LT.1) GO TO as R S :

oo
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.6 Listing of program DEFLOW (Continued)

IF (ICODE(N).TE.O.AND. ICODE(Ni GE.-2) GO TO 415
IF (ICODE(N).EQ.2.0R. ICODE(N) EQ 3) GO TO 418

#  ASSIGN 419 TO NEXT

o

OO O

GO TO 416
415 ASSIGN 417 TO NEXT.

‘416 SR(12,J2)=SR(12,J2)+SE(K1, LZ) : o

" GO TO NEXT, (417,419)
417 IF (J1.LT.1) GO TO 419 L |
SR(I2, Jl) SR(12,J1)+SE{K1,L1) ' i
. GO TO 4 - ,
418 SR(I2, J2) SR(12,92)+SE(K1,L1) e
419 CONTINUE |

COMBINES ROCK AND FRACTURE CONTR IBUT LONS INTO SINGLE GLOBAL STIFE-
NESS MATRIX
420 DO 421 I=1,LMS : _
B(1)=B(I)+FR(I)" . . ' !
DO 421 J=1,IBWS S :
o A(1,3)=A(1, J)+SR(I J) .
421 CONTINUE = ,
IBW=IBWS _
. LM=LMS : '
SOLVES STIFFNESS EQUATION FOR VALUES OF DISPLACEMENT

e mm—a—aa—-

EXPANDS. CONDENSED DISPLACEMENT ARRAY TG INCLUDE ALL NODAL
DISPLACEMENTS (INCLUDING FIXED DISPLACEMENTS) , q
- K=LMS , b
DO 429 J=1, NSN ; ' .'

- 1=NSN-J+1 ' . o

. I2=1+1 ' ' - ' L R
I11=12-1 . ' ' [
IF. (ICODE(I).EQ.0) GO TO 422 _ .
80 TO 423 , - ;

| 422 DISP(12)=B(K)-

~ 426 DISP(12)<B(K)

- DISP(I1)=B(K-1) Y - |

K=K-2 . ' - - .

GO TO 429 ~ o _ _ .

423 IF(IABS(ICODE(1))- 2) 424,425,427 . . o

424 1F (ICODE(I).GT.0) GO TO 426 ‘
" "GO TO 822 .

425 1F (ICODE(1).GT.0) G0. TO 428 o o

GO TO 422 - U

4

1
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‘C.6 Listing of program DEFLOW (Continued)

DISP(11)=0.0
K=K-1
« GO TD 429
,427 IF(ICODE(I).LT.0) GO TO 428.
DISP(12)=0.0.
DISP(11)=0.0
GO TO 429
428 OISP(12)=0.0 . S '
_DISP(I1)=B(K) S ’ .
“K=K-1 Lo : )
429 CONTINUE <

430 RETURN -
END | ‘

OO

LD T LR L

e Ne]

INCLUDE 'PAKAM.COM'

INCLUDE 'BOTH.COM'

INCLUDE 'DEFORM.COM! : A
INCLUDE *DIMENS.COM" ) : -
INCLUDE 'FLQW.COM' ' ‘ :
INCLUDE *MATEQN.COM®

OO

LOOP DVER ALL FRACTURE-FLOW NODE PAIRS
IFN=0Q
- NF=1
DO 507 I=1,NFNT _ '
" IFN=IFy+1 ' -~ .
IF (IFN.LE.NFN) GO T0 501 : L ‘
NF=NF+1 : ) _
IFj=1 : '
"C INITIAL VALUE FOR XN ARBITRARILY TAKEN AS AVERAGE OF MINIMUM VALUE
C FPROP(NF,5), AND MAXIMUM VALUE, FPROP(NF,8), CALCULATED IN ROUTINE
- C 'DEFLSX*. XS IS SET EQUAL TO FIXED AMOUNT OF KN. AFTER FIRST APPROX-
c IMATION OF FIRST ITERATION OF 'BACKGROUND' CALCULATION AND IN ALL
C--SUBSEQUENT ITERATIONS, REVISED VALUES OF STIFFNESS CALCULATED ‘BY
C 'STIFFEN“ROUTINE ARE USED
C NOTE: NECESSARY TO-CONVERT TO UNITS OF {Pa/M] FOR THIS ROUTINE
* 501 LF (NDFIT.GE.0.OR.NP.GT.1) GO TO 502
KEN(I)=0.5%( FPROP(NF,5)*1. 0E+03+FPROP(NF 8))*1.0E+09
- KS(1)=KN(I) *FPROP[NF 9) "
‘G0 TO 503 : , .
502 KN(1)=KN{I)*1.0E+09 . . R ‘ T

“ .

R N o XN -
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+ C.6 Listing of program DEFLOW (Continued) .

KS(I)=KS(1)*1.0t+09
503 M=IFPAIR(NF,IF¥,1) _
12=M+M-LC(M+M) -
11=12-1 '
CALGULATES AREX (VER WHICH NODAL STIFFNESS APPLICABLE ADIVISION OF -
KREA BETWEEN NODES IS SIMPLY DONE AT MIDPOINT)
NOTE: AS WITH ALL OTHER TERMS IN STIFFNESS EQUATION, AREA TERMS
HAVE BEEN DIVIDED BY 2*PI
IF (IFN.EQ.1) GO TO 504
IF (IFN.EQ.NFN) GO TO 505 . :
AREA=C.125%(RR(IFN+1)-RR(IFN-1))*(RR{IFN+1)+RR( IFN-1)+2.0*RR( IFN))
GO TO 506 .

- 504 AREA=0.125*(RR{2)*(2. 0*RN+RR(2)) .O*RW**2)

GO TO 506 )
505 AREA=0.125%(3.0*R0**2-RR(NFN-1)*(2.0*RO+RR{NFN-1)))

' 506 A(I1,1)=A(I1,1)+KS(I)*AREA

COOOOOO00 000

A(12,1)=A(12,1)+KN(1)*AREA
A(12+1,1)=A(12+1,1)+KS(])*AREA
A(12+42,1)=A(12+2,1)+KN(I)*AREA
A(I11,3)=A(11,3)-KS(1)*AREA ~—
A(12,3)=A(12,3)-KN({1)*AREA

507 CONTINUE

RETURN
END

e e e —— .- —-——-—

GENERATES STIFFNESS MATRIX AND LOAD ARRAY FOR AXISYMMETRIC, TRI-
ANGULAR ROCK E€LEMENTS REPRESENTING I.INEAR, ELASTIC MATERIALS
DETAILS OF AXISYMMETRIC ANALYSIS APE PcSCRIBED IN CHAPTER 4 OF
ZIENKIEWICZ (1971)

ROUTINE BASED. ON CODE FROM .GALE 1975)

INOTE: THE 2*P1 FACTOR HAS BEEN OMITTED FROM BOTH STIFFNESS AND

LOAD TERMS »

e ’ 4
. B ) .

INCLUDEN‘PARAM.COM'
INCLUDE "'BOTH. COM"
INCLUDE 'CONSTS.COM' : :
INCLUDE, *DEFORM, COM! - v ,
INCLUDE 'DIMENS.COM' - o L -
INCLUDE 'HEAD.COM' :

INCLUDE 'MATEQN.COM!'
DIMENSION DRZ(9),HH(3)

o U U A A N
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C.6 Listing of pfogram DEFLOW (Continued)

I=INC(NE, 1) . : .
J=INC(NE, 2) g

K=INC(NE, 3)

NRL=INC(NE, 4)

CALCULATES: AREA OF TRIANGULAR ELEMENT. IF AREA < OR = 0, ELEMENT
INCIDENCES MUST BE WRONG AN PROGRAM IS TERMINATED (WITH ERROR
MESSAGE) -
DELTA=(R(I)*{(Z(J)-Z(K))+R(J)*(Z(K)-Z(I))+R(K)*(Z(1)-2(J))}/2.0
IF (DELTA.LE.0.0) RETURN g ‘
DET=2.0*DELTA :

OO0

COMPUTES GEOMETRIC COEFFICIENTS DERIVED BY CYCLIC PERF“*AIJON OF

OO0

TRANSCRIPTS

DRZ(1)=R (J)*Z(K)R(K)*Z(J)

DRZ(2)=R(K)*Z(L)-R(1)*Z(K)

DRZ(3)=R(I1)*Z(J)-R(3)*Z(1)

DRZ(4)=2(J)-Z(K)

DRZ(5)=2(K)-Z(1)

DRZ(6)=Z(1)-Z(J) - — -
DRZ(7)=R(K)-R(J) ; ’ S . o
DRZ(8)=R(1)-R(K) . . , PR

DRZ(9)=R(J)-R(I)

C COMPUTES VALUES USED IN "CORRECTIVE TERM" OF AXISYMMETRIC ANALYSIS
RMIJ=(R(I1)+R(J))/2.
RMIK={R(1)+R(K))
RMJK=(R(J)+R (K))
IMIJ=(Z(1)+2(J))
IMIK=(Z(1)+Z(K))
IMIK=(Z(J)+Z(K))

S B1=1.0/RMIJ
~ B2=B1*ZMIJ
- * B3=1.0/RMIK

B4=B3*ZMIK.

' B5=1.0/RMJK
B6=BS*ZMJIK - g
H1=(B1+B3+B5)/3.0*DELTA. L .
H2=(RMIJ+RMIK+RMJK) /3. O*DELTA ; )
H3=(ZMLJ+ZMIK+ZMIK) /3. O*DELTA. , S
H4=(B2+84+B6) /3 O*DELTA e E
H5=( ZMIJ*B2+ZMIK*BA+ZMIK*B6) /3. O*DELTA '

C ASSEMBLES (1.E., SUPERIMPOSES 2x2 SUBMATRICES) MATRIX RESULTING FROM

C PRODUCT. OF [DJ*[BJ*[BIT PLUS CORRECTIVE TERM ,
XL11=D(NRL, 3, 3)*H1 : ; :
XL12=(D(NRL,3,1)+D(MRL,3,3)J*DELTA .~ .  © -
XL13=D(NRL, 3, 3)*H4+D(NRL. 3 4)*DELTA . Lo
XL15=D(NRL, 3 4)*DELTA .

0
/2.0
/2.0
/2.0
/2.0
/2.0
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C.6 Listing of program DEFLOW (Continued)

XL16=D(NRL, 3, 2)*DELTA - . |
XL22=(D(NRL,1,1)+D(NRL,1,3)+D(NRL,3,1)+D(NRL, 3, 3))*H2
XL23=(D(NRL,1,3)+D{NRL.3.3))*H3+(D(NRL; 1, 4)+D(NRL 3, 4))*H2
- XL25={D{NRL.1,4)+D(NRL, 3.4) )*H2 . _
~XL26=(D(NRL,1,2)+D(NRL , 3,2))*H2

XL33=D(NRL, 3, 3)*H5+(D(NRL, 3, 4)+D(NRL, 4, 3)) *H3+D(NRL,4,A)*H2
XL35=D(NRL, 3,4)*H3+D(NRL, 4,4)*H2
XL36=D{NRL,3,2)*H3+D{NRL 4, 2)*H2

" XL55=D(NRL,4,4)*H2
'XL56=D(NRL,4,2)*H2

~ XL66=D(NRL,2,2)*H2
X111=DRZ({1)/DET
XI12=DRZ(4)/DET
X113=DRZ(7)/DET
'X121=DRZ(2)/DET

~ XI22=DRZ(5)/DET ~
X123=DRZ(8)/DET - S
XI3I=DRZ(3)/DET
X132=DRZ{6)/DET

. XI33=DRZ(9)/DET
R11=XI11*XL11+XI12*XL12+XI13*XL13
R12=XI11*XL12+XI12%XL22+X113*XL23
R13=XI11*XL13+XI12*XL23+XI113*XL33 -

"R15=XI11*XL15+X112%XL25+X113*XL35
R16=XI11*XL16+XI12*XL26+XI13*XL36
R21=XI12*XL15+XI13*XL16
R22=X112*XL25+X113*XL26 )
R23=X112*XL35+XI13*XL36" A3
R25=XI12*XL55+X113*XL56 -
R26=X112*XL56+X]113*XL66 _

© R3L=XI21*XL11+X122*%XL12+X123*XL13
R32=XI121*XL12+X122%XL22+X123*XL23

" R33=X121%XL13+X122*XL23+X123*XL33
R35=XI121*XL15+XT122*XL25+XI23*XL35
R36=XI21*XL16+XI22*XL26+X123*XL 36
R41=X122*XL15+XI23*XL16 .
R42=X122*XL25+X123*XL26 - .
R43=X122%XL.35+X123*XL36
R45=X122*XL55+X123*XL56
RA6=X122*XL56+X123*XL66 -

" R51=XI3I*XL11+X132%XL12+X133*XL13
R52=X131%XL12+X132*XL22+X133*XL23
R53=XI131*XL13+X132*XL23+X133*XL33
R55=XI131*XL15+X132%XL25+X[33*XL35
R56=XI31*XL16+X132*XL26+X[33*XL36
R65=X132%XL55+X133*XL56
R66=X132*XL56+X133*XL66
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' C.6 Listing of program DEFLOW (Continued) -

¢ ARRANGES FINAL UPPER TRIANGULAR PORTION OF 6x6 ELEMENT STIFFNESS

C MATRIX
SE( )=R11%X111+R12*XI12+R13*X113

}=R15*X112+R16% X413 |
J=R11%X 121+R 124X 1 22+4R 134X 123
}=R15*X122+R16%X123
}=R11*XI31+R12*X]32+R13*X133
}=R15%X132+R16%X]33 -
}=R25%X112+R26%X113
) R21*XI21+R22*X122+R23*X123
}=R25*X122+R26%X123 ~ . .
}=R21*X131+4R22*X132+R23*X133 B
) N .
)=
4)=
)=
)=
)=
)=
}=
)=
)=

R25*X132+R26*X133 P
R31*X121+R32*X122+R33*X123
R35%X122+R3€*X123
R31*XI31+R32%X132+R33*X133
R35*X132+R36*X133 .
R45*X122+R46*X123
R41*x131+R42*x4ae¥R43*x133
RA5*XI32+RA6*X133 '
=R51*X]31+R52*X1324R53*X133
=R55%X132+R56* X133
6)=R65*X132+R66%X133
C COMPLEFES LOWER TRIANGULAR PORTION OF MATRIX BY SYMMETRY -
DO 601 Ns1,5
KeN+1
DO 601 M=K,6
© SE{M,N)=SE(N,M
601 CONTINUE

mhhbwwwummf\)r\:r\)r—‘r—u—lb—n—ow

Aﬁ/\r—\m’\ﬁz\f\f—\ﬁﬁf\f\r—\r—\
O\mmmhc\wbwc\mwaO\m'ﬁwNw

5

[er K ep]

ADDITIONAL INTEGRALS FOR . CALCULATING GRAVITY FORCES
HH{TT=H2/0ET
HH(2)= (RMIJ*RMIJ+RMIK*RMIK+RMJK*RMJK)/6 0
HH(3)=(RMIJ*ZMIJ+RMIK*ZMIK+RMIK*ZMIK) /6.0 - '
CALCULATES GRAVITY (BODY) FORCES AND ASSIGNS TO. ELEMENT LOAD
ARRAY
00 602 I=1, 6
FE(1)=0.0 °
602 CONTINUE . | : o |
D0 604 M=1,3 ' - oo
K=M - '
DO 603 Ne1, 3 . _
FE(M+M)= FE(M+M)+HH( )*DRZ(K)*RPROP(NRL, 2)*5.
, K=K+3 =
603 CONTINUE = . . . .
604 CONTINUE o o S .

IO
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c.6 Listing of program DEFLOW (Continued)

RETURN
END

SOLVES MATRIX EQUATIONS WITH BANDED, SYMMETRIC COEFFICIENT MATRICES
BY GAUSSIAN ELIMINATION AND BACKWARD SUBSTITUTION

OYMHDYES OO0

INCLUDE 'PARAM.COM'
INCLUDE 'MATEQN.COM®

DECOMPOSES COEFFICIENT MATRIX BY GAUSS ELIMINATION. SINCE MATRIX IS
SYMMETRIC, ONLY UPPER TRIANGLE HAD TO BE STORED FOR THIS OPERATION
DO 704 I=1,LM
DO 704 J=2,1BW
C=A(I,J)/A(I,1)
K=I+Jd-1
IF (LM-K) 703,701,701
701 L=0
DO 702 M=J, IBW
L=L+1
A(K,L)=A(K,L)-C*A(I,M)
702 CONTINUE
703 A(I,Jd)=C
! 704 CONTINUE
C SOLVES FOR UNKNOWNS BY BACK SUBSTITUTION. RE-USES [B] ARRAY TO STORE
C AND RETURN SOLUTION ARRAY
DO 708 I=1,LM
Y=B(I)
DO 706 J=2,IBW
K=I+J-1
IF (LM-K) 707,705,705
705 B(K)=B(K)-A(I,Jd)*Y
706 CONTINUE
707 B(1)=Y/A(I1,1)
708 CONTINUE
I=LM
709 I=I-1
iE- 1y 7OL. 718,710
710 DO 712 J=2,IBW
K=I+J-1
IF (LM-K) 712,711,711
711 B(I)=B(I)-A(I,J)*B(K)
712 CONTINUE

OO0
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Listing of program.DEFLOW.(Coniinue&)

60 70 709 - .

713 RETURN
END .

- - . = -

SUBROUTINE STIFFEN - L. ..-.,fﬁ S !

ASSIGNS NEW STIFFNESSES TO FRACTURE(S) IF CLOSURE occuns“"‘

INCLUDE* * PARAM. COM" S
INCLUDE 'BOTH.COM' SRR I
. INCLUDE *DEFORM.COM' | T
"INCLUDE 'DIMENS.COM'
INCLUDE 'FLAGS.COM' -
INCLUDE 'FLOW.COM' -
. _INCLUDE 'MATEQN.COM'
DIMENSION DZO(NFNTD)

FLAG7=.TRUE.
. L=0

LOOP OVER ALL FRACTURE- FLON NODE PAIRS
"~ DO 808 N=1,NFRAC :

DO 807 M=1,NFN* - . ' )

IF. (NDFIT. EQ -1.AND, NP EQ.1) DZO(L+M) 0.0 B
NOTE: THIS ROUTINE REQUIRES STIFFNESS TGO BE IN UNITS OF [GPa/M]
THEREFORE - NECESSARY” TO' RE-CONVERT FROM UNITS OF [Pa/M] LAST USED
IN ROUTINE 'DEFORM’ ) _

KN(L+M)=KN(L+M)*1.QE-09 .

KS(L+M)=KS(L+M)*1,0E-09

-DETERMINES RELATIVE VERTICAL. MOVEMENT AT FRACTURE NODE

SIGN CONVENTION: IF DZ -'VE, FRACTURE IS CLOSING
12=2*IFPAIR(N,M,1) .
J2=2%IFPAIR(N,M,2) -
DZ=DISP(12)=DISP(J2) .

'DETERMINES IF NECESSARY. TO ‘ASSIGN NEW NORMAL STIFFNESS

IF (DZ.NE.0.0) GO TO 801
~IF (ABS(DZO(L+M)) LT.1.0E- 07) Go 10 806.
" GO TO 802
CHECK FOR .CONVERGENGE

BOL'IF (ABS((DZ-DZ0(L+M))/D2).LE.EPSILON) GO TO 805 »

IF. (ABS(DZ).LE.1.0E-07) DZ=0.0
IF {DZ.LT.0.0):GO TO 804

.802 IF -(DZ.GT.0.0) GO TO 803 . ~
‘IF FRACTURE .HAS, ZERO DISPLACEMENT HALVES ‘PREVIOUS STIFFNESS *

.- ' Al

[ - R T - N N S R T
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'EC16‘;ﬁIstidg of program DEFLOW (Continued)

;T’ . -
KN(L+M)=0.5%KN(L+M)
GO TO 805 oo : : e Co
IF FRACTURE IS OPENING (WITH RESPECT TO ABSOLUTE ZERO DISPLACEMENT
ON THE CONSTITUTIVE CURVE, NDT WITH RESPECT 70 THE BACKGROUND .
DISPLACEMENT), ASSIGNS ZERO STEIFFNESS
.803.1F (KN(L+M).EQ.0.0)" Gb T0 806
"7 KN(k+M)=0.0 _
GO TO 805 N
IF FRACTURE IS CLOSING ASSIGNS NEW VALUE FOR NORMAL STIFFNESS
“BASED ON- INPUT-DEFINED CONSTITUTIVE RELATIONSHIP FOR FRACTURE.
MUST CONVERT DZ INTO UNITS.OF [MM] TO PREVENT PQSSIBLE UNDERFLON ,
(WHICH RESULTS IN.VALUES BEING DISREGARDED BY VAX-11 FORTRAN SYSTEM .
USED AT MUN) .
/804 DZMM=ABS(DZ)*1. os+o3
SIGMA=FPROP(N,5)*DZMM+F PROP(N, 6)*DZMM**FPROP(N 7)
. " KN(L+M)=0. 5*(KN(L+MJ+SIGMA/ABS(DZ)’;'
- 805 FLAG7=.FALSE,
'ASSIGNS NEW TANGENTIAL STIFFRESS AS FUNCTION OF NORMAL STIFFNESS -
: KS(L*M)=KN(L+M)*FPROP(N,9)
- 806 DZO(L+M)=DZ - -
807 CONTINUE
" L=L+NFN
808 CONTINUE .

‘RETURN
END

OO0

'-.--—_..--.-—-.._-_---—

'CALCULATES RADIAL DISTANCC-TOTAL HEAD DISTRIBLITION IN RIGID FRACIURE
- UNDER LINEAR 'AND/OR 'NON- LINEAR FLON CONDITIONS

OO O

INCLUDE "BARAM ., CON'
INCLUDE -'BbOTH. COM! T
"INCLUDE 'CONSTS.COM': - : |
-+ INCLUDE 'FLAGS.COM' . - o -
" INCLUDE 'FLOW.COM' - o R
INCLUDE 'HEAD:COM'. ~ Lo
‘INCLUDE “*MATEQN.COM"
DIMENSION'THEADI(NEEQ)

THEAD(NFN)=HO
IF (NF.GT.1) HW(NF)= HH(NF 1) SEL SHB(NF 1)
~NFIT=0, . |
. DO 901 I=1,NFE
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. Listing of program DEFLOW (Contipued) .-

THEADI (.1)=HO
901 CONTINUE g - -

IF (FLAG2) F%%63=.TQUE.

902 IF (NFIT.GE.MAXFIT) GO TO 903

GO TO 904

903 FLAG2=.TRUE.

"~ RETURN *

. 904 IF (NFIT.GT.0) GO 10 905

i—sn'ﬁnn'

.ﬁnnnr’u- OOOO0O

)

ALPHA=1.0
GO TO 906 . o

- 905 ALPHA=RELAXF

906 DO 907 I=1,NFE
B(1)=0.0
DO 907 J=1,2
A(1,J)=0.0 .

© 907 .CONTINUE = - . . ' v

b

DETERMINES APPROPRIATE FLON LAW FOR ASSIGNING TRANSMISSIVITY T0

-EACH FLOW NODE

P

GENERATES TRANSMISSIVITY. MATRIX AND FLUX ARRAY. TRANSMISSIVITY .

"MATRIX 'IS DERIVED FROM SYMMETRIC, TRIDIAGONAL MATRIX AND IS°

ASSEMBLED INITIALLY AS Nl x 2 RECTANGULAR/MATRIX
‘D0- 908 I=1,N1

- MAIN. DIAGONAL BECOMES LEFT COLUMN OF RECTANGULAR MATRIX

A(1,1)=2.0%PI*(TRANS[1)+2. O*TRANS(I+1)+TRANS(I+2))/(2 O*EL)

- UPPER RIGHT DIAGONAL BECOMES RIGHT COLUMN

A(1,2)=-2. 0*PI*(TRANS(I+1)+TRANS(I+2))/(2 O*EL)
908 CONTINUE :

- IF "2RD TYPE BOU&B%RY CONDITION. AT HELL ADDS ANOTHER ROW TO MATRICES.

IN EITHER CASE, PARTITIONS MATRICES BECAUSE OF FIXED HEADVALUE(S) |
AND CALCULATES FLUX VALUE AT FLOW NODES 1 AND NFN (WHICH BECOMES
EITHER ‘NFE OR N1 IN THE MODIF IED FLUX ARRAY) . _
~ IF (IBCWELL.EQ.1) GO TO 910 |
: 3(1)—- /ALPHA
B(NFE)= 2+O*PI*(TRANS(NFE)+TRANS(NFN))*HO/(Z O*ALPHA*EL)
D0 909 IE1,N1 . _ ,
"L K=N1-I41 - ' o '_ L
DO 909 J=1,2 o |
A(K+1,3)=A(K,0) . - S,

~ 909 CONTINUE

A(1, 1) 2. 0*PI*(TRANS(1)+TRANS(2))/(2 O*EL)

C
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.C;6 'Listing of progrémeEFLOW (Continued) .

LM=NFE - :

K=0 . .

G0.TO 911 . '
. 910:B(1)=2.0*PI*(TRANS(1)+TRANS(2) ) *HW{NF)/(2. O*ALPHA*EL)

B(N1)=2. O*PI*(TRANS(NFE)+TRANS(NFN))*HO/(2 0*ALPHA*EL)
~.LM=NT
k=1 a
RELAXATION SCHEME-TO ACCELERATE CONVERGENCE. MODIFIES 'KNOWN'' VALUES
DERIVED IN PREVIOUS I‘ERATION BY RELAXATION FACTOR AND ADDS TO FLUX
TERMS

911 DO 912 1=2,LM-1
DO 912 J=1,3
)=8(1)+A(1,J)*THEADI (I~ 2434K)*(1.0-(1. O/ALPHR) )
912 CONTINUE o
B(1)=B(1)4A(1,2)*THEADI(K+1)*(1.0-(1. 0/ALPHA))+A(1 3)*THEADI(K+2)*
*(1,0-(1.0/ALPHA))

. B(LM)=B(LM)+A(LM, 1)4THEADI(N1) (1.0- (1. O/ALPHA) )#A(LM, 2) *THEADI (NF

*E) (1.02(1.0/ALPHA))-

IBN=2 ’
SOLVES FLOW EQUATION

EXPANDS HEAD ARRAY TO INCLUDE -FIXED HEAD VALUE(S)
914 1=1,LM _
(IBCWELL.EQ.2) GO TO 913
K=N1-I+1
THEAD(K+1)=B(K)
GO TO 914 -
913 THEAD(I)=B(I)
914 -CONTINUE . - B B
©IF, (IBCWELL. EQ. l) THEAD(1)= HU(NF)
CIF (NFIT.LE.O0) GO TO 916 - - - -

QHECIS FOR CONVERGENCE (USING RELATIVE CRITERION) OF HEAD VALUES
DG 915 I=1,NFE -
"RELCONV= ABS((THEAD I)- THEADI(I))lTHEAD(I))
_IF (RELCONV.GT.EPSILON) GO T0 916 -
915 CONTINUE
- G0.TO otg - - A

.C
C REASSIGNS. "PRESENT" VALUES OF HEAD AS “PREVIDUS" VALUES PRIOR TO

[ START OF NEXT ITERATION



. C.6 Listiné of’ program DEFLOW (Continued)

.- 916 D0 917 I=1,NFE
THEADI(1)=THEAD(I)
‘917 CONTINUE . .
o NFIT=NFIT+1
TG0 TO 902

- 918 RETURN
END

oOOD

- - v -

ASSIGNS APPROPRIATE FLOW LAW (AFTER LOUIS .1969) BASED ON FRACTURE
ROUGHNESS AND REYNOLDS NUMBER - B

ﬁﬁﬁﬁ

- INCLUDE 'PARAM. COM’
INCLUDE 'BOTH.COM'
INCLUDE ‘CONSTS.COM!
INCLUDE 'FLOW.COM' . ‘ R
INCLUDE 'HEAD.COM" Co . =
DIMENSION ELGRAD(NFED) ELVEL(NFED GRAD(NFND)

N A A S

CFIRST TIME THROUGH ROUTINE, ASSUMES FLOW IS LINEAR AND ASSIGNS EITHER
FLOW LAW 1 OR 4 BASED ON ROUGHNESS ONLY - ,
:IF-(NEIT) -1001,1001,1005 =~ . . _ . . C
1001 DO 1004 I=1,NFN ‘ . _
IF (ROUGH(I)-0.033) 1002,1002,1003
C FLOW LAW 1
1002 TRANS (1)= TNOB(I)**3*G/(12 O*VISC)‘
.60 TO 1004 |
C.FLOW LAW 4
- 1003 TRANS(I) TNOB(I)**3*G/(12 O*VISC*(l 0+8. 8*ROUGH(I)**1 5))
.1004 CONTINUE .
. RETWRN

Tooo

ﬁ c .
. CIN SUBSEQUENT RUNS FHROUGH ROUTINE ASSIGNS FLOW LAWS BASED ON

'.'C BOTH ROUGHNESS AND REYNOLDS NUMBER (WHICH REQUIRES CALCULATION, OF

C VELOGITY). FOR NON-LINEAR FLOW LAWS, ALSO-NECESSARY-TO INCORPORATE
 C LINEAR GRADIENT §0ETERMINED FROM HEAD DISTRIBUTION FROM PREVIOUS -
C ITERATION) INTO AERM FOR TRANSMISSIVITY. DEPENDING ON BOUNDARY
C CONDITION AT WELL, VELOCITY .IS CALCULATED EITHER FROM 1) CONTINUITY
C EQUATION AT EACH NODE OR 2) DARCY-TYPE: EQUATION. FOR EACH ELEMENT )
C FROM WHICH AVERAGE VALUE OF TWO ADJACENT ELEMENTS IS ASSIGNED AT
C EACH NODE. DARCY VELOCITY IS DIVIDED BY POROSITY TO DETERMINE TRUE
C FLOW VELOCLTY (AND TO ACCOUNT FOR DIFFERENCE BETWEEN GEOMETRIC
C AND EFFECTIVE APERTURE) ,
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C.6 Listing of program DEFLOW (Continued)

1005 IF (IBCWELL.EQ:1) GP TO 1007
DO 1006 J=1,NFN
'VEL(J)=0Q/(2. O*PI*RR(J)*THOB(J)*(FPROP(NF 4)/100. 0))
1006 CONT INUE -
GO TO 1010
1007 DO 1008 J=1,NFE
© ELVEL(J)=2.0%PI*(TRANS(J)+TRANS(J+1))/
| *0B(J+1)))*ABS( (THEAD(J+1)-THEAD(J)) )/
1008 CONTINUE :
VEL(1)=ELVEL{1)/(FPROP(NF,4)/100.0)
. VEL(NFN)=ELVEL(NFE)/(2. O*FPRDP(NF 4)/100.0)
DO 1009 J=1,N1 - 1
VEL(J+1)=(ELVEL(J)+ELVEL(3+1))/(Z.0*FPROP(NF , 4)/100.0)
1009 CONT INUE _ o

(RR(J +RR(J+1))*(+NOB(J)+TH'
I

[
/(PI*EL)

C CALCULATES GRADI (IN LINEAR [OORDINATES) TO BE USED IN NON-LINEAR
C FLOW LAWS. AS WITH VELOCITIES FOR .1ST TYPE B.C.'S, GRADIENTS ARE
C FIRST CALCULATED FOR EACH ELEMENT AND THEN AVERAGED AT EACH NODE.
- 1010 DU 1011 J=1,NFE -.
.© ELGRAD(J)= ABS((THEAD(J+1) THEAD(J))/(RR(J+1 T-RR(J)))
-1011 CONTINUE = -
GRAD(1)=ELGRAD(1) :
GRAD [ NFN)=ELGRAD (NFE) /2.0 -
00 1012 J=1,N1
. GRAD(J+1)= (ELGRAD(J)+ELGRAD(J+1))/2 0
1012 CONTINUE
C
c DETERMINES REYNOLDS NUMBER AT EACH NODE USING CALCULATED VELOCITIES
DO 1013 J=1,NFN
. RE(J)=2. O*TNOB(J)*VEL(J)/VISC
1013 CONTINUE

C
C ASSIGNS FLOW LAWS .-
DQ 1024 1=1,NFN _

- cL(1)=1.0 | | :
C IF FRACTURE SMOOTH (THAT IS, K/DH=0, WHICH COULD RESULT IN DIVISION
C BY 0) OR BELOW LIMIT OF ABOUT 0.0004 (FOR WHICH EMPIRICAL FLOW LAWS
C HAVE BEEN ASSIGNED) NOMINAL .ROUGHNESS IS ASSIGNED

" IF (ROUGH(I).LT,0.0004) ROUGH(I)=0.0004
IF (ROUGH(1)-0.0168) 1014,1014,1019 .
C-BOUNDARY BETWEEN LINEAR AND NON-LINEAR FLOW FOR K/DH < 0.0168
C IS RE=2300 |
1014 IF (RE(1)-2300.) 1015,1015,1016 .
C TRANSMISSIVITY BASED ON FLOW LAW 1 (POISEUILLE'S LAN)
1015 IF (IBCWELL.EQ.1) GO TO 10151
REQ=Q/(2.0*PI*VISC*TWOB(1))
RD=(2.0*RR(I))/(TWOB(1)*SQRT(REO))
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C.6 Listing of program DEFLO¥W (Continued)

CL(I) SQRT(l 0+(0 36/RD)**2 0)
10151 TRANS(I)= THOB(I)**3*G/(CL(I)*12 0*VJSC)
' LAW(I)=1-
GO-TO 1024
C BOUNDARY BETWEEN FLOW LAWS 2 AND
1016 RIKI 2.552*(ALOG10( 3.7/ROUGH{
F (RE(I}-REK1).1017,1017, 1018 .
C TRANSMISSIVITY BASED ON FLOH LAW 2 (LAW OF BLASIUS) ‘ C
1017 . TRA?Sgl) 4 71*THOB(I)**1 714*6**0 571/VISC**0 143/GRAD(I)**0 429 .
LAW(I .
"GO TO 1024 -
C TRANSMISSIVITY BASED: ON FLOW LAW 3 (LAW OF NIKURADSE) ' .
1018 {?ANS(I) =4.0%*SQRT(G)*TWOB( I)**1.5%ALOG10(3.7/ROUGH(1))/SQRT(GRAD(I
* . \E o

)**8‘

LAW(1)=3
GO TO 1024 -
1019 IF (ROUGH(I)-0.033) 1020,1020,1021
C BOUNDARY BETWEEN FLOW LAWS 1 AND 3
C 0.0168 < K/DH < 0.033
1020 szz ((142000.*( ALOG10(3. 7/ROUGH( 1)} y**2) )**0.568 -
. F (RE(1)-REK2) 1015,1015,1018 .
C BOUNDARY BETWEEN FLOW LAWS 4 AND 5 ' :
1021 REK3=( (142000.*(ALOG10(1. 9/ROUGH(I)))**2))**0 568 .-
IF (RE(I)-REK3) 1022,1022,1023 - :
C TRANSMISSIVITY BASED ON FLOW LAW 4
1022 IF -(IBCWELL.EQ.1) GO TO 10221
"RE0=Q/(2.0*PI*VISC*TWOB(I)) _ {
RD=(2.0*RR(1))/(TWOB(I)*SQRT(REQ)) - . C
CL{I)=SQRT(1.0+{0.36/RD)**2.0)
10221 TRANS(I1)= G*THOB(I)**3/(CL(I)*12 o*v15c*(1 0+8. 8*ROUGH( )*¥*1.5)) -
- LAW(1)=4 ) \
G0 TQ 1024 . 2 =
C TRANSMISSIVITY. BASED ON FLOW LAW 5
1023 TRANS(I)=4 O*SQRT(G)*TWOB(1)**1. S*ALOGIO(I 9/ROUGH(I))/SQRT(GRAD(I _

LAH(I) 5

1024 CONTINUE

c .

" RETURN
END
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INPUT FILE REQUIRED FOR FRACLAW:

289 S L

Listing of program_fRACLAW'

*ddkkdkdkdkkhk

* FRACLAW *

*************

PROGRAM TO DEFINE NORMAL STRESS VERSUS DISPLACEMENT , - 4o
RELATIONSHIP FOR A FRACTURE T
~IN.THE FORM ' ' '
SIGMA = K1*DISP + K2*DISP**N = . ..
BY NON-LINEAR REGRESSION

BY ¢ T N

LEE C. ATKINSON
DEPARTMENT OF EARTH SCIENCES
MEMORIAL UNIVERSITY OF NEWFOUNDLAND

JANUARY, 1984

************************************t*********************************_

Cd

LINE - " DATA . ' © FORMAT

1 NAME OR OTHER ID FOR DATA . A40
: SET TO BE ANALYZED -

2+ STRESS [GPa] AND DISPLACE- 2£10.2 -
.~ " MENT [M] OF EACH DATA POINT -
_(NOTE: PROGRAM CONVERTS ALL
" . DISPLACEMENTS TO [MM] TO
" AVOID POTENTIAL UNDERFLOW) -

HHK AR KA F R E KA AR AR AT AR AR AR A&k

- DIMENSION DISP(50),SIGMA(50),SIGHMA2(50)
. CHARACTER*20 FILEIN,FILEOUT
© CHARACTER*40 DATASET ‘
- REAL K1,K1STAR,K2,K2STAR, N,NSTAR

DEFINES-INPUT AND- QUTPUT FILES
WRITE (6,*) ‘Enter name of input file.'
‘READ (5,1) FILEIN
WRITE (6 *) *Enter desired name for output file.
* READ(S, 1) FILEQUT .



" C.7 iLrsting'of.program FRACLAW (Continued)
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~

1 FORMAT(A20) - . o
OPEN (UNIT=2,FILE=FILEIN,STATUS="'0LD") K
OPEN (UNLT= 3 FILE= FILEOUT, STATUS="*NEW' )

READS INPUT
READ (2,2) DATASET
2 FORMAT (A40) -
. NDAT=1
'3 READ (2,4,END=5) SIGMA(NDAT) DISP(NDAT) |
L4 FORMAT (2£10.2). - - . o e

“CONVERTS DESP’ S-TO-[MM]: TO'PREVENT POSSIBLE OVERFLON (HHICH NOULD
RESULT IN VALUES BEING DISREGARDED)

-DISP(NDAT) DISP(NDAT)*I 0E+O3

NDAT=NDAT+1 . . . ) ) . : '

GO- TO 3 o . . PRV o f-_ :

5 NDAT=NDAT-1

INITIALIZES VALUES FOR ERROR, N, AND CHANGE INN
- “ERROLD=1.0E308 _ -
_DELTN=1.0 .. . - . : ; -
" N=1.1 L ‘ e
. : /
CALCULATES “TERMS TN NORMAL EQUATIONS INDEPENDENT OF N
A11=0.0- S
1 01=0.0 SRR -
DO 6 I=1,NDAT"

All= A11+(DISP(I)**2)
. D1=D1+SIGMA(I)*DISP(I)’
6 CONTINUE '

DETERMINES BEST VALUES OF K1 AND K2 FOR GIVEN VALUE' OF N
CALCULATES REMAINING TERMS IN NORMAL EQUATIONS (THOSE WHICH ARE
DEPENDENT ON N)- :
7 A12=0.0 . S
A22=0.0 - e .
DZOO' - .- .' . ® e e
DO 8 I=1,NDAT. e — T
A12=A12+(DISP(1)**(N+1.0)) -
A22=A22+(DISP(1}**(2.0%N) )"
D2= DZ+SIGMA(I)*(DISP(I)**N)
8 CONTINUE :
EOLVES NORMAL EQUATIUNS FOR COEFFICIENTS K1 AND-K2 BY CRAMER S
ULE
A21=R12
- DET=A11*A22-A12*A21
K1=(D1*A22-A12*D2) /DET
K2=(A11*D2-D1*A21)/DET ~-



—N_/)é

-

C IF ERROR IS DECREASING; CONTINUES INTERATING WITH CURRENT VALUE OF

C
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7 C.7 Listing of program FRACLAW (Continued)

—y
C CALCULATES ERROR BY LEAST SQUARES CRITERION
ERRNEW=0.0 )
DO 9 I=1,NDAT
ERRNEW= ERRNEN+(ABS(K1*DISP(I)+K2*DISP(I)**N SIGMA(1)))**2
9 CONTINUE

C DELTN. IF ERROR IS INCREASING, CHANGES VALUE OF DELTN AND RESUMES .
C ITERATION (UNLESS ACCURACY LIMIT HAS BEEN ACHIEVED)

" IF (ERRNEW-ERROLD) 10 10,11 ,

: 10 ERROLD=ERRNEW . A

K1STAR=K1 .

K2STAR=K2" .

NSTAR=N . .

G0 TO 13 : ~ S
11 IF (ABS(DELTN)-O. 005) 14,14,12 _ _ , T
12 DELTN=-DELTN*0.1 . '

ERROLD=ERRNEW
13 N=N+DELTN

GO TO 7.

C PRINTS RESULTS
14 WRITE (3,15) DATASET

15 FORMAT_ (//,19X, 'RESUETS OF ANALYSIS USING',1X,9H'FRACLAK' 111X,
20ATA SET:',1X,A40,//,18X,"' INPUT',5X, "CALC"./,9X, 'DISP',5X, 'SIGMA®
35X, 'SIGMA",/,9X, '[M]" 6%, [GPa] ,5X, '[6Pal", 7x ,8(1H-),2X,8(1H-),
42X,8(1H-),/)
DO 17 I=1,NDAT- o
SIGMA2(1)=K1STAR*DISP( 1) +K2STAR*DISP( 1) **NSTAR

 DISP(1)=DISP(1)/1.0E403 R
WRITE (3,16) DISP(I),SIGMA(I),SIGMA2(I)

16 FORMAT (7X,1PE8.2,2X,E8.2,2X,£8.2)
17 CONTINVE

WRITE (3,18) KISTAR, KZSTAR Co ‘ .
18 FORMAT (// 1X, 'RESULTS ', //,20X,'SIGMA = K1*DISP + K2*DISP**n',//,

211%,'K1 = 1PE9 2,2X%, [GPa/MM] o/ llX 'K2 = ',£9.2,2X,'[units dep

3endent on va]ue of n}') _ '

WRITE (3,19) NSTAR - ) : —
19 FORMAT (12X,'n = ', F5.2,//, 11X 'Note:"',7HDISP's ,'must he in unit

2s of [MM] to app]y o/ 17X ‘this relat1onsh1p 'L/, 17X, SIGMA fs in

3[GPa]."

WRITE (6,20) FILEOUT

20 FORMAT (/,1X,'Successful execut1on ,/,1X,'0utput has been written

2 to file: ! A20 o) : .

sTOP - o | —-
END S

: ~N
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APPENDIX D

SENSITIVITY ANALYSIS PLOTS

)
-
>

The following plo&s'sbow the distribution of total head
'loss (or drawdoﬁn) versus the logarithm of radial distance
thatizere calculated;by DEFLOW as part of the.aﬁalysis éf-
seﬁsitivity-to_cbanées in various fractﬁre flow parameters.

One of the primary réasons for using.this_distance-drawdown_

. » ‘

format 'is that it&cleariy shows the critical radius and
emphasizes the short radial distance over ,which the greatest
change occurs. The findings from the sensitivity analysis

‘are discussed in Section 3.2 (page 82) of the text.

7]
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. APPEVDIX E

DETAILS OF DESIGN AND CONSTRUCTION OF LABORATORY MODEL

'The-iebpratory mbdel.bdilt for this study was designed
io simulate as realisticalLylas possible the near-wellbore -
-enviyonmeqt-of a ﬁeli.obtaining water from a single, hori-
zontal fracture.. Factors considered in its design and

descriptions and photdg}ephs of its construction end as-
euilt comeonente are presented in this-appendix.

‘The pdrpose of the appendix is two-fold: 1) to giJe the‘
critical ‘reviewer éufficient insight to evaluate for himself
the realism of the experimental data generated by the model
and 2) to provide suggestions to the investigator who might

"be ‘considering similar experimental work. To help serve the

latter purpose, while avoiding excessive and disruptive

footnotes; a list of sources for some of the more

specialized materials used in constructing the model tis .

included at the end (brand names are underlined when. first

introduced).
E.1 Design considerations
.The geomechanical and hydraulic field conditlions

incorporated in the laboratory model are those which would

;most likely occur near -a vertical well pumping a flow of
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.water on the orier of 1 1/s from a single, hdfizontal
o,

‘rough deformable fracture at a depth of 100 m or less.

This. depth and production rate are-within the rahges at_
,whlch groung—water supply and dewaterlng wel}s.are typically
00mp1etsd and'pumbed in non-karstic, fractpredlrock.aquifsrs
.-_(.Re‘ac_!,'1982; ¥hincup _‘and Domahidy, 1082a,b; Woolley, 1982;
Bair, 1980; Carpentér and 'Yohdg,_igs’o; Williamson and
‘Woolley, 1980; Stewart, 1978y. = - - ¢ |

The mbdgl and}extstimental pfocédﬁres wsre'so designéd
that': ' . | -

1) axial loads, simulating overburden stress, could be
applied as uniformly as possible, S C ”

2) steady-state flow could be maintalned under
.~ conditions ranging from entirely linear to both'
- linear and non-linear within the radial. boundaries

© of the model, . . o o .

3) pressure heads could be measured atr- several radial
distances within the fracture and at several points
along the borehole,' .
"4)'deformation of both the fracture and matrix

- - resulting from cYanoges in both total and effectlve

- stresses could -be weasured

5) the boundary conditions Ho , Hy, and oy could be
‘ changed easily, and ' o _

' 6) the wellbore could be enlarged
.The work of previous‘ﬁhvestlgators;summarized in Table
1.2 (page 37) was'réyiéWed c}iticaity_and takén into con-

" sideration during the design phase of the model.
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E.1.1 Size of model . o - \g S

The first decision to belmade was the relative scale of

the model that is, whether to use a full scale .or smaller_-

model.- The primary conSLderation 1s the effect of fracture

rougnness. Roughness is one of the most important para-

meters w1th regard to both the hydraulic and deformational

'reSponse of the fracture (Tsang and Witherspoon, 1981)u

) . . \
However,'variation in its form, size and scale has put mosti

work in fractured rock hydraulics 1nto the semi—empirical.

~

realm“(Pearce and’ Murphy, 1979) GaLe (1982c) ‘Tound that

‘the apparent Stress- flow-relationship measured in the -

laboratory often depends on - the size of the sampie tested;

Scale”’ effects of roughness are probabiy the main cause._'.

Therefore, it is very doubtful-that‘fracture rOUghnessAis a.
parameter that can be-: scaled sinply tbrough geometric and
hydraulic s1militude as in plpe flow. -Consequently,.in
attempting to reflect field conditions as closely as -
possible, it was decided to-use. a full scale (with respect
to fracture apertures and surface relief) model and, to use
water (instead of gas) for the fluid during the fiow tests

Before selecting actuai mode1 dimensions, two obvious

questions had to be addressed:
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1) How large are the apertures and how rough are the
surfaces of fractures in~ relatively high permea-
-bétity fractured rocks (i.e., those capable of
yielding 1 1/s or more -to a well)?

2) . What- would be thé aperture and roughness of an

artificial fracture that can be created in a large_,_

scale laboratory model?

There are few relevant. data on. apertures of natural_‘

-fractures: Francis (1981) estimated effective apertures at.

depths of 60 m or less in a fractured sandstone to be in the
N 4

'rrange of 0 1 to 0 2 mm. " Excluding a few relatively anoma—-
-

~._lpus,-large-exfoliation partings, Gale (1977) concluded that

efrective apertures in the first 10 m in an, outcrop oT‘frac—

tured quartz monzonite were about 0 2 mm. It should be-

.'-noted, however, that the yield of the borehole he tested was

'-only 0. 04 1‘5 Reddish and’ Smith (1982) u81ng the analyti—
cal method oﬂ Banher {1981) to separate out the component of

fracture permeability in a dual porosity rock estimated the.

aperture of a siqgle Iracture in a coal seam_at a. depth of:, =~

&
approximately 40 m to. be 0 5 mm.' The total discharge of the
-weli tbey tested was< 1.3 1/s. '

. None of these investigations considered the possible

-effects of roughness, and . only Francis (1981) addressed the

1’;possibility of non- linear flow. By assuming the fractures

‘to. be hydraulically smooth (i.e., k/Dp <0. 033) and that only'
linear flow occurred- during.testing, -the: investigators

: prooably underestimated aperture,sizes (Appendix B);

1 * \
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Da Cruz and De Quadros (1984) conducted injection tests
in a fractured basalt and compared the field results to
those from laboratory tests, considering both roughness and
non-linear flow. They estimated the aperture of a fracture
which took 2 1/s during injection to be in the range of 0.6
to 1.0 pou.

Based on these very limited findings, it appears that
the effective aperture of a "high yield" fracture 1is on the
order of 0.5 mm, but roughness remains an unknown.

It was decided very early in the design phase to make
the model out of conmcrete. Both to answer the second
question and to gain some practical experience with concrete
mixtures, a series of standard 15.25 cm diameter concrete
test cylinders were prepared. The water-cement-aggregate
ratio and size and uniformity of the aggregate were varied,
and several different materials (e.g., rubber sheeting,
triacetate fabric, and several different geotextiles) were
used to form the Jjoilint that would econstitute the “"fracture”
(additional considerations with regard to the surfaces of
the fracture are described in Section E.1.3). Several of
the joints were impregnated with resin and allowed to set
under self weight (i.e., with no additional externally
applied load). The artificial fractures created in this way
had apertures in the range of 0.3 to 0.8 mm with relative

roughnesses of approximately 0.1 to 0.2.
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‘One of the primary goals of the testing program was to

_develop two—regime floW‘and'to be able to‘identify the cri-

tical radius. where the tran51tion from linear to noanlinear

flow occurs. Assuming that the artif1c1a1 fracture will -be

_rough, (i e., k/Dh 0. 033) and’ using ‘the valué of critical

Reynolds number for line D (Tabie 2. 1, page 54 and Figure

1.6, page 32) in Equation 2 21, a plot of critical radius

. versus discharge rate with relative roughness as the para-

_meter was generated (Figure El)

Figqre El suggested that a model With a radius of

' 0:754m-would allow an adequate.range of testing;_ Using the

standard 2: 1. aspect ratio for testing under axial - load it"

iwas_decided;thatvthe cylinder would, therefore{ be 1 S m in

diameter by 3.0-m high. .-

+Ev1.2 Construction material for model

As mentioned in.the'preceding Sectionyfa-decision to

fabricate the.. model out of concrete was made early in the

“-.

'design phase. This obviously influenced much of the subse-
quent design. The relevant mechanical properties of rock

and concrete,’ given in Table Elx are quite similar, and

together with its general rock—like texture, this makes

concreteoa relatively ideal material for simulating natural

'.fiqid conditions in fractured rock
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It should be mentioned that’ two other matef;aki, rock:
aNd-plasticﬂ had been consideyed'Qriefly.. In keep;ng with

the goal of making the laboratory 'model agqua}iStic as

.'possible, one option obviousiy"was fo const}uct it out'of

14

A
rock. There are numerous problems assoc1ated with acqulr-
4

ing, handlipg, and worklng with sdch large rock masses'
(Gale, 1977; Thorpe'et al., 1980; anq wa®kins, 1981). In
addition fb'the h&éh cost of ébtgining and transporting..a
samp§$ from a suitaﬁle.gdar;y5site-(@PSt"likely in the -
northeastern U;S});-thgré would be cbnsidéréble difficuityf
"in drillihg<the.numerou§ small-d;amétef, éléseli spaced

Tmaﬁometef'holesjbequired”for.this particular experiméhta

- . . ,

Table El ., Comparison of mechahical properties of
typical rock and concrete

: L. Typical _

Property Units ° Rockl Concrete%
Unconfined o ‘\ o ) o -
compressive (Mpa) 35 < 200 35 - 4q ' '
strength, q;° o ' . (note 3) ?
Poisson's - 0.1 - 0.4 0.15 - 0.25
ratio, 4 o il ) ®
Young's ' .-(Mpa) -3 x 194 3 x fO?*

modulus, E.

From- Goodman (1980) ahd Coates (1970)

From Canadian Portland Cement Association (1981) -
For water:cement ratio (by mass) of 0.40 to 0.45 o
For .concrete with dry unit weight of approximately

_ 2 400 kg/m3

i

% WK =

~—~
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Although plastlc has sevbral desirable features such as

1»workab111ty and transparency which would permit visual detec— :
tion of turbulence (by 1nJect1ng dye into the flow field)
its lack of rigidity requlres afrelatively compllcated

externa}_support system (Rissler;'1978) More 1mportant1y,

N -

- however, the roughness and deformatlonal response.of a
plastic fracture surface‘woukd not be vgry realistic.

EAA.3 Surfaces of fracture R U
. 4lthough the Iractune would}be,aftﬁficial, evefy effort
was’ to be made to incorporate~as many'of the characterls_

-

- tics; both hydrdulic and mechanical of a natural fracture

-5

aS'possibie. The two surfaces should be reasonable fac-
simtles of rock surfaces and should be matched 1mperfectly
(i e' supported by asperlties) so thzt . unreallstic, vir{
tually complete closure could not occur.at the relatively_'
low levels of stress.to be applied: - Y 11 :d
-w—Buring the preliminary exper;mentation witn tbe~con—
| crete test cylinders, ‘it became obvious'witn'consideratlon
to large .scale construction that the. fracture would have to
_be cast and that some type of membrane would have to be used
asha bond breaker. This procedure also would ilmpart more

realistic characteristics to the fracture than those

‘obtained from a tensile fracture or a "cold" joint (one,.
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formed by pouring concrete on another completely or par-
tially cured concrete surface). The aperture of a self-
propped fracture is the result of mis-seating of asperities,
shear dilatancy, or actual removal of material by weathering
subsequent to formation of the fracture. Therefore, artifi-
cially induced tensile fractures and/or fresh, well-matched
formed surfaces are probably poor simulators of real frac-
tures. Laboratory data suggest that there are significant
differences between the stress/deformation responses of
natural and artificial, tensile fractures (Gale, 1982b).

It was found that a reasonably natural fracture could

be obtained using MIRAFI 600X geotextile. The woven poly-

propylene fabric imparts a relatively uniform, grid-like
texture to the concrete surface and is permeable. The
latter property allows air to escape from the curing con-
crete, thereby preventing formation of pits due to entrapped
air bubbles. This had been a serious problem with many of
the other materials that were tested. The permeability of
the geotextile also permitted the thin film of water rising
to the top of the concrete during curing to bleed through so
that i1t could be blotted up. This prevented formation of a

weak mortar ''skin'' on the surface of the fracture.
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E.1.4 -Relative orientation of we !horeAand fracturer'
The most'simple of all geometric conflgurations, a

horizontal fracthre with a vertical_wellbore, was selected.
- In addition to'the,obvfous advanteges in constructton, a
rhsjor reasaf for.Choosing‘this relative orientattondts.that
a nonrhorizontal fracture could undergo signiflcant”shear
displacement in response to tncreases'ln.effectlve stress.
This is a factor whlch'mnst.be.addressed eQenEUally.(Gate,
1982d},1but is heyondfthe scope of the present investl-

gatlon.-
E;I.S Flow'and deformgtion boundanyuconditions '
_ R PO _ ] .

The axial 1oads applled to the concrete cylinder were

';ntended to simhlate overburden pressure.. Assuming a: litho—

'.statio pressure gradlent for typical rock of 0. 027 MPa/m-

,XGoodman, 1980), the average vertlcal stress at a depth of
100 m (the origlnally specified depth‘}imlt) would be 2.7
MPa The loads requlred to generate thlﬁpstress, however,f
.exceeded the desxgn speciflcattons of the existlng loading
frame . that was available for the experiment "This belng the-
limltlng factor ﬂit was necessary to keepﬂthe average ver-

'tical stresses appF@ed durlng testing at 1.1 MPa or less

(corresponding to a: depth of approxim&tely 41 m).-t

. . LR e
‘ - .: . . ] .’. . "\
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Ideally, the model would be tested under triaxial con-
ditions, being subjected to a lateral confining pressure of
av[u/(l—u)] where o is the vertical or axial stress and U
is Poisson's ratio. The cost of the required pressure
vessel, however, was far beyond the level of funding avail-
able for this study; so only uniaxial testing could be
considered.

Fluid pressures in the fracture needed to be high
enough to significantly decrease the effective stress on the
fracture so that it could deform measurably in response to
subsequent increases in effective stress. There also had to
be adequate head for testing the model under two-regime flow
conditions at flow rates on the order of 1 1/s. Pressure
heads on the order of 40 to 50 m were required to meet these

criteria.

E.2 Description of model as-built

A schematic diagram of the complete laboratory set-up
(Figure 4.2, page 95) and a photograph of it as-built (Fig-
ure 4.1, page 94) are included in Section 4.0.

The 1.50-m diameter by 3.02 m high cylinder was cast of
concrete having a water:cement:aggregate ratio (by mass) of
0.4:1:3 and aggregate consisting of 1:2 blend of fine sand
and minus 6 mm crushed stone. Figure E2 shows the

manometer networks, lifting hooks, rebar cages, and wire
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Figure E2 Cast-in-place components of concrete cylin-
der. Manometers for wellbore are in top half;
manometers for fracture are in bottom half.
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mesg rei&forcemént inside'the forms for the top and bottom
part Qf the.cylinder prior to their béibg filled with
concrete.u Two percent (by mass) of a plasticizer, Mélment,
was;used to.iﬁcpeaée thé sl&ﬁp.of the cdﬁdre£é'{§imp1y
adding ﬁate} wodld ﬁavé decreaseg sfbengfh and increased
shrinkége) in. order ;oifacil;tate its flowing arbund the
"manometers tubes énd'other caSt-in;place_parts of theLmodel.
fhe éylinder was cast in twd separate pours. _After pouriﬁé
" the bottom bhalf, a sheet of geotéxtile waé ﬁressed int§ ité .
. top surfaée (Figure E3). After allowing' it to set.for about
3 hours; the top part of_the'form was ;langed on and the
}eSt of the cylinder was pouréd (Figure E4).

Duripg.the 28—day curing period, the initial wellbore
was drilled (Figur® E5) using a 0.064-m diameter, diamoqg
tipped core barrél modified fo include a céntralizing de-~
vice. The_ceﬁtraiizer followed a 19-mm diameter aluminum
“tube which had beén cast in place (Figure.EZ) along the axis
of the cylinder to assure th;t the wellbore would bhe ce&—.
tered, straight, and ﬁositioned cdffectly.relative to the
mﬁnometers; For.subséQuent‘tests,'the welibpre'was reamed
to diaméférs’of 0.108 m and 0.£60 m pSihg similar modifica- '
tions to larger core barrgls; ) ; ' | } a

When the concrete_had-chred for.approximately a month,
'the_two haives were separafed, thé*géotextile was removed;-

and ;he 3.2 mm diameter fracture manometer tubes (which had

4y
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L8
B

Figure E3 Bottom half of cylinder with
geotextile in place

been sealed with plastic plugs to prevent the concrete from
getting into them) were located using a template and drilled
out with a small masonry bit.

After the forms were stripped away, a circumferential

fluid reservoir (Figure E6) was mounted onto the cylinder
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Figure E4 Pouring top half of concrete cylinder

straddling the fracture. A 6.5-mm thick, Flexane 80 gasket

was poured into the annulus between each half of the reser-
voir and the concrete. The purpose of this thick gasket was
to ensﬁre that the reservoir would not impede deformation of
the fracture during testing. Shear distortion within the
Flexane should have effectively decoupled the two halves of
the cylinder. The circumferential reservoir also contained
three inflow/outflow ports, three manometers, and a thermo-

couple for measuring water temperature.
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Figure E5 Drilling wellbore in con-
crete cylinder

For pumping tests, water was supplied to the circum-
ferential reservoir by a submersible pump in a tank kept at
constant temperature by a thermostat-controlled refrigera-

tion unit. The desired outer boundary pressure was obtained
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Figure E6 Circumferential reservoir before
and after outer band flanged on

by regulating the amount of flow that was allowed to bypass
the model and go directly back to the tank (Figure 4.2, page
95). For injection tests, the inflow and outflow lines were
simply reversed. In both cases, the flow rate was measured

using a paddlewheel Flosensor.
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Axial loads were applied using four symmetrically
arranged (Figure 4.3, page 96) 90 metric ton hydraulic
cylinders connected to a common pressure manifold. Load was
transferred from the cylinder through gussetted load distri-
butors to a steel plate imbedded in machine leveling grout
on top of the cylinder. As shown in Figure 4.2 (page 95),
it was necessary to "float'" the columns of the loading frame
to avoid the possibility of shear failure in the floor if
the columns were bolted directly to the floor. Using this
arrangement, the tension in the columns was transferred
through the 0.76 m thick floor via 50-mm diameter bolts to
another set of channel beams in the basement of the labora-
TOrY. The resultant loads were applied directly under the
concrete cylinder, so that the net effect was to put the
floor, the weakest member in the system, into compression.

A Hewlett-Packard (HP) 3497A data logger controlled by
an HP 85 micro-computer was used to acquire, convert to
engineering units, and store data from the various tempera-
ture, displacement, and pressure sensors.

Deformation of the fracture was monitored by a series
of three equally spaced linear variable displacement trans-
formers (LVDT's) on the perimeter of the cylinder (Figure
E7). Because of the long span over the circumferential

reservoir, thermally insensitive Invar rods were used as
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Figure E7 Linear variable displacement
transformers (LVDT's) for meas-
uring concrete and fracture

deformation on perimeter of
model
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extensions of the LVDT cores. After the wellbore. was reamed '

to a diameter of 0.160 m, another set'of.LVDTfs was in-

stalled to allow displdtemént measurements to be made at the

radius of the wellbore. Invar rods were anchored into

-

. circular, aluminum clampﬁ (Figure 'E8) that were'cemented

onto the wall of the wellbore above and below the fracture

using Matfllht 2 epoxy. HDC hermetically sealed LVDT's were

fastened to another clamp cemented near the top of the

wel;bore._ The complete apparatus 1is shown assembled outslde

fhe_werlhbre. All electrical.connections were waterproofed

' ds;ng'Seal—Tite‘Fusion Tape.

pfessure transdudbrsl A multiplexer ﬁanel censisting of a'

'Fluid prESsures were measured usiﬁg strain gauge type
L. . ¢ . @ . T .

series of-54way valves was used to channel ,the 31 manometers

to_tw0'transducers.

-, . -

"E.3 Product igformatlon

,model. - _' : . : o .i

..T&ble E2 provides information on tHe manufacturers
and/or suppliers of some - of the more specialized products

and materLals used in the construction of the laboratory

A

[\

-
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Figure E8 LVDT system for measur-
ing fracture deformation
inside wellbore
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Table E2

Special mat&rials used to construct

- physical model
\E-
. . : . d ) .

Product.- Description Manufacturer
Flexane 80 - ' Rubber-like Devcon Canada Ltd.

: o urethane' _Scarborough Ontario
HCD model" Hermetically chaev1tz Engineering
LVDT's - . sealed LVDT's .0. Box 505
‘ : , X Camden, NJ 08101
Invar - 33}81-mm.ﬂiameter' Priver—Harris Canada Ltd.

Matflint 2

/2

Melment

- MIRAFI 600X

.
!

rods of alloy

. with very :low z
~coefficient of
~thermal -expapsion.

Polyimide-cured |

- epoxy 100% -solids

[

Super plastlclzer'

for concrete

-wOven polypropy—\u
. lene .geotextile

'Sterngon .Ltd '
-Ontario

Brantford,

Dominion Tex
" P.0O.-Box 186
415 Norwich
g Woodspoqk' Ontario ,

- N45 7W8 . _ :

\‘\\.

.56 Bramsteele Road
* Brampton,.
"L6W 3M7

Ontario

-Standard Mfg.
".P.0. Box 6090

.St. John's,
_AlE 5X8

Co' Ltd.:

Newfoundland

,t rw—

tile ‘Inc. -

Ave.

tTtic

.-Fldsebsor ”Paddlewheel flow- ,Slghef ScieE\

' : meter and signal . P.0. Box.5770 ‘

_ conditioner El Monte, CA 91734
Seal—Tité B 'SelfAVulcanizihg ':Rotanium Products Co.
Fusion Tape = rubber tape - . . 4425 Euclld Ave. . '

S T e “-Cleveland ‘Ohie~ _44;037
- - .;~'.‘ — s
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