A PHYSICAL AND NUMERICAL MODEL STUDY OF THE
STATE OF STRESS AND DEFORMATION ASSOCIATED
WITH LARGE SCALE FRACTURE ROUGHNESS

CENTRE FOR NEWFOUNDLAND STUDIES |

TOTAL OF 10 PAGES ONLY
MAY BE XEROXED

(Without Author’s Permission)

STEPHEN DOUGLAS BUTT






National Library
of Canada

Acquis:stions and

B biiothegue natonae
du Canada

Direction des acquesiinong of

Bibhographic Services Branch  des senaces hblioaraphaes
¢ [N |

395 Welington Street
Otama Ontano
KA ONA K IA QNG

NOTICE

The quality of this microform is
heavily dependent upon the
quality of the original thesis
submitted for microfilming.
Every effort has been made to
ensure the highest quality of
reproduction possible.

If pages are missing, contact the
university which granted the
degree.

Some pages may have indistinct
print especially if the original
pages were typed with a poor
typewriter ribbon or if the
university sent us an inferior
photocopy.

Reproduction in full or in part of
this microform is governed by
the Canadian Copyright Act,
R.S.C. 1970, c. C-30, and
subsequent amendments.

Canada

KA STARSTRULS
(SRR TR IS KA

AVIS

La qualité de cette microforme
dépend grandement de la qualite
de la thése soumise au
microfimage. Nous avons tout
fait pour assurer une qualite
supérieuie de reproduction.

S’il manque des pages, vetillez
communiquer avec luniversite
qui a conféré le grade.

La qualité d’impression de
certaines pages peut laisser a
désirer, surtout si les pages
originales ont éete
dactylographiées a l'aide d'un
ruban usé ou si I'université nous
a fait parvenir une photocopie de
qualité inférieure.

La reproduction, méme partielle,
de cette microforme est soumise
a la Loi canadienne sur le droit
d’auteur, SRC 1970, c. C-30, et
ses amendements subséquents.




A PHYSICAL AND NUMERICAL MODEL STUDY OF THE

STATE OF STRESS AND DEFORMATION ASSOCIATED WITH LARGE

SCALE FRACTURE ROUGIINESS

by

© Stephen Douglas Butt, B. Eng.

A thesis submitted to the School of Graduate Studies
in partial fulfilment of the requirements for the degree of

Master of Science

Department of Earth Sciences
Memonal University of Newfoundland
St. John's, Newfoundland

1994




Hibliotheque nationale
i Canada

l * l National Library

of Canada

Acquisiticns and Direction des acquisitions ot
Bibhiographic Services Brancn  des servces bibkographiques

395 Wallingiun Street S o Wollingtoo
Ottawa. Ontano Vit rwa (Ontanet

K1A ON4 kA ONS

The author has granted an
irrevocable non-exclusive licence
allowing the National Library of
Caznada to reproduce, loan,
distribute or sell copies of
his/her thesis by any means and
in any form or format, making
this thesis available to interested
persons.

The author retains ownership of
the copyright in his/her thesis.
Neither the thesis nor substantial
extracts from it may be printed or
otherwise reproduced without
his/her permission.

L’auteur a accordé une licence
irrevocable et non exclusive
permettant a la Bibliothéeque
nationale du Canada de
reproduire, préter, distribuer ou
vendre des copies de sa these
de quelque maniére et sous
quelque forme que ce soit pour
mettre des exemplaires de cette
these a la disposition des
personnes intéressées.

L’auteur conserve la propriété du
droit d’auteur qui protege sa
these. Ni la these ni des extraits
substantiels de celle-ci ne
cdoivent étre imprimés ou
autrement reproduits sans son
autorisation.

ISBN 0-315-91633-8

Canada




Abstract

The focus of this research study was to quantify the influence of a single large scale
fracture roughness asperity on the fracture stiffness and displacement, the local stress ficld
in adjacent wall rock and on the mode and patterns of any induced secondary fractures under
various states of applied stress. This was accomplished through the use of a discrete fracture
numerical modelling code and experiments on an instrumented high strength concrete model

of a fracture plane in a stiff biaxial loading frame.

Initial numerical modelling was completed to determine a suitable asperity

morphology for the physical model. Laboratory experiments were conducted on test
specimens to determine the material characteristics of the intact concre:e and the simulated
fracture for input into the numerical model and to measure the 0 to 40 kHz acoustic emission
signature of induced fracturing. Noniinear numerical modelling was completed to predict
internal stresses in the concrete model during two normal and two shear loading cycles and
to predict modes and patterns of secondary fracturing. The concrete sample was
subsequently tested under three normal and three shear loading cycles. Strain gauges cast
into the concrete model measured the internal strain field. Displacement transducers
mounted on the model measured average fracture displacements and an accelcrometer
monitored acoustic emissions. The sample macroscopically failed at the peak of the final
shear loading cycle and was impregnated with a low viscosity resin to enable "post mortem™
analysis of secondary fracturing.

Results of the study confirmed that the large scale asperity had a significant irnluence
on the local stress field and that several forms of enhanced fracture porosily were associated
with plastic and brittle deformation near the asperity. Companisons between the numerically
predicted and experimentally measured stress fields showed that the uniformity of fracture
mating about the asperity and secondary fracturing significantly influenced the measured
strain field and the accuracy of the numerical predictions. Finally, measured patterns of
induced secondary fracturing were very similar to those predicted from results of the

numerical modelling.
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Chapter 1 - Introduction

1.1 Statement of Problem

Deformation within the upper brittle region of the Earth’s crust often results in
the formation of fractures. Fractures come in at least two forms; joints, which have little
or no shear displacement, and faults, which can have appreciable shear displacement
(Price, 1966). Joints result from the action of tensile stresses and usually occur in
groups called sets with approximately regular spacing and orientation. Faults more often
occur as single features along which considerable displacement can be accommodated.
Fractures serve as major pathways for fluid movement through rock masses, particularly

in those rocks with low matrix permeability, as evidenced by observed hydrothermal

alteration of wall rock adjacent to fractures and by the presence of fracture infilling vein

minerals and associated fluid inclusions. All fractures have some degree of roughness
or deviation from a smooth plane. This roughness can result in stress fields that are
focally heterogeneous. These stress fields may influence the permeability of adjacent
wall rock by the creation of subsidiary fractures or the dilation of existing fractures.
This, in turn, will control the movement of fluids transported along fractures into the
adjacent wall rock and influence possible sites of hydrothermal mineralization or
hydrocarbon accumulation.

This study involves numerical and physical modelling of a single idealized large

scale roughness asperity to determine the influence of this feature on the local stress




field, the modes and positions of induced secondary fractures and the overall effect on

fracture stiffness and displacement. Results of this work may, in tum, be used to infer

the potential influence of large scale fracture roughness on adjacent wall rock

permeability.

1.2 Research Scope and Objectives

Numerical modelling of the idealized large scale fracture roughness was conducted
using geometric scales and material properties that approximated those planned for the
proposed physical model. This was done to evaluate proposed morphologies for the
fracture piane. Preliminary laboratory experiments were conducted to determine the
material properties of the concrete used to form the physical model and the simulated
fracture surface. These material properties were then incorporated into numerical models
to provide a detailed prediction of the physical model behaviour. Modification of
material properties during these simulations was accomplished through the use of residual
stress files and was conducted to approximate the nonlinear response of the concrete and
simulated fracture.

The final fracture morphology was incorporated into a concrete mode! for biaxial
testing. The concrete mix was designed to produce high strength, small grain size and
low porosity. The simulated texture of the fracture was achieved by casting a woven
geotextile between successive concrete pours. Strain gauges were cast into the concrete

to delineate the strain field surrounding the fracture asperity at progressive stages of




applied normal and shear stress and an accelerometer was attached to the sample to

monitor the acoustic emissions generated by microcracking and secondary fracturing.

Finally, at peak shear stress, a low viscosity resin was injected into the fracture plane to

preserve the state of secondary fracturing, which was mapped during a post mortem
sample sectioning.

The objective of this investigation was to accurately delineate the state of stress
associated with large scale fracture roughness using combined numerical and physical
models, to determine the modes and timing of secondary fracturing with respect to the
applied stress ficid, and to evaluate the overall influence of a single large scale roughness

asperity on fracture stiffness and displacement.

1.3 Previous Research

Previous numerical, laboratory and field investigations on the effects of large
scale fracture roughness on the stress and deformation in adjacent wall rock have been
conducted by three main groups of researchers. These include rock mechanics scientists
specifically examining the stresses and deformation induced by fracture roughness,
structural geologists studying the initiation, growth and evolution of natural fractures and
engineers studying rough contacts between steel, rock and/or concrete. Because of this,
the terminology used to describe fracture morphology and deformation is quite varied.
This review, however, adopts a single nomenclature which is used consistently

throughout this investigation.




All fracture surfaces display some variation from an ideal planar surface, usually
referred to as roughness. Joint roughness is largely controlled by the grain size of the
intact rock as the propagating discontinuity often follows grain or crystal boundaries.
Fault roughness is a product of formation and growth since many faults are created by
the formation of en echelon tensile or shear fractures which are then crosscut by
connecting fractures, forming a characteristic asymmetric sawtooth pattern (Segall and
Pollard, 1983; Petit, 1987; Deng et al., 1986). Lee et al. (1990) studied joint profiles
with Joint Roughness Coefficients (Barton et al. 1985) values ranging from 0 to 20 and
concluded that they were fractal surfaces, i.e. they had similar degrees of roughness at
all scales of measurement. Power et al. (1987) completed a similar study of fault
profiles which indicated that roughness was attenuated paralle! to the direction of shear,
probably resulting from frictional wear of opposing fault surfaces with accumulated
displacement. In either case, it can be concluded that all fractures have some degree of
roughness.

Large scale roughness refers to fracture surface variation which is greater than
the scale of the width of the fracture. Small scale roughness, on the other hand, refers
to variation which is at the same scale or smaller than the width of the fracture and plays
an important role in rock friction (Byerlee, 1978). Large scale roughness features of
joints are often referred to as asperities (Goodman, 1976) whiie, on fault planes, they are
commonly referred to as jogs (Scholtz, 1990). The difference is mainly one of

mechanical emphasis; asperity simply refers to general roughness, while a jog refers to




a kink in a fault which can impede slip or otherwise accumulate stress, Since asperity
is a more generic term and is more commonly used in engineering studies, it is used in
this investigation to refer to large scale roughness features.

The basic morphology of the asperity is adopted from Scholtz’s (1990)
categorization of fault jogs since his terms impart a mechanical as well as a
morphological co.nnotation. Regions of the asperity that form a non zero angle to the
mean fracture plane are referred to as bends, while regions of the asperity that are
parallel to the mean fracture plane are referred to as steps. This morphology is given
in Figure 1-1. Bends that are compressed due to the orientation of the applied stress
ficld are referred to as restraining, while those that are extended are referred to as
releasing. Restraining bends are significant since they must be either overridden or
sheared through to enable continued shear displacement and are associated with increased
compressive normal stresses. Releasing bends are often associated with increased tensile
stresses and may show dilation.

Stress heterogeneity near rough fractures has been observed or inferred in
numerous experimental and field investigations. Fishman (1990) used a photoelastic
technique to study the state of stress near a rough fracture with idealized high angle
asperities undergoing shear. As shown in Figure 1-2, he identified alternating zones of
compression and tension along the restraining bend of each asperity. This stress pattern
significantly influences the mode of asperity failure, as is discussed later in this section.

Hyett and Hudson (1990) cast impressions of natural rough joint surfaces using a




photoelastic material and subjected these reassembled models to various shear and normal
loads. Under normal loading, they observed significant stress concentrations at
intermittent points of contact between the joint surfaces. With increasing normal load,
these concentrations were reduced as the fracture surfaces deformed and the contact area
increased. Under shear loading, significant stress concentrations were observed at
restraining bends. These observations are detailed in Figure 1-3,

Observations of small fault zones in the French Alps (Gammond, 1987) show
similar results. These fault zones show evidence of pressure solution along the faces of
restraining bends and vein precipitation along dilated releasing bends. Pressure solution
is a form of diffusive mass transfer (Groshong, 1988; White and Knipe, 1978; Kerrich
and Allison, 1978) where material in a highly stressed zone {typically 30 MPa to 100
MPa normal stress), is dissolved by a pore fluid and precipitated in regions of available
pore space, in this case dilated releasing bends at other locations along the fault.

Scholtz (1990) has reviewed numerous recent earthquakes and observed that both
restraining and releasing jogs have served as the epicentres of earthquakes, as the

terminations of seismic rupture, and as the loci of aftershock activity. In fact, he

concluded that few modern earthquakes have not been influenced in some way by the

presence of fault jogs. Segall and Pollard (1980) examined the theoretical stress ficld
around restraining and releasing fault offsets (a form of jog where there is no fracture
trace between parallel segments). Their results show increased mean stresses and

maximum shear stresses near restraining offsets and reduced mean stresses and maximum
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Figure 1-1. Asperity morphology, adapted from Scholtz (1990). Note that while
Scholtz used the term "jog" to describe large scale deviation from the mean
fracture plane, the term "asperity” is used throughout this study.

Figure 1-2. Stress field near a rough fracture undergoing right lateral shear. Note
the alternating zones of tension and compression associated with the idealized
high angle asperities. (Taken from Fishman, 1990).




(b)

Figure 1-3. Results of a photoclastic study of natural rough joint surfaces where (a)
the normal load is increased (going down the page) for fractures with two
degrees of roughness and (b) the applied load is inclined at 60° to the mean
fracture plane. Note that these diagrams arc sketched from photographs
presented in Hyett and Hudson (1990) and represent the outer trace of the first
photoclastic fringe.
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shear stresses near icleasing offsets. Predicted secondary fracturing patterns are
dominantly conjugate shears for the restraining offset and dominantly tensile fractures for
the releasing offset. Sibson (1986) has reviewed previous field and theoretical studies
of brecciation processes active during seismic faulting and reached similar conclusions.

Field reconnaissance by Erickson and Wiltschko (1991) to the Lewis Thrust in the
front ranges of the Rocky Mountains highlighted alternating sections of the hanging wall
that were dominated by contractional and then extensional deformational features.
Contractional features included secondary thrusting on the large scale and pressure
solution seams on the small scale, while extensional features included secondary normal
faults on the large scale and extensional fractures on the small scale. Subsequent
analytical modelling indicated that the observed deformational patterns were consistent
with variations of shear strength (and hence slip) along the fault. In the region ahead of
a stronger portion of the thrust (termed a "patch"), mean stresses are increased relative
to background levels and corresponding contractional features are formed and vice versa
for the region just behind the patch. Although the existence of this "patch” was only
inferred and never identified, it was acting as a restraining bend because it was impeding
uniform slip along the fault. The deformational patterns observed give insight into
plausible secondary fracturing pattems associated with large scale roughness and suggest
that the regions in front of a restraining bend would be dominated by contractional

features and regiois behind it would be dominated by extensional features.




Several researchers have conducted experiments on rough rock/steel interfaces to
examine failure modes of idealized high angle asperitics. Handanyan et al. (1990)
sheared triangular, spherical and rectangular asperity models (cach with bend angles 2
45°) to failure under nondilatant conditions. They cast their models using a high strength
dental material having properties similar to a medium strength igneous rock. They found
tiiat combinations of shear fractures oriented parallel to the mean fracture plane and
tensile fractures oriented approximately normal to the loaded bend face propagate across
the asperity (Figure 1-4). Fishman (1990) carried out dilational shear experiments on
models made from gypsum, using the same fracture morphology as in his photoelastic
study mentioned earlier. He observed that asperities failed by rotation after a tension
crack had propagated across the base of the asperity (Figure 1-5). Fishman also derived
equations predicting shear strength and dilatancy as functions of rock crush strength,
asperity dimensions and applied shear and normal stresses. It appears that the observed
differences in modes of asper:ty failure between these two studies are related to dilational
constraints; rotation of fractured asperities is easier under dilated conditions and
increased pore volume. Both of these studies suggest plausible modes of asperity failure
during shear. Aydan et al. (1990) conducted finite element modelling of rock asperities
similar to those above, and predicted the development of zones of high shear and tensile
microcrack density on both sides of the loaded asperity face.

Finally, modes of asperity failure have been studied by Barton et al. (1985) within

the context of fracture shear strength, similar to the work of Fishman (1990) above.
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They have recognized that large scale fracture roughiiess increases shear strength through
asperity interlock. At low fracture normal stress, asperitics are overridden at peak shear
strength while they are bypassed by secondary fracturing at higher normal strength.
They have incorporated these observations into an empirical shear strength model, known

as the Barton-Bandis failure criterion, which is given as:

T = gy tan (JRC log(JCS/ay) + &,) (B))

where T is the fractui2 shear strength (MPa) and g, is the applied fracture normal stress
(MPa). ¢, is the residual or minimum friction angle of the fracture material and
represents the basic friction between the smooth fracture surfaces adjusted for saturated
conditions. JRC is the Joint Roughness Coefficient and is a dimensionless constant
indicating the degree of fracture roughness and ranges from O to 20, with 20 being the
roughest. JCS is the Joint Wall Compressive Strength and is a measure of the strength
of the fracture wall. JCS is equal to the uniaxial compressive strength of the intact rock
for an unweathered fracture and decreases with the degree of weathering. Both JRC and
ICS are determined from simple tests which can be done on exposed joint surfaces in the
field or laboratory. The basis of this failure criterion is the concept of progressive
mobilized shear strength, where successive components of fracture strength are utilized
and then exceeded as the fracture displaces. The first component of shear strength
mobilized is residual friction. When the shear stress on the fracture exceeds the

frictional shear strength, the fracture displaces and roughness is mobilized. Peak shear

11




strength is achieved when roughness asperities are bypassed, as discussed above.
Normally, both large and small scale¢ roughness are incorporated inio the value of JRC.
However, when a single large scale roughness asperity is present on the fracture plane,
the angle of this asperity with the mean fracture plane is added to the residual friction

value to determine the ultimate fracture shear strength.

12




_— S N

Tension Mode
Shear Mode
Asperi %
//////'./ i Fixed

Figure 1-4. Experimentally observed failure modes of high angled asperity during
non dilatant shear. (Taken from Handanyan et al., 1990).

/ 02 ! 02

Figure I-5. Experimentally observed failure mode of high angled asperity during
dilatant shear. Note that 1 is a tensile secondary fracture, 2 is a zone of
crushing and O is the point of asperity rotation. (Taken from Fishman, 1990).
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Chapter 2 - Numerical Modelling

Finite element modelling in this study had two objectives. First of all, initial
numerical modelling was conducted to evaluate several proposed large scale roughness
morphologies for the physical biaxial experiment. This modelling was completed for a
range of normal and shear fracture stresses and friction angles using material properties
estimated from standard tables and previcus experimental work. Once the fracture
morphology was selected, preliminary experiments were done on test samples W
determine the exact matenal properties. Finally, these material properties were used in
detailed predictive modelling of the proposed physical experiment to enable direct

comparison between numerical and subsequent experimental results.

2.1 Finite Element Code

The finite element code used in this investigation is described by Gale (1975) and
was modified for this study to run under SUN Fortran. The modelling code uses a plane
strain formulation to model intact rock and the joint element of Goodman, Taylor and
Brekke (1968) to model fractures. Model solutions are provided by an iterative process
with convergence to user specified tolerances. Residual stresses for the plane strain
elements can be included as model input in the form of a restart file. This feature can
be used to approximate an initial stress state or to modify material properties during

loading to simulate nonlinear matenial behaviour.
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2.2 Finite Element Mesh Geometry

Preliminary finite element models were developed to evaluate several proposed

large scale roughness morphologies for this investigation. These proposed morphologies

were based on typical asperity dimensions and bend angles observed in natural fracture
profiles and included single, symmetrical asperities with bend angles of 9°and 18° and
widths ranging from 5 to 8 cm. Only single asperities were considered because of the
concern of interaction between multiple asperities and the increased complexity in
interpreting subsequent results.

Finite element mesh dimensions and geometry were based on a vertical cross
section through the biaxial shear frame sample box and fractured sample as shown in
Figure 2-1. The plane strain formulation of the modelling code was considered suitable
for this mesh geometry because most of the concrete model is constrained from
deforming in the out of plane direction by the steel sample box. Only the portion of the
model immediately adjacent to the fracture is not constrained. The mesh was rotated 45°
from the orientation shown, as indicated by the global axes. This simplified appiication
of the boundary conditions by forcing all nodal restraints and loads to be parallel to the
global axes. Roller boundary constraints were applied where the sample box is restrained
by reaction members in the biaxial frame. The elastic constants of the steel, concrete
and epoxy were estimated from standard tables (Beer and Johnston, 1981; Goodman,
1989, 1976) and were E oy = 200 GPa, E.peme = 33 GPa, Eyy = 40 GPa, v, = 0.27
and Vrw = Vpuy = 0.25, while the fracture stiffnesses were approximated from

previous experimental work (Atkinson, 1987) and were K,y = Kiageain = 25 GP/m.

15




Steel sample box
Concrete Model

Epoxy concrete T : - Fracture

i
W

\, A
’
“

Steel positioning tubes

Scate (cm)

Figure 2-1. Finite clement mesh geometry and boundary conditions for large scale
roughness model. Note orientation of global coordinate axis with respect to the
mesh.




Each of the preliminary finite element models was evaluated using two different
loading procedures. In the first procedure, shear stresses on the mean fracture plane

were increased over the range r = 3 to S MPa while the normal stress on the mean

fracture plane remained constant at oy = 5 MPa and th¢ friction angle of the fracture

was held constant at 40°. In the second procedure, normal and shear stresses on the
mean fracture plane were held constant, at values of oy = 3 MPaand r = 5 MPa, and
the friction angle of the fracture was incrementally reduced from 40° to 20°. Based on
these model studies, the large scale roughness morphology shown in Figure 2-2 was
selected for the biaxial experiment. Numerical results indicated that this asperity
morphology could generate significant secondary fracturing (given the capacity of the
biaxial loading frame) and produce strain patterns suitable for measurement using

electrical resistance strain gauges.

ASPERITY
Step

= LT

IO "

I

Figure 2-2. Final large scale roughness morphology used for both predictive numerical
modelling and the physical model.




2.3 High Strength Concrete and Simulated Fracture

The physical biaxial experiment required a material that had strength, elasticity
and texture similar to natural rock. This was done to ensure that the behaviour observed
in the laboratory would be similar to that which would be expected from natural fractures
at comparable scales. High strength concrete was a suitable candidate because of it's
high uniaxial compressive strength (50 to 100 MPa), correspondingly low tensile strength
(5 to 10 MPa) and brittle behaviour. However, since internal model deformation was
to be measured using electrical resistance strain gauges, the maximum size of the
concrete aggregate was limited. Berwanger's (1968) study of the suitability of electrical
resistance strain gauges to measure concrete deformation found that the active gauge
length of the strain gauges should be at least 2.7 times the maximum aggregate size to
homogenize the gauge response over the soft matrix and stiffer aggregate. Cost and the
scale of the physical model limited the gauge length of the strain gauges to 240 mils and
hence a maximum aggregate size of 2.2 mm,

The resulting high strength concrete mixture (developed by the Enginecring
Geology Group for this study and similar investigaticns) used two grades of commercial
silica sand as aggregate and silica fume as an admixture to increase strength. Silica sand
grades #00 and #2 were used as aggregate, providing a maximum aggregate size of 1.8
mm. A superplasticizer was added to the mix water to increase the siump of the wet
concrete and extend its working time. This mixture required considerable internal
vibration during pouring to remove entrained air and improve compaction. The final

cured concrete had the grain size and texture of a fine grained intrusive igneous rock.
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This concrete material was used in all concrete samples and models tested during this
investigation.

Natural rough fractures were simulated by placing a woven geotextile between
successive lifts of concrete. When cured, the concrete lifts were separated, the geotextile
was removed and the concrete blocks carefully reassembled. The simulated fracture
texture was similar to a natural fracture in that opposing fracture surfaces were largely
in contact at asperity tips with abundant pore space in between. This type of texture has
been shown experimentally to closely approximate the mechanical behaviour of natural

fractures (Atkinson, 1987).

2.4 Experimental Determination of Material Properties

Several intact and fractured test samples were cast using the concrete mixture and
procedures described in the previous section. Laboratory tests were conducted on these
samples using the appropriate ASTM and ISRM standards and procedures. The results
of these tests enabled accurate determination of (1) the elastic constants of the intact

concrete and the normal and shear stiffnesses of the simulated fracture over the range of

applicd loads available in the biaxial loading apparatus, (2) the age dependent strength

of the concrete and (3) correlation between acoustic emissions and inferred brittle

deformation.

2.4.1 Concrete Elastic Constants and Fracture Stiffnesses

Two 152 mm diameter concrete cylinders were cast with an approximate length
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to diameter ratio of 2. One sample was intact while the other had a simulated fracture
perpendicular to the core axis. These samples were instrumented as shown in Figure 2-3
and nondestructively tested in uniaxial compression under load control. The intact
cylinder was loaded to 40 MPa, where the load was held and then removed.  Strain
gauges attached to the sample recorded the average axial and diametrical strain (Figure
2-4). Straight lines fitted to linear portions of these stress-strain curves were used to
determine values of Young's Modulus and Poisson’s Ratio for the intact concrete over
the normal stress range of 0 to 8 MPa, as given in Table 2-1. Note the hysteresis during
unloading, indicating that some permanent deformation has occurred. Since the
accelerometer did not record any significant acoustic emissions during this loading, we
can conclude that this deformation is not the result of brittle fracturing but some other
inelastic deformation, possibly creep.

The fractured cylinder was tested under two complete loading cycles of 15 MPa
and one half cycle to 12.5 MPa. The closure of the fracture under these loading cycles
was measured as the difference between the averaged displacement of two of the
circumferential LVDTs (the third LVDT showed anomalous displacement, likely due to
slight eccentric loading of the sample, and was ignored in the analysis) and the intact
LVDT (Figure 2-3). Normal stress versus fracture closure curves for these tests are
given in Figure 2-5. Normal stiffnesses were calculated for approximately linear portions
along these curves, again over the normal stress range of 0 to 8 MPa, as given in Table
2-2. Note that the closure curves for the second and third loading cycles are nearly

parallel with the unloading curve of the first loading cycle, indicating that the fracture
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was well seated during the initial loading cycle. The only acoustic emissions recorded
during this test were associated with this initial fracture seating.

A 200 mm by 200 mm by 300 mm rectangular concrete block was cast and
allowed to cure for 90 days. The concrete block had a simulated fracture running fully
along it’s length and midway up it's height, dividing the block into two equal sections.
The simulated fracture had no large scale roughness, only the small scale roughness
produced by the texture of the geotextile. Schmidt hammer rebound and tilt tests were
conducted on the sample following the procedures outlined in Barton et al. (1985).
Analysis of the results showed a residual friction angle of 29°, a JCS value of 52.4 MPa
and a JRC value of 3.0. These values were incorporated into a modified Barton-Bandis
fracture deformation model (Gale et al., 1993) to simulate shear cycles at 2 and 8 MPa
of normal stress after three initial normal loading cycles. From the resulting shear stress
versus shear displacement curves, values of shear stiffness over approximately linear
regions of the displacement curves were calculated, as given in Table 2-3.

During normal loading, shear stresses of approximately 30% of the normal stress
are resolved onto the faces of the 18° asperity bends. To account for this, it was
necessary to estimate values of shear stiffness for the fracture over a range of normal
loads. Using shear stiifness values from Table 2-3, a linear relationship was derived to
estimate the shear stiffness as a function of the applied normal stress. This relationship

was uscd to calculate the shear stiffness values given in Table 2-4.
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Table 2-1. Values of Young's Modulus and Poisson's Ratio determined from the

first loading cycle of the 152 mm diameter intact concrete cylinder.

Stress interval
(MPa)

Young’s Modulus
(GPa)

Poisson’s Ratio

0.0 to 2.0
2.0 to 8.0

60.0
48.6

0.408
0.330

Table 2-2. Normal stiffness values determined over linear intervals of normal

stress versus normal closure curves.

Loading
cycle

Stress interval
(MPa)

Normal Stiffness
(GPa/m)
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Table 2-3. Shear stiffness values determined over linear intervals of shear stress
versus shear displacement curves at normal stresses of 2 and 8 MPa.

Normal Stress interval Shear Stiffness
stress (MPa) (GPa/m)

2 0.00 to 0.54 102
0.54 to 0.84 39
0.84 to 1.03 14
1.03 to 1.23 3
1.23 to 1.50 3

0.00 to 2.09
2.09 to 2.94
2.94 to 3.70
3.70 to 4.20
4.20 to 4.60

Table 2-4. Approximate shear stiffnesses determined over normal stress

intervals. Note that this was done to accommodate shear stresses resolved
onto the asperity bends during normal loading.

Normal Stress Shear Stiffness
interval (MPa) (GPa/m)

25

51
102
254
406
254
102

to
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to
to
to
to
to
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2.4.2 Concrete Strength

Two intact concrete cylinders were tested to failure to determine the age
dependent uniaxial compressive strength of the concrete. Each cylinder was poured from
a different concrete batch, but the same concrete mix, materials and procedures were
used to cast each cylinder. One cylinder was 76 mm in diameter while the other was 152
mm in diameter. Note that the 152 mm diameter cylinder was the intact 152 mm
diameter cylinder nondestructively tested earlier (Section 2.4.1) to 40 MPa. Both
cylinders had an approximate length to diameter ratio of 2 and were tested under
displacement control with approximately the same loading rate of | MPa per minute.
The 76 mm diameter cylinder was tested after curing 40 days and yielded a uniaxial
compressive strength, normalized to an exact length to diameter ratio of 2 (ASTM
Standard D 2938-86), of 52.7 MPa. The 152 mm diameter sample was tested after
curitg 116 days, yielding a normalized strength of 68.7 MPa. While normal concrete
reaches over 95% of it’'s maximum strength after curing 28 days, the curing of high
strength concrete is slower, usually requiring 90 days to reach this same percentage
strength (CPCA handbook, 1991). Thus, given the cured ages of each of the failed test
specimens, we can conclude that the maximum uniaxial compressive strength of this
concrete is approximately 70 MPa.

Most high strength concretes have tensile strengths approximately 5% to 10% of

their uniaxial compressive strength (CPCA handbook, 1991). Since the concrete mixture

used here has much smaller than normal aggregate size (with a much higher aggregate

surface area to volume ratio), and internal vibration was used to expel most entrained air,
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we can assume that the concrete used in this study will have a tensile strength at the
upper end of this range. Thus the tensile strength is estimated to be approximately 7

MPa.

2.4.3 Acoustic Emission Signature of Brittle Deformation

An accelerometer attached to the intact 152 mm cylinder recorded acoustic
emissions as the sample was loaded to failure (Section 2.4.2). Figure 2-6 plots both the
applied uniaxial stress and acoustic emission count over 30 second intervals versus the
axial strain recorded using an LVDT mounted between the platens of the loading frame.
(Note that the square root of the acoustic emission count is given, as opposed to the
actual value. This was done to attenuate the high AE rate recorded at the peak and to
highlight the AE rates rex orded before and after the peak, which would be difficult to
view on a graph of straight AE values.) There is good correlation between the intensity
(or rate) of acoustic emissions and inferred macroscopic deformation within the sainple;
acoustic emissions are very sparse in the linear elastic portion of the loading curve, but
begin to rise in intensity as the sample enters the nonlinear plastic region of the curve
where brittle microcracks begin to form (Jaeger and Cook, 1976). Emissions are
highest, understandably, at sample failure which was observed by the formation of

conjugate shear fractures across the length of the sample.

25




RS

|
|~ Horlizontsl

Fracture

7 N

Circumifescntial
LVDTs

\\ﬁ____...-)\ Intact LVDT

“Fractured” Sample

C) /Awelelometcv\

/
240 mi} Strain ~)
Q \ Gauges

|

N——
“Tmact’ Sample

Figure 2-3. Position of instrumentation on intact and fractured 152 mm diameter
samples.
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Figure 2-6. Plots of uniaxial stress and acoustic emission counts versus uniaxial
strain recorded during destructive testing of intact 152 mm diameter
sample.
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2-5. Predictive Numerical Modelling

Numerical simulations of proposed loading cycles were achieved using a nonlinear
modelling approach, where the model was loaded in small increments. Stress dependent
material properties, determined in the preceding section, were modified at the start of
each load increment and the stress state at the end of the previous increment was
incorporated as a residual stress block (Section 2.1). This forced material properties in
the numerical model to conform to experimentally determined values throughout the
loading path. For example, to increment the numerical model from an applied fracture
normal stress of 5 to 8 MPa, the mesh boundary loads would be assigned to resolve a
normal stress of 8 MPa onto the mean fracture plane and the elastic constants of the
concrete and the fracture stiffnesses would be assigned the appropriate values for the
normal stress range of 5 to 8 MPa. The stresses determined for the plane strain elements
at the end of the 5 MPa loading step would be included as a residual stress block. When
run, the model would simulate a stress increment from S to 8 MPa, using the material
and fracture properties independently determined for that normal stress range.
Throughout this nonlinear modelling, the friction angle of the fracture remained constant
at 40°. Finally, no residual stresses were passed between successive loading cycles, so
each loading cycle began in an initially unstressed condition.

Stresses within the concrete model were presented as plots of major and minor
principal stress trajectories, as contoured values of mean stress and maximum shear
stress, and as horizontally and vertically oriented stresscs. The mean stress, 0,,.,, Was

calculated as 4(0,,, + 0,.a), Where o, and o, are the maximum and minimum principal
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normal stresses respectively, while maximum shear stress, 7,,,, was calculated as 2(0.,-
o..). The horizontally and vertically oriented stresses are provided for direct comparison
to the strains measured in the subsequent physical model.

Two normal loading cycles to 8 MPa normal stress were simulated. Only two
cycles were modelled since there would be no change in material properties beyond the
second cycle and all subsequent results would be identical. Table 2-5 summarizes the
stress increments and material properties used during the first and second simulated
normal loading cycles. Contoured values for ¢, and 7., from the results of both
cycles are given in Figures 2-7 and 2-8. Relatively incrcased mean stresses and
increased maximum shear stresses are observed in the area of the asperity, particularly
above the step and below the junctions of the bends with the planar fracture. These
portions of the asperity are acting as stress concentrators. (Stress concentrations are also

cbserved at the ends of the fracture, but these are associated with the contact between the

concrete model, the epoxy concrete and a free surface, as shown in Figure 2-1, and will

be ignored.) However, the magnitude and extent of these concentrations are greater for
the first loading cycle where the normal stiffnesses are much lower. This indicates that
as the fracture stiffens from repeated closure cycles, the more it behaves like the
surrounding intact material and the less the asperity acts as a stress concentrator. The
differences in stress state on the upward and falling sides of the loading curve result from
the nonlinear behaviour imposed on the fracture by the procedures used in modelling; this
reflects the natural closure hysteresis observed in the laboratory (Figure 2-5).

Analysis of the complete normal loading data sets indicates that the maximum
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normal stresses generated near the asperity do not exceed 13 MPa and that no tensile

stresses are generated. Given this, no secondary fracturing is expected to occur during

any normal loading cycles in the biaxial experiment. Figures A-1 and A-2 in Appendix

A present contoured values of horizontal and vertical stress for comparison with the

physical experiment measurements.

Table 2-5. Stress increments and material properties used during numerica: simulation
of first and second normal loading cycles.

Concrete Fracture

Normal Young’s| Poisson’s Normal Shear
Cycle Modulus| Ratio Stiffness| Stiffness
(GPa) (GPa/m) (GPa/m)

60.0 0.408 9 25
60.0 0.408 25 51
60.0 0.408 83 102
48.6 0.330 273 254
48.6 0.330 1500 406
48.6 0.330 3400 254
48.6 0.330 3400 102

HnXHT
ocoococoowm

60.0 0.408 22 25
60.0 0.408 250 51
60.0 0.408 3400 102
48.6 0.330 3400
48.6 0.330 3400
48.6 0.330 3400
48.6 0.330 3400
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Figure 2-7(a). Mecan stress contours for the first modelled normal loading cycle.
Compressive stresses are positive and the contour interval is | MPa. The stress
path is clockwise and the size of the stress field is 300 mm by 200 mm.
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Figure 2-7(b). Maximum shear stress contours for the first modelled normal loading
cycle. The stress path is clockwise, the size of the stress ficld is 300 mm by 200
mm and the contour interval is | MPa.
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Figure 2-8(a). Mean stress contours for the second modelled normal loading cycle.
Compressive stresses are positive and the contour interval is 1 MPa. The stress
path is clockwise and the size of the stress ficld is 300 mm by 200 mm.
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Figure 2-8(b). Maximum shear stress contours for the second modclled normal Joading
cycle. The stress path is clockwise, the size of the stress field is 300 mm by 200

mm and the contour interval is | MPa.

34




Table 2-6 summarizes the stress steps and material properties used during the first
and second simulated shear loading cycles. The residual stress conditions used at the
start of each shear cycle were the stress state of the second normal loading cycle at the
appropriate normal load. Figures 2-9 and 2-10 present contours of mean stress and |
maximum shear stress for these cycles. These results show two important trends: (1) the
progressive development of increased normal compressive and shear stresses at the
asperity restraining bend and (2) the development of zones of tension above the junction
of the step and the releasing bend and below the junction of the restraining bend and the

Table 2-6. Stress increments and material properties used during numerical simulation
of first and second shear loading cycles.

concrete Fracture

Normal| Shear Young’s| Poisson’s Normal Shear
Stress| Stress Modulus| Ratio Stiffness| Stiffness
(MPa) (GPa) (GPa/m) (GPa/m)

2 0.54 48.6 0.330 3400 102

0.84 48.6 0.330 3400 39

M 1.03 48.6 0.330 3400 14

P 1.23 48.6 0.330 3400 3

a 1.50 48.6 0.330 3400 3

8 2.09 48.6 0.330 3400 406

2.94 48.6 0.330 3400 © 166

M 3.70 48.6 0.330 3400 74

P 4.20 48.6 0.330 3400 28

a 4.60 48.6 0.330 3400 8

planar fracture. These zones of tension are difficult to distinguish in Figures 2-9 and 2-
10, but they are highlighted on the contours of tensile stress in Figure 2-11 and on the

plots of principal stress trajectories in Figure 2-12, These trends indicate that the
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Figure 2-9(a). Mean stress contours for the modelled shear loading cycle at 2 MPa
normal stress. Compressive stresses are positive, the size of the stress ficld is 300
mm by 200 mm and the contour interval is | MPa.
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Figure 2-9(b). Maximum shear stress contours for the modelled shear loading cycle at
2 MPa normal stress. The size of the stress field is 300 mm by 200 mm and the

contour interval is | MPa.
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T = 3.70 MPa

Figure 2-10(a). Mean stress contours for the modclied shear loading cycle at 8 MP%a
normal stress. Compressive stresses are positive, the size of the stress field is
300 mm by 200 mm and the contour interval is | MPa,




Figure 2-10(b). Maximum shear stress contours for the modelled shear loading cycle at
8 MPa normal stress. The size of the stress field is 300 mm by 200 mm and the
contour interval is ! MPa.
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Figure 2-11. Tensile stress contours for the modelled shear Yoading cycies at jwak shear.
The size of the stress ficld is 300 mm by 200 1. m and the contour interval is |

MPa.
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Figure 2-12. Plots of major and minor principal stress vectors at peak shear. The size
of the stress field is 300 mm by 200 mm. Doublc hachure marks indicate tensile

stress.
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restraining bend is impeding slip along the fracture and is acting as a significant stress
concentrator for both normal and shear stresses. Tensile stresses are geneiated along the
fracture where regions of high shear stiffness are preceded or followed by regions of
lower shear stiffness.

Analysis of stress magnitudes indicate that, at peak shear for the shear cycle at
2 MPa fracture normal stress, the maximum predicted compressive stresses were
approximately 60 MPa and the largest tensile stresses were approximately 4 MPa. Under
these conditions, both compressive shear and tensile microcracks vould be expected to
form in the physical model (refer to Figure 2-6 and the region of plastic microcracking)
but because the maximum compressive strength of the concrete (Section 2-4) would not
be exceeded, macroscopic sample failure would probably not occur. At peak shear for
the 8 MPa normal stress shear cycle, the maximum predicted compressive stress was 92
MPa and the maximum predicted tensile stress generated was 13 MPa. Under these
stress conditions, macroscopic shear failure of the physical model would almost certainly
occur. Based on the principal stress trajectories shown in Figure 2-12 and the stress
patterns observed, the location, mode and orientation of induced secondary fractures were
predicted, as shown in Figure 2-13. For these predictions, conjugate shears were placed
where the maximum compressive stresses are predicted to occur and are oriented at
approximately 30° (i.e. 45°-¢/2, where ¢ =internal friction angle and is assumed to be
30°) to the maximum principal stress trajectory and, similarly, tensile fractures were
placed in rcgions where tensile stresses were predicted to occur and are oriented

perpendicular to the maximum tensile stress trajectory.
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Figures A-3 and A-4 in Appendix A provide contours of horizontal and vertical

stresses generated during both shear cycles for comparison to the experimental results.

Conjugate

Sh eai\\ Tensile Fractures
< AY \ \

Tensile Fractures Conjugate Uniractured

Shears

Figure 2-13. Mode, orientation and location of predicted secondary fractures at peak
shear.
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Chapter 3 - Biaxial Physical Experiment

A 300 mm by 200 mm by 200 mm concrete model, containing a fabricated
fracture plane, was constructed. This fracture plane matched the large scale roughness
morphology that was numerically modelled in the preceding chapter. Strain gauges were
cast into the model, both parallel and perpendicilar to the mean fracture, to measure
internal strains. LVDTs were mounted on the four comers of the model to measure
average normal and shear fracture displacements as the model was subjected to three
normal loading and three shear loading cycles. An acceleroineter was mounted on the
model to monitor acoustic emissions generated by any fracturing induced during testing.

At peak shear of the final shear loading cycle, a low viscosity resin was injected into the

fracture plane to preserve the state of fracture porosity which was then examined during

a "post mortem"” sample sectioning.

3.1 Construction of Physical Model

A 152 mm concrete cylinder was cast and four 90 mm by 130 mm by 12 mm
thick slabs or "coupons” were cut from it. Thirty nine vertically oriented and twenty
nine horizontally oriented single strain gauges (gauge length = 240 mils), and twenty
strain gauge rosettes (gauge length = 60 mils) were bonded to these coupons, as shown
in Figure 3-1. Vertically oriented refers to a direction perpendicular to the mean fracture
plane and horizontally oriented refers to a direction which is parallel to the mean fracture

plane. All gauges and lead wires were coated with the manufacturer’s recommended
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waterproof coatings to protect them during casting of the physical model. Appendix E
provides the coordinates of the strain gauge positions in the physical mode!.

The procedures used in model construction and placement into the sample box and
frame are shown schematically in Figure 3-2. Two coupons were glued along the centre
line of a wooden form (Figure 3-2a) which was then filled with concrete and internally
vibrated. A woven geotextile was placed on the wet concrete and an aluminum plate
(Figure 3-2b), having a raised portion with the final asperity dimensions, was pressed

firmly into the geotextile forming one side of the simulated rough fracture. After curing

= 68 nil rosette

- 248 mnil vertical gauge

- 240 nil horizontal gauge <on reverse of coupon)
- geuges lost prior to physical testing

-~ position of simulated fracture

Figure 3-1. Geometry of concrete coupons with respect to final simulated fracture and
approximate positions of strain gauges on the coupons.
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4 days, the aluminum plate was removed and an upper concrete form was attached to the
lower form (Figure 3-2c). The remaining coupons were then hung along the center line
of this form, which was then filled with concrete and vibrated. The inside corners of
both wooden forms were fitted with a concave wooden moulding to produce smoothly
rounded edges and comers in the physical model to minimize stress concentrations.

After curing 28 days, the concrete model was removed from both forms and the
upper and lower halves of the model were separated. The geotextile was removed and
the two halves were carefully reassembled (Figure 3-2d). The resulting fracture was
correlated, or mated, on the large scale by the asperity but not correlated at the small
scale due to thc texture of the geotextile fabric (Atkinson, 1987). Three gear clamps
were then strapped around the mode! to hold it firmly together and prevent damage to
the fracture surface. A 3 mm deep trench was ground into the sample along the outside
trace ¢! the fracture and the sides were then ground back to form 45° bevels (Figure 3-
2d). This bevelled trench was used as a smooth seat for an inflatable packer that
surrounded the outer fracture trace anc sealed the fracture during permeability tests
(related to a parallel research program not described in this thesis) and subsequent resin
impregnation.

The model was cast into one half of the steel sample box using a mixture of high
strength epoxy resin, fine and coarse silica sand and 4 mm to 8 mm diameter granite
aggregate. After curing two days, the upper half of the steel sample box was bolted to
the lower half using machined aluminum plates. The assembly was then turned over and

the remaining half of the concrete model was cast into the other side of the sample box
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. = Concrete coupons
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(Vertical section)
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(c) (Vertical section)

Figure 3-2. Construction of physical model showing (a) placcment of coupons in lower
wooden form, (b) mounding of wet concrete in lower form and pressing of
geotextile into concrete using shaped aluminum plate to cast lower block, (¢)
placcment of upper wooden form onto lower form and pasition of coupons in
upper form to cast lower block (continued on next page...)

46




)

Ground bevelled trench

t
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Steel sample box

LVDTs and ramps A

Accelerometer

(e)

Biaxial loading frame
(Gale et. al., 1990)

(f)

Figure 3-2, (...continucd) (d) reassembicd model after forms and geotextile removed,
showing position of ground trench and ramps surrounding fracture trace, (e)
position of model in steel sample box and (f) placement of steel sample box and
model in biaxial frame.
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(Figure 3-2¢). The sample box was then placed into the biaxial loading frame using a
small crane, the aluminum plates removed and the gear clamps ground off. The physical

model was now ready for testing (Figure 3-2f).

3.2 Experimental Procedure and Data Reduction

A total of three normal and three shear loading cycles were conducted with
load/displacement control provided by a MTS servo-controlled hydraulic system. All
three normal loading cycles and the first shear cycle were conducted under load control,
where the load applied by each actuator was varied by the frame operator using precision
potentiometers. By changing the load applied by each actuator, the operator was able
to apply the desired levels of normal and shear stress on the mean fracture plane. The
final two shear cycles, however, were performed under displacement control using a PC
based control program which modified the displacement produced by each actuator to
maintain the desired normal and shear stress conditions. The control algorithm for this
program is described in Appendix C. This arrangement provided excellent control of the
stresses on the mean fracture plane and, more importantly, because the rate of travel of
each piston was controlled, the control algorithm prevented large and potentially
destructive shear displacements from occurring after peak shear strength was reached.
Such controlled failure of the sample would not be possible under load control. Both
loading arrangements maintained the desired stress on the fracture plane and did not
restrict fracture normal displacement. Hence, the fracture plane was free to either close

or dilate in response to the applied normal and shear loads.
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Of the eighty eight strain gauges cast into the physical model, nine were lost prior

to testing (Figure 3-1) due to disturbance during model fabrication or later due to gauge

overheating. Of those gauges lost, one was horizontally oriented, four were vertically

oriented and four were strain gauge rosettes. The remaining gauges were read using the
in house designed MUGS strain gauge system (described in detail in Appendix B) and
two HP 3497A data acquisition units. As mentioned earlier, additional electronic sensors
were used to record loads, displacements and acoustic emissions during testing. First,
load cells were mounted in line with each hydraulic actuator to measure the loads applied
to the mean fracture plane. Secondly, an arrangement of eight LVDTs and eight
machined steel wedges were mounted on the corners of the concrete model to measure
fracture deformation (Figure 3-2¢). Displacement data from these LVDTs were used to
calculate overall fracture normal and shear displacement, and the rotation of the two
halves of the model with respect to each other. (Refer to Gale et al. (1990) for a detailed
description of the theory behind the usc of the inclined plane approach as used with these
sample LVDTs.) Finally, acoustic emissions (AE) generated by induced fracturing were
monitored using an accelerometer with a 0 ‘v 40 kHz frequency range. The
accelerometer was fixed to a steel clamp and glued, using a quick setting epoxy, to the
outside of the sample box (Figure 3-2e¢).

During testing, most of the data from the above instrumentation were acquired
automatically using an 80386 IBM compatible microcomputer interfaced to a Keithley
500A Data Acquisition and Control unit. Data acquisition was accomplished using

software written in a multitasking software environment named ViewDAC developed
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specifically for the Keithley system (Keithley Asyst, 1992). The software stored
instrumentation data in computer files at regular intervals, performed real time data
analysis and displayed and graphed pertinent information on the computer screen. This
enabled immediate assessment and monitoring of the test in progress to ensure that it was
proceeding correctly.

During testing, a number of technical problems arose which complicated
subsequent data analysis. First, the applied voltage used by the MUGS strain gauge
system had to be reduced from its normal level of 10 V DC to 1.5 V DC to eliminate
strain gauge overheating problems. As a result, the data recorded by the MUGS system
during all loading cycles were much noisier than initially expected. This problem was
overcome by applying a low pass convolution filter (Telford et al., 1990), with a
minimum wavelength cutoff of 20000 seconds, to each strain gauge data record. This
significantly reduced the noise and improved the data quality, An example of this
procedure is given in Appendix D.

A second problem was associated with the strain gauges which were wired to the
two HP data acquisition units. Due to wiring errors, no data from these gauges were
recorded for the first normal loading cycle. During the second normal loading cycle, the
data were masked by nonlinear strain gauge warming responses. The data from the
second normal cycle, however, were recovered by determining the gauge self heating
curve independently for each strain gauge data record and numerically subtracting this

curve from the raw data record. The self heating curve for each gauge was determined

by fitting a curve of the form f(t) = At® to the raw data set so that the curve was
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coincident o and parallel with the beginning and ending regions of raw data curve. This
was considered to be an acceptable approach since the beginning and ending regions of
unmasked strain gauge data records were approximately constant and plotted as horizontal
lines on graphs of strain gauge value versus elapsed time. Constants A and b were
determined using an itterational technique on a computer spreadsheet and an example is
provided in Appendix D.

A third problem involved heterogeneity and inconsistency in the strains recorded

by the strain gauge rosettes. This probably occurred because the gauge length of the 60

mil strain gauge rosettes was less than the minimum value suggested by Berwanger
(1963) as reported in Section 2-3 or because of thermal interaction between the closely
spaced rosette strain elements. It was assumed that some of the strain gauge data would
be useable, but post test analysis indicated that most strain gauge rosette data were
inconsistent when compared to strains measured by adjacent 240 mil single gauges. Thus
the rosette data were not used in the analysis of the experimental results. Fortunately,
most of the strain gauge rosettes, as shown in Figure 3-1, were not located in regions of
maximum strain which occurred near the asperity.

A fourth and final problem encountered was the "bumping" of the LVDTs
mounted on the four comers of the model during manipulation of the sample packer and
packer retainer. This resulted in the recording of erroneous displacements. These bumps
were identified in and removed from each LVDT data record and consisted of those data
which occurred when the packer retainer was being adjusted and which were

uncorroborated at other LVDT locations. Care was taken not to remove legitimate

51




displacement jumps, such as those due to fracture creep or sudden frictional slip, which
were not associated with any recorded packer or retainer manipulation.

Once all the load, displacement and strain data were corrected and reduced to
physical units, they were presented as graphs of fracture normal stress versus normal
displacement, graphs of shear stress versus shear displacement and as contoured plots of
internal strain overlain on a cross section perpendicular to the fracture plane and parallel
to the shear direction. Note that contour lines on these diagrams are not labelled and
instead the original data values used to generate the contour plots are included at their
actual locations. Appendix F provides tables of the strain values recorded during the
physical experiment, as well as approximate stresses (calculated using the procedure
outlined below) and numerically predicted stresses for comparison.

Preliminary analysis of the internal strains revealed that permanent strain in the
physical model was significant relative to the total strain recorded. Therefore, all the
contoured strain fields presented have been reset to zero strain at the start of each loading
cycle. Thus, the strains presented only represent the strain accumulated during the
individual loading cycle, not the total accumulated strain. Examination of these strain
fields indicates that strains are very small, typically less than 0.1%. At that strain level,
we can assume that the deviation of the principal stress and strain orientations is not
significant and that the intemal stress field produced during each loading cycle has a size
and shape very similar to the measured strain field. For comparison between laboratory
and numerical model results, an approximate conversion factor of 20 pe per | MPa stress

(calculated using Young’s Modulus data from Table 2-1) was used to estimate stress
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vaiues from internal strain measurements. However, since the concrete used to construct

the physical model is relatively weak in tension, this rationale is not valid for tensile

strains, where tensile fracturing would probably occur at low strain levels. As well, this
conversion factor was estimated from compressive tests only and would not be applicable

for tensile strains. Therefore, no stresses are assigned to tensile strains.

3.3 Analysis of Biaxial Testing Results
3.3.1 Normal Loading Cycles

Figure 3-3 is a plot of the normal stress versus mean normal fracture displacement
recorded for the three normal loading cycles and for the normal loading portions of the
three shear cycles. The displacements for each loading cycle have been referenced to the
initial reading at the beginning of each cycle and hence each cycle is referenced to zero
displacement (Figure 3-3). The maximum normal stress applied during the first normal
loading cycle was 13.8 MPa but, after a sustained burst of AE (numbering in the
hundreds of counts per 10 second interval) was encountered, the load was quickly
reduced to 13.4 MPa. This stress level was then the maximum normal stress applied for
the remaining normal loading cycles. The three shear cycles were conducted at constant
fracture normal stresses of 2, 8 and 10 MPa, respectively. The abrupt jump in normal
stress (from 8.2 to 8.9 MPa) shown at the peak of the second shear cycle was due to an
operator error and was only applied for a few seconds.

Analysis of the normal displacement curves for the three normal loading cycles

indicates that permanent closure was greatest for the first cycle and that the closure
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Figure 3-3. Plots of normal stress versus normal displacement for the three normal
loading cycles and the normal loading portions of the shear loading cycles.

behaviour for the second and third cycles was nearly identical. These observations
indicate that the fracture was predominantly seated during the first normal loading cycle,
a situation consistent with the normal closure behaviour observed from testing of the 152
mm diameter fractured cylinder in Section 2-4. These results validate the assumption,
made during predictive numerical modelling, that normal closure behaviour for the
second and subsequent normal cycles would be the same.

Analysis of the normal displacement curves for the shear cycles shows that the
application of normal load for the second and third shear cycles was more irregular than

during all previous cycles. This is most likely the result of the control algorithm for
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displacement control (Section 3-2) which induced slighi fluctuations in the applied
fracture loads. Further analysis revealed an unexpected result, namely the abrupt change
in slope occurring on the unloading portions of the curves for the first and second shear
cycles. These changes in slope indicate that the fracture began to close during the
removal of normal load. This suggests that some portion of the shear displacement
applicd during these shear cyclas was accommodated by dilatant climbing of the asperity
restraining bend. During unloading, frictional shear strength of the fracture at the
compressed asperity bend decreased until it was exceeded and the fracture began to slide
back down the bend. This scenario is consistent with observed fracture dilatio» during
the shear portion of the second shear loading cycle, as is discussed later.

Analysis of the internal strains recorded during normal loading indicate that the
symmetrical stress patterns predicted by the numerical modelling did not occur. In
contrast, measured strain patterns are highly asymmetrical surrounding the asperity, but
are consistent between successive cycles. Figure 3-4 presents plots of (a) vertical and
(b) horizontal strain recorded during the first normal loading cycle. These results show
an overall increase in strain magnitude with increasing normal load, with the highest
strains recorded immediately above and below the asperity bend. At maximum applied
normal stress, vertical stiains are greatest directly above the asperity bend while
horizontal strains are greatest directly below it. This pattern indicates that the ¢,
direction is more vertically oriented (as opposed to horizontally oriented) just above the
asperity bend and more horizontally oriented just below it. At peak normal load, a

tensile zone appears in the upper left hand corner of the horizontal strain field which then
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Figure 3-4 (a). Contours of vertically oricnted strain recorded during the first
normal loading cycle. The loading path is clockwise and the contour
interval is 50 pe. Stipples indicate tensile strains and the size of the strain
ficld is 37 mm horizontal by 146 mm vertical. The position of the strain
field in the concrete model is as indicated in the insct.
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Figure 3-4 (b). Contours of horizontally oriented strain recorded during the first normal
cycle. The loading path is from left to right and the contour interval is 50 ue.
Stipples indicate tensile strain and the size of the strain field is 66 mm horizontal
by 145 mm vertical. The position of the strain field in the concrete model is as

indicated in the inset,




increases in magnitude during unloading. A similarly positioned tensile zone is observed
initiating and growing in the vertical strain field during the unloading portion of the
cycle. Since a sustained AE burst occurred concurrently with this, it is probable that
induced tensile fracturing may have occurred at the peak load which then dilated as the
normal load on the fracture was removed. Finally, during unloading, a large portion of
the strains observed at peak normal load are preserved which indicates that there was
significant plastic strain in the sample. For example, in the vertical strain ficld
compressive strains immediately above the asperity bend are approximately three times
larger at 2 MPa normal stress on the unloading portion of the cycle than at 2 MPa
normal stress on the loading portion of the cycle. This result is not entirely unexpected,
since a similar permanent set was observed during uniaxial testing of the intact 152 mm
diameter cylinder in Section 2-4; refer to Figure 2-4 and note that the axial strain at 2
MPa axial stress on the unloading portion of the curve is approximately three times the
axial strain recorded at 2 MPa on the loading portion of the cycle. Analysis of the
strains recorded at oy = 8 MPa on the loading portion of the cycle indicates approximate
stress values of 29 MPa directly above the asperity bend and 21 MPa directly below.
These are considerably higher than the corresponding stresses of 7 and 6 MPa predicted
by the numerical model for that load cycle and fracture normal stress (Figure A-t in
Appendix A).

Strain contour plots for the second and third normal loading cycles (given in
Figures 3-5 and 3-6) show the strain field on both sides of the asperity and highlight it’s

pronounced asymmetry. Both loading cycles show approximately the same strain patterns
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and magnitudes, an observation that is consistent with their similar normal displacement
curves (Figure 3-3). These figures show the initial presence and growth of horizontal
and vertical tensile zones below the right hand asperity bend and the growth of
compressive zones above the asperity and below the left hand bend. Compressive strains
were greatest at peak normal load. Inboth cycles, the maximum vertical strains occurred
below the toe of the left hand bend, with corresponding approximate stresses of 30 MPa
during the second cycle and 35 MPa during the third cycle. Similarly, the maximum
horizontal strains for both cycles occurred above the asperity step, with corresponding
approximate stresses of 28 MPa during the second cycle and 23 MFa during the third
cycle. During unloading, the observed permanent set at the end of both the second and

third cycies was less pronounced than at the end of the first normal loading cycle.

Tensile strains generally increased throughout the loading cycle and, after the peak stress,

new tensile zones were formed in the upper left hand corner of the vertical strain field
and in both upper comers of the horizontal strain field. These observations were
consistent with non uniform mating of the fracture on the right hand asperity bend, as
is schematically shown in Figure 3-7. This schematic indicates that as the applied normal
load increases, compressive stresses increase to the left of the asperity and tensile stresses

increase to the right.
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Figure 3-5 (a). Contours of vertically oriented strain recorded duning the second pormal
loading cycle. The loading path is ctockwise and the contour interval 1y 100 o,
Stipples indicate tensile strains and the size of the strain ficld is 155 mm honsontal

by 150 mm vertical.
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Figure 3-5 (b). Contours of horizontally oriented strain recorded during the second
normal loading cycle. The loading path is clockwise and the contour interval is
100 ue. Stipples indicate tensile strains and the size of the strain field is 99 mm
horizontal by 146 mm vertical.
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Figure 3-6 (a). Contours of vertically oricnted strain recorded during the third normal
loading cycle. The loading path is clockwise and the contour interval is 106 pe.
Stipples indicate tensile strains and the size of the strain field is 155 mm horizontal
by 150 mm vertical.




Figure 3-6 (b). Contours of horizontally oriented strain recorded during the third normal
loading cycle. The loading path is clockwise and the contour interval is 100 ue.
Stipples indicate tensile strains and the size of the strain field is 99 mm horizontal
by 146 mm vertical.

63




3 + + 2

Uniformr. mating Nonuniform mating

Compressive zone Lower T
max

//——\

—

Compressive zone ‘-I-p ¢_|_,
«|- |-

Tensile Zone
+ t t *

Figure 3-7. A schematic diagram proposing that non uniform fracture mating at the
right hand asperity bend caused the asymmetrical strain patterns observed during
normal loading.




3.3.2 Shear Loading Cycles

Figure 3-8 plots shear displacement versus shear stress for the three shear loading

cycles conducted at constant fracture normal stresses of 2, 8 and 10 MPa, respectively.
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Figure 3-8. Plots of shear stress versus shear displacement for the three shear loading
cycles. Plotted above the curve for the third shear cycle are the square root of

the AE measured during that cycle.

(Note that the curves in Figure 3-8 have been artificially separated for clarity by

beginning at 0.5 mm intervals.) These curves indicate that displacements during shear

loading were more complex than during normal loading. Each shear cycle followed a

unique deformational path which, as subsequent analysis indicated, was the product of
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the loading procedure, the applied normal stress and the loading history. During the first

shear cycle, most of the 200 pm total shear displacement occurred as a result of a very

small increase in shear stress at 7 = 1.21 MPa. Itis likely that the fracture began to slip
rapidly when frictional shear strength was exceeded (since this shear test was conducted
under load control with no control over the rate of actuator movement) until it was
stopped at the restraining bend. Visual inspection of the tracture after slip confirmed that
there was a tight fit at the restraining bend and dilated porosity at the releasing bend with
no visible induced secondary fracturing. Analysis of shear stress magnitude when slip
occurred indicates a mobilized friction angle of 31°, which is in good agreement with a
friction angle of 33° predicted by the Barton-Bandis shear strength criteria (Exquation 1-1,
using the Barton-Bandis parameters determined in Section 2-4, namely JRC = 3.0, JCS
= 52.4 MPa and ¢, = 29°) for the small scale fracture roughness.

During the second shear cycle, significant shear displacement began at 7 = 3.8
MPa. This indicates a drop in mobilized friction angle to 25° and suggests that primary
small scale roughness was no longer contributing to mobilized shear strength and that
friction along the planar fracture regions had fallen to it’s residual value. This could
have resulted from damage to the fracture surface caused by shear slip during the first
shear loading cycle or from dilation effects associated with displacement up the
restraining bend. Initial shear displacement was characterized by a series of abrupt
periodic slips, as indicated by sharp drops in the shear stress. This stick slip type of
behaviour (Brace and Byerlee, 1966) was probably enhanced by the slow, controlled rate

of shear displacement which impeded the quick recovery of drops in shear stress
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associated with slipping. This behaviour stopped at 7 = 5.5 MPa. At r = 7.2 MPa,
there was an abrupt decrease in the slope of the curve. Shear stress continued to increase
to 7.8 MPa which was the maximum shear stress that could be applied by the loading
frame at the given constant normal load (Gale et al., 1990). The sample was then
visually inspected and unloaded. The visual inspection identified a small shear crack
ncar the face of the restraining bend and a vertical tensile crack at the top of the
restraining bend. No AE was produced which could have identified the time of
formation of these cracks, but they probably coincided with the abrupt change in slope,
and hence decrease in shear strength, observed at r = 7.2 MPa.

During the third shear cycle, initiation of shear displacement occurred gradually
over the stress range r = 3.0 to 7.0 MPa. This differs from the initiation of shear
displacement in both previous shear cycles, which were characterized by sharp breaks
in the slopes of their shear displacement curves (Figure 3-3). Between r = 7.0 and 9.0
MPa the shear displacement curve had an approximately linear slope. At r = 9.2 MPa,
the curve became almost horizontal, indicating that the fracture was stably sliding up the
restraining bend. Macroscopic sample failure occurred at r = 9.25 MPa after the
fracture had displaced an additional 400 um. Failure was preceded by a short sustained
interval of AE and occurred concurrently with an audible bang and an AE burst of 499

counts per 10 second interval, as shown in Figure 3-8. The fracture was allowed to

displace further to ensure that the peak had been reached, during which one other large

AE burst and audible bang were recorded. The fracture then came to rest at a residual

shear strength of 8.56 MPa and was resin impregnated and left to cure overnight with
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the load on the sample being maintained. Macroscopic failure of the sample at r = 9.25

MPa provides a mobilized friction angle of 43°, which corresponds to the sum of the 25°

residual friction angle determined from the second shear loading cycle and the 18° angle

of the restraining bend. Once again, this indicates that small scale roughness did not
significantly contribute to mobilized shear strength.

Analysis of internal strains during these shear cycles confirmed that each loading
cycle followed a unique deformational path. At the start of the first shear cycle, as
shown in Figure 3-9, both vertical and horizontal strain ficlds were similar to those at
previcus normal cycles at 2 MPa normal stress. As shear stress increased to 1 MPa,
both vertical and horizontal strains surrounding the restraining bend increased and there
was growth of tensile zones above and below the releasing bend. After shear slip at r
= 1.23 MPa, however, compressive strains in the region surrounding the restraining
bend decreased and a new vertical tensile zone developed at it’s base. The measured
strains indicate that the approximate compressive vertical stresses above the restraining
bend were 11 MPa before slip and 8 MPa after slip, and horizontal stresses below the
restraining bend correspondingly changed from 4 MPa to 2 MPa. This pattern indicates
that when shear slip occurred, overall compressive strain was partially relieved and the
compression of the restraining bend placed the region just below it into tension. This
post slip strain pattern was preserved during shear unloading, indicating that it was
permanent.

Strain plots for the second shear cycle, given in Figure 3-10, show the growth of

both vertical and horizontal compressive strain zones surrounding the restraining bend
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Figure 3-9 (a). Contours of vertically oriented strain recorded during the shear portion
of the first shear lo: ding cycle. The loading path is clockwise, the contour interval
15 100 pe and the : hear sense is as indicated. Stipples indicate tensile strains and
the size of the strain field is 155 mm horizonal by 150 mm vertical.
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Figure 3-9 (b). Contours of horizontally oriented strain recorded during the shear
portion of the first shear loading cycle. The loading path is clockwise, the contour
interval is 100 ue and the shear sense is as indicated.  Stpples indicate tensile
strains and the size of the strain ficld is 99 mm horizontal by 146 mm vertical
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as shear stress was increased. At peak shear, the maximum vertical and horizontal
strains occur below the loaded face of the restraining bend and have approximate
corresponding stresses of 60 and 89 MPa, respectively. Vertical strains show the growth
of a pre-existing tensile zone beneath the releasing bend and horizontal strains show the
initiation and growth of tensile zones above both the restraining and releasing bends.
The greatest increase in both compressive and tensile strains occurred during the interval
from r = 7 to 7.8 MPa. This was associated with the change in slope of the shear
displacement curve (Figure 3-8) and the probable formation of the observed tensile and
shear cracks. During this transition, the maximum compressive vertical strain moved
from above to below the restraining bend, indicating a local rotation of the ¢, direction
towards the horizontal. Although predictive numerical modelling suggested that the
sample should have macroscopically failed during this shear cycle, it did not. The cause
of this discrepancy will be proposed during later discussion of these results.

Figure 3-11 provides plots of the strain fields observed during the third and final
shear cycle. These results indicate that at the start of normal loading, the fracture was
partially displaced up the restraining bend, most likely an artifact of large shear
displacement with only partial recovery during the second shear cycle. This is evident
from the vertical strain contours at 7 = 1 MPa, which show a large compressive zone

above the restraining bend and a large tensile zone below the releasing bend. The

magnitude of strains in the vertical compressive zone initially increased with increasing

shear stress, resulting in a computed stress change of approximately 91 to 104 MPa over

the interval 7 = 1106 MPa. From r = 6 to 8 MPa, however, this pattern is reversed,

1




$ o UE e (e

= 7 MPa

Figure 3-10 (a). Contours of vertically oriented strain recorded during the shear portion
of the second shear loading cycle. The loading path is clochwise, the contour
interval is 100 ue and the shear sense is as indicated. Stipples indicate tensibe
strains and the size of the strain field is 155 mm horizontal by 150 min vertical
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Figure 3-10 (b). Contours of horizontally oriented strain recorded during the shear
pottion of the second shear loading cycle. The loading path is clockwise, the
comtour interval is 100 pe and the shear sense is as indicated. Stipples indicate
tensile strains and the size of the strain field is 99 mm horizontal by 146 mm
vertical.
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Figure 3-11 (a). Contours of vertically oriented strain recorded during the shear portion
of the third and final shear ioading cycle. The loading path is clockwise, the
contour interval is 100 pue and the shear sense is as indicated. Supples indicate

tensile strains and the size of the strain field is 126 mm horizontal by 100 mm
vertical.
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Figure 3-11 (b). Contours of horizontally oriented strain recorded during the shear
portion of the third and final shear loading cycle. The loading path is clockwise,
the contour interval is 100 pe and the shear sense is as indicated. Stipples indicate
tensile strains and the size of the strain field is 99 mm horizontal by 122 mm
vertical.
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with the maximum vertical strain moving from above to below the restraining bend. This
change most likely coincided with the onset of definite shear displacement at 7 = 7.0
MPa (Figure 3-8) and once again indicates a local rotation of the ¢, direction towards the
horizontal as shear displacement began to occur. Horizontal strain plots do not show
such a reversal in trend and instead show the initiation and growth of a large compressive
zone at and below the restraining bend and a large tensile zone above the asperity at the
top of the strain field. At an incipient failure load of r = 9.3 MPa, the maximum
compressive strains occurred immediately below the restraining bend and correspond to
vertical and horizontal stresses of approximately 69 and 67 MPa. After macroscopic
shear failure, there was a 30% reduction in vertical compressive strain below the

restraining bend and a 140% increase in tensile strain above the asperity step.  ‘These

changes suggest the formation of secondary fractures during failure and, in fact, they do

correspond to secondary fracture locations as discussed in the next section. Figure 3-12
presents a schematic diagram of the interpreted sample behaviour during the second and
third shear cycles. This schematic shows that increasing shear displacement results in
increased compressive stresses along the face of the restraining bend and increased tensile

stresses at the base of the restraining bend and at the top of the releasing bend.

3.4 Post Mortem Sectioning

After macroscopic asperity failure at the peak of the third shear loading cycle, the
shear stress applied to the fracture was gradually decreased until shear displacement

stopped at a residual shear strength of 8.56 MPa. The fracture was dried and
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Figure 3-12. A schematic diagram proposing the basic fracture behaviour which resulted
in the characteristic strain patterns observed during the second and third shear
cycles.

impregnated with a dyed low viscosity resin following the procedures outlined in Gale
et al. (1990). Unfortunately, while the resin bonded the sample together, a poor packer
seal resulted in an incomplete impregnation which became evident after the slab of
sample containing the fracture was removed from the sample box using a diamond saw.
Fresh resin (dyed a different colour than the first resin to differentiate them) was allowed
to flow into unimpregnated fractures exposed on the upper surface of the slab. After
curing the slab was sectioned using a diamond saw along four profile planes equally
spaced along its width. Visual inspection indicated that most of the secondary fractures
visible in the sections were impregnated during the first impregnation and that only the
ends of these fractures furthest from the simulated fracture were impregnated during the

second attempt.
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Figure 3-13 presents sketches of these four profile sections through the sample.
Although there is variation in the fracture patterns obscrved in cach profile, there is an
overwhelming consistency of secondary fracture positions, orientation and mode across
the width of the sample. There is an apparent conjugate set of shear fractures formed
at the face of the restraining bend with one or both members of the conjugate st
appearing in each profile. A single concave upwards shear fracture beginning at the top
of the restraining bend and propagating across the asperity is also prominent in each
profile. Crushed or brecciated zones were found at the base and along the face of the
restraining bend as well as bounding many of the shear fractures. In several profiles,
a long shear fracture is observed which begins in the upper left hand comer of the sketch
but does not extend all the way to the face of the restraining bend.  This fracture may
be another member of the conjugate set formed at the face of the resiraining bend or may
be from a second adjacent conjugate set. Finally, vertically oriented tensile fractures at
the base and top of the restraining bend are found in all profiles and inclined tensile
fractures in the tensile shadow above the releasing bend are found in two profiles.

These results are in general agreecment with the internal strain patterns which
where observed from the strain gauge data. Conjugate shears, crushing and brecciation
are observed in regions where high compressive strains were mcasured and tensile
fractures were formed where large tensile strains were measured. Comparison with
Figure 2-13 indicates that the observed secondary fracture patterns are very similar to

those which were predicted from the results of the numerical modelling.
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Figure 3-13. Sketches of profile sections through the resin impregnated sample after
macroscopic shear failure. Discrete fractures are indicated by solid lines and
crushed or brecciated zones are indicated by stippling. The mode of each
secondary fracture is given as S for shear and T for tensile and the measurement
indicated in the lower right hand corner of each sketch is the distance of the profile
from the sample center line. The shear sense is as indicated in the upper profiie.
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Chapter 4 - Discussion, Conclusions and Recommendations

The numerical and physical modelling results in this investigation are discussed
and analyzed. Results of the physical experiment are compared to predictions made from
numerical modelling and discrepancies are identificd and discussed. Finally, conclusions
are made regrading the influence of large scale fracture roughness on the topics examined

in this investigation and recommendations for future work are made.

4.1 Discussion of Results

Throughout this investigation, care was taken to ensure that all numerical and

physical results would be applicable to natural geological conditions. This was the major

reason behind the selection of high strength concrete as a rock analogue for the physical

model. However, all results pertain to the scale which was tested in the laboratory and
numerically simulated. Standard scaling techniques are available which can be used, with
limitations, to scale the results presented in this investigation to scales which would be
encountered in the field. This will not be done in this thesis, but the reader is referred
to Hubbert (1937, 1951) for the theory and procedures involved.

Modelling results for normal loading indicate that the uniformity of the fracture
mating about the asperity significantly influences the stress state in adjacent wall rock.
If mating about the asperity is uniform then the internal stress field is symmetrical about

the asperity and stress concentrations are minimal, as shown by numerical modelling.
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Numerical results suggest, in fact, that as a fracture stiffens from repeated normal closure
cycles, stress concentrations are reduced. Physical modelling, however, showed that
stress fields can be highly asymmetric and both compressive and tensile stress zones can
develop on opposite sides of the asperity. Since most natural fractures would be
expected to have wide variations in fracture mating, either due to inherent variations
during formation or subsequent differential weathering, natural asperities would likely
cause an adjacent pattern of alternating compressive and tensile stress zones. This is in
agreement with the photoelastic study of Hyett and Hudson (1990) discussed in Section
1-3. Since the tensile strength of most rocks is relatively low, moderate amounts of
applied fracture normal load can result in large enough tensile stress concentrations to
cause sccondary tensile fracturing. This was suggested from internal strain
measurements and AE data recorded during the first normal loading cycle.

Under shear loading, compressive stress concentrations are observed at the faces
of asperity restraining bends and tensile stress concentrations are observed at the base of
restraining bends and at the top of releasing bends. These patterns of stress
concentration are consistent between numerical and physical modelling, so much so, that
patterns and modes of secondary fractures predicted from numerical results are very
similar to those that were observed. Compressive normal stresses measured at
restraining bends can be 10 times the stresses applied to the mean fracture plane, as
observed during the final two shear loading cycles. Macroscopic asperity failure is not

coincident with frictional shear failure of the fracture surface but occurs after shear
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displacement concentrates significant compressive stresses onto the face of the restraining

bend to fracture adjacent wall rock and bypass the asperity. The observed formation of
shear fractures at the face of the restraining bend is consistent with the experimental
results of Aydan et. al. (1990) and Handanyan et. al. (1990) while the formation of
tensile fractures at the base of restraining bends is consistent with the observations of
Fishman (1990) as discussed in Section 1-3.

Observed transitions of mobilized shear strength are in general agreement with
the conceptual model behind the Barton-Bandis failure criterion, as described above.
However, results from both the second and third shear loading cycles indicate that the
measured residual friction. angle (computed from the applied fracture stresses at the onsct
of shear slip) was 4° less (25° as opposed to 29°) than that predicted by the Barton-
Bandis index tests (Section 2-4). Perhaps there were slight variations in the concrete
batches used to cast the index test sample block and the physical model or pevhaps the
presence of water on the fracture plane (from the permeability tests done in conjunction
with this investigation) reduced the frictional properties of the concrete.  Further
experimentation along these lines of reasoning is required.

Finally, acoustic emission monitoring throughout this investigation has shown that
macroscopic failure is almost always preceded by elevated levels of AE activity. As
concluded earlier, these elevated AE lcvels are likely due to formation of britle
microcracks which eventually coalesce to form macroscopic fractures (Jacger and Cook,

1976). Physical modelling results indicate that the formation of both compressive shear
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and tensile fractures are preceded by recognizable AE signatures. This is consistent with
the results of other workers in this field (Hardy, 1975), and supgests that AE monitoring
can detect incipient failure of large stressed fractures, as are often encountered in mining

and tunneling operations, and improve safety.

4.2 - Comparison of Physical Measurements to Numecrical Predictions

Numerical modelling was partially successful in predicting the internal stress
fields measured during the physical experiment. Numerical predictions for the shear
loading cycles were more accurate than for the normal loading cycles. Several potential
sources of error can be proposed. The first of these, is the plane strain formulation used
by the numerical code to model stresses in the intact concrete. Lateral deformation of
the concrete sample (that is, deformation perpendicular to the fracture profile) is
constrained by the epoxy concrete and the steel sample box except for the region of the
model adjacent to the fracture. Non-plane strain behaviour may occur in these regions
and influence measured deformation. However, the major discrepancies noted between
the predicted and the measured internal stress fields were associated with overasll stress

patterns not errors in magnaitude and scaling which would have becen produced by non

plane strain behaviour. For example, the numerically modelicd normal loading cycles

predicted symmetrical stress fields surrounding the asperity, which was clearly not
observed from the measured internal strain fields. Non-plane strain behaviour would

have only changed the scale and magnitudes of observed strains, not produced the highly
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asymmetrical strain patterns observed. Thus, although non-plane strain behaviour may
have occurred in the sample, other factors are probably more significant.

A second source of error is the fact that the numerical model uses an elastic
formulation for intact rock, whereas experimental results indicate that there was plastic
strain within the concrete during each loading cycle. Thus, errors in assigning stresses
to mcasured strains would certainly occur, with calculated stresses overestimating the true
internal stresses. Experimental results, however, show that the extent of permanent set
decreases with each new loading cycle, so errors associated with this problem would
become less significant during successive loading cycles. As well, errors in stress
estimation would be more significant during the unloading portion of a loading cycle, so
comparisons between numerical and experimental results would be more valid if limited

to the upward portion of the loading cycle.

A third source of error, continuing the line of reasoning above, deals with the

influence of secondary fracturing within the concrete sampie.  Experimental
measurements taken before and after macrosconic failure indicate that significant internal
strain changes accompany the formation of secondary fractures. The numerical model
assumes an elastic bel.aviour of the intact rock and could not model the formation and
effects of secondary fracturing. AE data and internal strain measurements suggest that
secondary tensile fracturing may have occurred prior to macroscopic sample failure.
This certainly would have influenced all subsequent measurements and may be an

important source of error in some numerical predictions.
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A final source of error, as discussed in the previous section, is the uniformity of
fracture mating about the asperity. Numerical modelling assumed that fracture mating
was uniform at the beginning of each loading cycle, which was clearly not the case
observed during most of the experimental testing. Unexpected behaviour induced by his
condition influenced the internal strains measured during the physical experiment.
Numerous examples of this can be identified in the experimental data set. For example,
numerical modelling indicated that stress patterns during normal loading should be
symmetrical about the asperity. As proposed in Figure 3-7, non uniform mating of the
fracture on the right hand asperity bend induced tensile strains below that side of the
asperity and resulted in an asymmetrical stress pattern. Stress concentrations resulting

from this strain asymmetry induced compressive stresses which were four times larger

than those predicted by the modelling and may have even induced sccondary tensile

fracturing in adjacent regions. Secondly, during the first shear cycle a large portion of
the applied shear energy was used to overcome friction and slip the fracture 200 um to
bring the faces of the restraining bend into contact. In this situation, the numerical
modelling would have difficulty predicting the measured strain field since the modelling
assumed that the fracture was in contact at the restraining bend at the start of shear
loading and an inherently different stress/deformation path (i.e. without the stress
changes associated with shear slip) would have been predicted. Finally, the strain field
measured during the third shear cycle was influenced by permanent fracture displacement

which was produced during the second shear cycle. Clearly, non uniform fracture
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mating appears to be a significant source of error in the numerical predictions made in
this study.

When the initial fracture mating and secondary fracture conditions are assumed
correctly, however, the predictions of the numerical model were improved. This was
evident from the predicted stress patterns for the second shear loading cycle, which were
similar to those that were measured. This was probably because the slip induced at the
pcak of the first shear cycle brought the restraining bend faces into tight contact (which
was the underlying assumption during all predictive modelling) and any non uniform
fracture mating at the releasing bend would have minimal effect since that bend would
be dilated. At peak shear stress, the geometry of the vertical and horizontal stress fields
numerically predicted (Figure A-4) are similar to the measured strain fields (Figure 3-10)
which have been placed side by side for comparison in Figure 4-1. Examination of
Figure 4-1 in greater detail, however, indicates that the geometric agreement is better for
the compressive stress/strain zones than for the tensile zones. For example, the size of
the tensile zone in the vertical strain field (Figure 4-1b) is much larger than numerically
predicted and, as a second example, the horizontal strain field (Figure 4-2a) shows a
tensile zone at the upper left of the restraining bend which was not numerically predicted
atall. These discrepancies reflect a fundamental shortcoming of the numerical modelling
code, namely the inability to realistically model the tensile behaviour of the concrete, as
was explained earlier (Section 3.2) as a rationale for not assigning tensile stress valués

to tensile strains. Examination of the maximum compressive strains in Figure 4-1
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Figure 4-1. Comparison of the predicted stresses at 7 = 4.60 MPa and the
measured strains at 7 = 7.8 MPa for the sccond shear loading cycle for (a)
horizontal orientation and (b) vertical orientation. Nate: these tests are at
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indicates approximate corresponding stresses of 60 MPa vertical and 89 MPa horizonta!
which compare to numerically predicted values of 74 MPa vertical and 59 MPa
horizontal. The maximum vertical stress is more accurate (differing by 20% less then
the predicled value) than the maximum horizontal stress (differing by 50% greater then
the predicted value). In this case, the discrepancies are most likely the result of the
approximations used to estimate stresses from strains and the influence of the inferred
secondary fractures in the physical model at this stage of loading (Section 3.3).

Overall, comparisons between predicted numerical and measured experimental
results highlight shortfalls in some of the assumptions concerning the physical condition
of the fracture and the limitations within the modelling approach itself. The non linear
modelling procedures used (Section 2-5) and the independent laboratory measurement of
the concrete and fracture properties (Section 2-4) likely ensured the most accurate
predictions available from the modelling code. The major sources of error with
predictive modelling were (1) an inaccurate assumption regarding the uniformity of
fracture mating about the large scale roughness asperity and (2) the inability of the
modelling code to realistically simulate secondary fracturing and plastic deformation. A
priori knowledge of the uniformity of fracture mating could overcome the first major
source of error, but a significant modification of the modelling code is required to
address the second major source of error.

Before this section is concluded, however, one question needs to be resolved,

namely, why didn’t the sample fail at the peak of the second shear loading cycle? The
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obvious answer is that the sources of error, descnbed earlier, combined to result in
inaccurate stress predictions. However, the measured strain ficld for the second shear
lcading cycle was very similar to that predicted by the numerical modelling. Some other
hypothesis seems necessary to explain why failure did not occur.

The prediction of failure was made by examining the magnitude of the largest
major principal stress produced in the numerical model. During the numerical simulation
of the second shear cycle, a maximum value of 96 MPa for major principal stress was
encountered, and since it was greater than the uniaxial compressive strength of the
concrete of 70 MPa, it was assumed that failure would occur. However, it would have

been more appropriate to predict failure of the intact concrete using a Mohr-Coulomb

failure criterion, since there is a biaxial state of stress in the concrete sample during

loading. This was done in Figure 4-2, which assumes an internal angle of friction of
30°. In this diagram, it is clear that at 96 MPa compressive stress the minor principal
normal stress (which was determined by going back to the original modelling output data)
is not small enough to alow the Mohr failure circle to become tangent to the failure
curve. Had the prediction for sample failure been done using this procedure, a more

accurate prediction would have been made.
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Figure 4-2.

Mohr-Coulomb failure diagram explaining why the model did not
macroscopically fail as anticipated, even though both predicted and measured maximum
compressive stresses exceeded the uniaxial compressive strength of the concre'e.




4.3 - Conclusions

As was predicted by numerical modelling in Chapter 2 and measured in a
controlled physical experiment in Chapter 3, large scale fracture roughness has
significant influence on normal and shear fracture stiffnesses, on the stress stale in
adjacent wall rock and on the modes and patterns of induced secondary fractures. These
factors ultimately increase the total volume of available fracture porosity in the vicinity
of the large scale roughness feature by the normal or lateral dilation of the fracture, or
by the creation of induced secondary fractures.

Since the data set collected and analyzed during this study was large and
comprehensive, numerous conclusions can be drawn. These include:
(1) Under normal loading, large scale fracture roughness enables latceral stresses to be
applied to adjacent wall rock even though no shear loads are applied parallel to the mean
fracture plane, as is evident from analysis of the internal horizontal strain fields observed
from all three normal loading cycles. If no lateral stresses were applied, the horizontal
strain fields would be uniform, but the pronounced heterogeneity and asymmetry
observed indicates significant resolution of lateral stresses in the adjacent wall rock. If
large enough, stress concentrations associated with these lateral stresses can induce
secondary tensile fracturing.
(2) Under shear loading there are significant stress concentrations associated with
restraining and releasing bends which can easily induce both shear and tensile fracturing

and brecciation in adjacent wall rock. Restraining bends serve as pinning points on a
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fracture surface, inhibiting uniform fracture slip and acting as zones of stress
accumulation.

(3) Induced secondary fractures in adjacent wall rock do not occur when friction is
overcome and the fracture begins to slip but does occur when pianing of the fracture at

a restraining berd incuces stress concentrations in the adjacent wall rock. Thus failure

in the adjacent wall rock is not coincident with the frictional shear failure of the fracture.

(4) Induced tensile fracturing occurs when any of the three principal stresses exceeds the
tensile strength of the rock, which is typically 5% to 10% of its uniaxial compressive
strength. Induced shear fractures, on the other hand, occur only after the major and
minor principal stresses meet the Mohi-Coulomb failure criterion. As such, induced
secondary tensile fractures can occur at much lower ievels of applied fracture stresses
and should be more common then secondary shear fractures.

(5) Episodes of shear displacement and fracture shear strength recorded during shear
loading are in general agreement with the conceptual model behind the Barton-Bandis
shear strength criterion.

(6) Formation of macroscopic shear and tensile fractures is gencrally preceded by levels
of sustained acoustic emission activity.

(7) Enhanced fracture porosity in the vicinity of large scale roughness features can take
three differeat forms. These include normally dilated fractured porosity associated with
climbing of restraining bends, laterally dilated fracture porosity at releasing bends, and

the porosity of induced secondary fractures in adjacent wall rock.
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(8) From a mining or construction perspective, regions of large scale fracture roughness
identified along a fracture trace can cause potential excavation or tunnclling problems
because of locally heterogeneous stress fields, high stress concentratic as and excessive

secondary fracturing.

(9) From an exploration point of view, large scale roughness features identified along a

fracture trace are likely candidates for enhanced fracture porosity and potential sites of

accumulation of fracture transported fluids.

4.4 - Recommendations for Future Work

Future rescarch in this area can examine numerous related topics or can focus on
shortfalls and limitations highlighted by this study. For example:
(1) Investigation of the state of stress and deformation associated with other varietics of
large scale roughness. Models can be tested which examine the effects of asperity size,
shape, numbers and three dimensional arrangement. Models incorporating some form
of anisotropy such as simulated bedding or cleavage planes can also be tested. The
mechanical interaction between multiple asperities can be used to investigate such topics
as incremental shear strain.
(2) The numerical modelling code can be modified o accommodate additional types of
deformation, such as plastic strain, brittle fracturing, plane stress or even a three
dimensional formulation. Procedures can be developed to predict the uniformity of

fracture mating before an experiment. Ultimately, a full three dimensional numerical and

A




physical characterization of the influence of large scale fracture roughness on local stress

fields and secondary fracturing patterns can be realized.
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Appendix A - Vertical and Horizontal Stress Results From Numerical
Modelling of Large Scale Fracture Roughness

The following diagrams are contour plots of the vertical and horizontal stresses

determined from the numerical simulation of two normal loading cycles followed by two

shear loading cycles presented in Chapter 2. These are meant to compliment the mean
and maximum shear stress plots presented in that chapter, and for comparison with the
biaxial experimental results. Note that the loading path for each of these diagrams 1s

¢lockwise beginning in the lower left hand comer of the page.
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Figure A-1(a). Vertical stress contours for first modelled normal loading cycle.
Compressive stresses are positive and the contour interval is 1 MPa,
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Horizontal stress contours for first modelled normal loading cycle.
Compressive stresses are positive and the contour interval is 1 MPa.




Figure A-2(2). Vertical stress contours for second modelled normal loading cycle.
Compressive stresses are positive and the contour interval is 1 MPa,




Figure A-2(b). Horizontal stress contours for second modelled normal loading cycle.
Compressive stresses are positive and the contour interval is 1 MPa.
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Figure A-3(a). Vertical stress contours for modelled shear loading cycle at normal stress
of 2 MPa. Compressive stresses are positive and the contour interval is 1 MPa,
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Figure A-3(b). Horizontal stress contours for modelled shear loading cycle at normal
stress of 2 MPa. Compressive stresses are positive and the contour interval is 1 MPa.
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Figure A-4(a). Vertical stress contours for modelled shear loading cycle at normal stress
of 8 MPa. Compressive stresses are positive and the contour interval is 1 MPa.
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Figure A-4(b). Horizontal stress contours for modelled shear loading cycle at normal
stress of 8 MPa. Compressive stresses are positive and the contour interval is 1 MPa.




Appendix B - Design, Testing and Calibration of MUGS Strain Gauge
Measuring System

Although the experimental component of this investigation relied heavily on the
collection of strain gauge data, the availability of strain gauge reading equipment was
limited. Due to the excessive cost of commercially available systems, it was decided to
develop an alternative system in house. This undertaking proved successful and resulted
in a strain gauge measuring system providing good accuracy and resolution over the

strain range and time intervals typical of static rock mechanics experiments.

B-1. MUGS System Design and Operation

Most commercial multiple strain gauge reading systems rely upon the unbalanced
% Wheatstone Bridge circuit shown in Figure B-1. The voltage change measured across
both arms of the bridge is linearly proportional to the strain measured by the strain
gauge. This voltage is filtered, amplified and sometimes scaled to improve the signal 10
noise ratio before it is relayed to a data storage device, such as a computer. As well,
expensive precision resistors (typically with three required per strain gauge channel) are
required to complete the bridge circuit. These factors, coupled with a limited market,
make the use of strain gauges expensive, often costing hundreds of dollars per active
strain gauge channel.

The strain gauge system developed in house is called the Multiple Unbridged
Strain Gauge System (MUGS) and uses simplified electronics and real time

microcomputer based software analysis to bypass the expensive aspects of commercial
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Figure B-1. Unbalanced 4 Wheatstone Bridge circuit.
systems. The system schematic is given in Figure B-2. In the basic MUGS set up, 32
4 bridge arms are connected in parallel to a single regulated DC power supply. The
resistors used are nol precision resistors but much iess expensive 1% resistors, costing
only a few cents each. A 32 channel 16 bit A/D converter connected to a microcomputer
reads the voltage directly across each strain gauge (referenced to a common side of the
parallel arrangement) as shown in Figure B-2. In this arrangement, the strain gauges are
read "unbridged” (hence the name) since there is no non strain gauge bridge arm to
reference.

The particular A/D system used for this experiment is the Keithley S00A DAC

which provides 64 channels of A/D input enabling the usc of two of the basic units
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Figure B-2. Schematic of MUGS system unit,

shown in Figure B-2. For each group of 32 channels, one gauge is sacrificed as a
reference gauge (channel 0), thus providing a total of 62 active gauges. These reference
gauges are bonded to the same material as the other gauges, but remain unstrained
throughout an experiment to measure the voltage changes resulting from transient
temnperature and supply voltage fluctuations.

Prior to running an experiment, the strain gauges and power supply are allowed
to warm up for several hours. The normal supply voltage to the system should be 5 to
10 V DC. When the system is warmed up, the strain gauges are calibrated using the
procedure outlined in section B-3. After this and before any load is applied, the system

software reads each strain gauge channel several thousand times and averages to get a
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stable unstrained voltage. During testing, each channel is read 200 times and averaged
to reduce noise. The strain recorded by each gauge is then calculated by subtracting the
gauge unstrained voltage and the change in the reference gauge voltage from the
averaged gauge voltage. When the software is used for data acquisition only, a complete
set of strains form all 62 active gauges is generated every 1S seconds and when the
software is providing loading control a complete set of strains is generated approximately

every 3 minutes.

B-2. Testing of MUGS System

To test the accuracy and precision of the MUGS system, the aluminum cantilever
beam apparatus shown in Figure B-3 was constructed. Four strain gauges were
positioned near the fixed end of the beam; two on the top (tensile gauges) and two on the
bottom (compressive gauges). Four weights were added to the beam and the strain gauge
response was measured using the MUGS system and using a BLH Electronics Inc. Model
1200 Digital Strain Indicator. As well, these results were also compared to the
theoretical result determined assuming pure bending in the beam (Beer and Johaston,
1985).

Figure B-4 graphs the results of the MUGS results compared with the BI.H
results, indicated by the solid lines. Within experimental error, these results are almost
identical and confirm the accuracy of the MUGS system. Precision of this nature is

more than acceptable and is less noisy than some commercial systems. Figure B-S

compares the MUGS results with the theoretical results and shows that the assumption
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Figure B-3. Cantilever beam apparatus used to test MUGS system,

of pure bending is not valid for the beam, since the mismatch increases the more the

beam is bent. Overall, these results confirm the viability and simplicity of the MUGS

system approach and its suitability in experiments where dynamic measurements are not

necessary.

B-3. Strain Gauge Calibration Procedure.

After the strain gauge system has warmed up and before any load is applied each
active gauge channel must be calibrated. This is accomplished by shunting a precision
resistor across each gauge and recording the resulting voltage change. Typically, this

can be recorded in the same data file as the experimental data, providing that it is done
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Figure B-4. Comparison of MUGS results with BLH model 1200.

before any load is applied. The equivalent strain is calculated using:

E=_-R*10° hn B
GF(R, + Rp)
where: E = equivalent strain (ue)

R, = resistance of gauge ({)
R, = resistance of shunt resistor (1)
GF = gauge factor (dimensionless)

and the calibration factor is calculated using:
CF = EV Fgn B2
where: CF = Calibration Factor (u¢/V)

E = equivalent strain (ue)
V = voltage change when shunt is added (V)

113




strees (MPa)

90

40

20

-100

-120

O geuge 1 - termion

Canti lever Beam Test
Cospar 1800 between MUGS and Beam Theory

J—
" Sy,
mﬂ —

SR SRR,
B ]
oo prvewe 4

w‘ m:____
e P
tocessd
) 200 ' = -

test time (seconds)
+ gauge 2 - temsion O gauge 3 - comp. A Qauge 4 - comp.
— Pure Bending Theory

Figure B-5. Comparison of MUGS results with Beam Theory.

The calibration factors for all gauges should be similar, but not exact, since precision
resistors are not used. The strain measured by each strain gauge is then calculated by

multiplying the strain gauge voltage recorded in the data file by its calibration factor to

give results in microstrains (ue).




Appendix C - Numerical Loading Control Software Algorithin

The control software provides displacement controlled loading for the biaxial
loading frame. It provides precise control of the resolved normal and shear loads applied
to the mean fracture plane while preventing any rapid movement of the actuators
associated with fracture slip or secondary fracturing. This enables a shear test to procoed
into the post shear failure region of the loading cycle, a capability not available with
most other load controlled loading frames.

Prior to testing, the servo controller for each frame actuator is configured for
displacement control, meaning that the displacement applied at each actuator is kept

constant and does not drift. DC voltages are applied to each of the actuator controllers

by the software via an Analog to Digital converter. These voltages are translated by the

servo controllers into fixed positions of the actuators. The software operator specifies
a displacement rate for each actuator and a desired normal and shear stress. Loadcells
mounted in line with each actuator measure the loads applied which are relayed to the
software via a Digital to Analog converter. Five times a second the software calculates
the measured norinal and shear stresses on the mean fracture plane and compares them
to the user specified normal and shear stresses. Depending on the condition of this
comparison, two of the following four actions is taken:

IF measured normal load < desired normal load THEN
increase both actuators by specified normal load displacement rate




IF measured normal load > desired normal load THEN
decrease both actuators by specified normal load displacement rate

IF measured shear load < desired shear load THEN
increase actuator # 1 and decrease actuator # 2 by specified shear
displacement rate
IF measured shear load > desired shear load THEN
decrease actuator # 1 and increase actuator # 2 by specified shear
displacement rate
Following these actions, the actuator positions are slowly adjusted until the user specified
stress conditions are met. If sudden stress changes occur on the fracture, the loading
software returns to the desired stress condition in a controlled manner. At any time
during an experiment, the software operator can modify the desired fracture normal
stress, and desired fracture shear stress or the displacement rate for any actuator. The
operator can also instantly freeze loading by automatically swapping the desired fracture
stresses with the corresponding measured current values. Both positive and negative
shear stresses can be applied, where a positive shear stress is in the direction of actuator
#2 and vice versa. This algorithm has enabled controlled shear testing beyond the peak
of the shear displacement curve while maintaining the applied fracture normal stress
within 1% accuracy.
Operating concurrently with this algorithm are data acquisition and storage loops
which record information from the variety of transducers, strain gauges and

accelerometers mounted on the loading frame and test sample, display them in real time

on the computer screen and store them to computer file,
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Appendix D - Strain Gauge Correction Procedures

D-1. Filtering of MUGS Strain Gauge Records.

Due to gauge overheating, the excitation voltage of the MUGS strain gauges was
reduced from it’s normal value of 10 V DC to approximately 1.5 V DC. This resulted
in unacceptable noise levels in the all resulting data sets. The use of a low pass

convolution filter (Telford et al., 1990) with a maximum wavelength of 20000 seconds

effectively removed this noise, as shown in Figure D-1. Each filtered data set was then

averaged over intervals of constant applied load. This was considered valid because

other, less noisier strain gauge records portrayed a constant voltage over such intervals.
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Figure D-1. (a) Noisy strain gauge data set recorded using MUGS system and (b) strain
gauge record corrected by application of low pass convolution filter.
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D-2. Removal of Self Warming Response From HP Strain Gauge Records.
During the second normal loading cycle, many gauges recorded using the HP
3497A data acquisition systems were masked by an exponential self warming response
as shown in Figure D-2. To correct this condition, the bad data record was loaded into
a computer spreadsheet and scaled so that the first data value was zero. This was
accomplished by subtracting the value of the first data record from itself and all other
data values in the strain gauge record. This self warming response was determined by
a trial and error fit of a curve of the form f(t) = At® to the zeroed data record as is also
shown in Figure D-2. This fitted curve was iteratively adjusted in the computer
spreadsheet by changing values of A and b, plotting the resulting curve on the same axis
as the zeroed data record and repeating this process until the fitted curve was parallel and
coincident 10 the beginning and ending portions of the data record. This was considered
a valid approach, since other strain gauge records that were not influenced by self
warming responses indicated that these regions were generally at zero constant voltage.

The bad strain gauge records were then corrected by subtracting the estiinated seif

warming curve from the original data record as is shown in Figure D-3. Generally, the

self warming response of each strain gauge was different, so this correction procedure

was repeated for each bad strain gauge record.
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Figure D-2. Zeroed strain gauge record masked by an exponential warming trend and
an empirically fitted estimate of the warming trend.
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Figure D-3. Corrected strain gauge record after numerical subtraction of estimated self
warming response from the zeroed data record.
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Appendix E - Strain Gauge Positions in Physical Model

The procedures used in construction of the concrete physical model are outlined
in Section 3.1. Table E-1 provides the coordinates of the strain gauges cast into the
physical mocel with respect to a profile plane through the model, as shown in Figure
E-1. This information is meant to augment the information presented schematically in

Figure 3-1. As well, the strain gauge labels presented in Table E-1 are used in Appendix

F which provides tables comparing the strains and approximated stresses measured during

the physical experiment to stresses which were predicted from numerical modelling.

100
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Ty AZNEL i GE un mmn man

-158 -198 -58 {6 sa 188 158

-1680

Figure E-1. Coordinate convention for strain gauge positions given in Table E-1. Axes
are labelled in millimeters.




Table E-1. Strain gauge labels and positions within the physical model
Strain gauge coordinates are with respect to Figures E-1 and 3-1
The analysis label refers to the name assigned to the strain gauge during
data analysis, such as in Appendix F.
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Table E-1  continued

gaEgc X -CoOr  y-coor analysis
(mm) ! (mm) | _label

] —
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| ; ! abye
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Appendix F - Tabulated Strain Gauge and Numerical Modelling Data

Tables F-1 through F-6 provide the strain gauge data used to produce the contour
plots of strain presented in Chapter 3. One table is given for each loading cycle and,
where available, data for load steps not presented in the chapter are also provided.
Approximate stresses are calculated from the stress-strain conversion factor derived in
Chapter 3 and these are given in the tables. Note, however, that for reasons given in
Section 3-2, approximate values of tensile stress are unreliable. The numerical modelling
data sets, used to produce the contour plots of stress presented in Chapter 2, were
analyzed and the predicted stresses at the same locations as the strain gauges are also
given. This was done using a computer program which overlaid the strain gauge
coordinates onto the numerically predicted stress fields, found the three ncarest element
centroids to each strain gauge position, and interpolated the corresponding stress value
using a weighted mean technique. Where numerical or physical modelling data is not
available for the load steps presented, the column corresponding to the measured strain
or the predicted stresses is omitted. Finally, when a strain gauge was malfunctioning or

damaged and did not provide reliable strain information, a "b/g" symbol is given for the

strain value and no corresponding stress value is calculated.




Table F-1. Measured strains and approximated stresses from first normal lcading cvcle. along with numerically
predicted stresses at the same position in the phvsical model.
. Applied normal stress (MVPa) and portion of loading evele (up = loading cvele. dn = unloading

2 up . Sup Sup 134 peak
gauge | gauge meas. ' approx. l pred. meas.  approx. pred. meas.  approx pred. meas approx
label  orent. | strain siress  stress strain stress stress strain stress stress strain sress

|HoV)| (E) (MPa) ' (MPa) (E) (MPs) , MPa)  (uE)  (MPe MPa)  (uE)  (\Pa
i ¢+ H 74 | 37 7 14 168 84 32 202 10.1 51 306 153
j 2 ' H 93 4.7 14 210 105 34 266 13.2 53 42 N
th3 ' H 61 30 5 17 o2 10.6 39 Ak 13° ss 410 U
| the H 108 | 54 | 18 o248 124 42 28 140 65 4 o)
| thS H 120 6.0 1.7 264 132 40 331 16.3 6.2 506 253
thé H 93 47 1.4 236 1.8 34 320 16.0 5.4 553 i
th? H 103 5.2 1.6 289 144 i 37 380 190 58 [CAN 304
th8 H 126 6.3 12 354 177 3 426 213 57 606 303
th9 H b/g 18 blg 42 b'g 6.5 b
th10 H bl 1.8 blg 42 b'g 6.4 b
thll H blg 22 bg ! 49 blg 73 big
o thi2 H b/g 1.8 bg i j 42 I b 66 b'g
& th13 H b/g 29 bg ! 6.0 by 823 by
thl4 H b/g 2.1 ! bg | L 46 blg 7. blg
this H blg 19 bg 43 blg 67 big
th16 H blg 2.1 bg 46 b/g 6.9 b
th1? H b/g 1.9 b/g | 44 b | 6.8 big
thi8 H b/g 1.8 b/g 4.1 by (O] b
th19 H b/g 1.9 b/g 4.3 b/g | 66 b/g
th20 H b/g 1.5 blg 35, bl 54 blg
th2l H %] 1.6 big 3.6 blp 56 b/g
th22 H 49 25 1.4 171 8.3 34 244 122 53 360 180
th23 H S3 21 1.6 204 10.2 37 ) 290 145 358 354 17.7
th24 H 52 26 1.6 247 123 38 ! 361 180 62 596 298
th2s H 24 1.2 15 136 6.8 35 1191 9.6 sS4 35 17
th26 H 15 08 1.9 119 59 43 | 146 73 64 = -8R 4.4
th2? H 8 0.4 14 22 1.1 33 8 0.4 52 6633
th28 H 0 0.0 1.6 103 5.2 36 138 6.9 55 137 69
tvl v 159 80 1.9 260 13.0 4.7 221 e 1 73 g+ 39
tv2 v 149 74 20 232 116 4.7 I 206 10.3 7.4 156 7R
tv3 v 181 9.1 1.9 265 13.3 4.7 . 23R 11.9 7.4 141 7.1




Table F-1. contirued

Applied normal stress (MPa) and portion of loading cvele (up = loading cycle, dn = unloading) j
2up Sup : Sup . 13.4 peak ]
gauge .| approx. | vred. meas. | approx. | pred. meas. | approx. ¢ pred. meas.  approx. |
label stress stress strain stress stress strain Stress stress strain stress |
(MPa) | (MPa) (RE) MPa) : (MPa) . (uli) (MPa) | (MPa) (uE) (MPa)
103 1.9 428 21.4 4.5 507 254 6.9 563 28.1

1.5 2.1 325 16.2 48 361 18.0 7.2 356 178

20 1.9 60 30 46 38 1.9 7.1 33 1.6

6.0 20 198 9.9 4.6 197 9.9 6.8 187 93

32 1.8 131 6.5 43 1 129 6.4 6.6 | 153 76

42 1.8 206 10.3 43 223 11.2 66 259 i29

6.2 18 193 96 4.2 19 98 66 ' 221 111
1.9 blg 46 blg i 7.4 b/g
1.7 blg 43 blg 69 b/g
b/g 41 bl 6.5 b/g
blg 43 blg 67 b/
blg a2 brg 6.5 b/g
b/g 4.4 big 67 bg
b/g 39 b/g 39 [
b/g 34 b'g 512 b
b/g 48 b by
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Table F-1. continued ......
i Applied normal stress (MPa) and portion of loading evele (up = loadin g evele, dn = unloading)

! 8dn 5 dn 2dn 0dn
gauge ' gauge meas. approx. = meas. approx. pred meas approx pred meas approN
label orient. | strain stress  strain stress stress strain stress stress strain stress

{MHor V) | (uE) (MPa) ! (uE) (MPa) (MPa)  (uF) AP} A\Pa) (uE) ADa)
_ thi i H 224 1.2 169 8.5 33 147 73 12 100 5.0
th2 H 286 143 198 9.9 35 149 1.5 14 67 K
th3 H 311 155 242 121 39 187 9.4 1.7 12 56
thd H 301 15.1 219, 110 45 165 8.3 23 |8 44
, thS H 373 186 | 282 141 1 43 230 113 22 152 7.6
e H 403 20.1 268 134 35 163 | 82 14 -9 -0.5
th? H 518 25.9 441 1 220 39 1 377, 188 18 285 142
th8 H 510 25.5 461 2311 42 427 | 214 22 368 184
th9 H b/g blg | 45 1 blg 22 bg
th10 H b/g blg 43 blg | 1.9 b/g
thll H brg b/g 51 | b 26 b/g
_ th12 H b/g big 43 ! blg 18 blg
2 thi3 H blg b/g 58 | b | 30 bg
th14 H blg b/g 4.7 blg . 2.2 big
th1s H b/g b/g 45 b/g 1.9 blg
thl6 H b/g b/g 4.7 blg 22 blg
th1? H b/g b/g 45 b/g ! 19 b !
thi8 H b/g b/g 44 blg | 22 ' bR
th19 H b/g blg 14 bg | 1.8 blg
th20 H b/g b/g 36 blg 15 ° b |
th21 H big blg 36 blg 14 | b |
th22 H 210 120 j48 74 34 96 48 13 28 1.4
th23 H 223 15.2 124 6.2 39 48 24 1.7 67 -34
th24 H 416 208 265 133 45 170 85 24 32 1.6
th25 H 1582 16 -225 -11.2 36 -265 -13.2 1.5 -306 -153
th26 H -168 -84 -261 -13.1 45 -341 -17.1 23 -478 239
th27 H -147 -13 -201 -10.0 33 -228 -11.4 13 -245 -12.2
th28 H 122 6.1 98 49 36 83 42 1.5 67 33
tvl \ 68 34 31 1.5 48 3 02 23 -39 -20
tv2 \ 127 6.4 116 58 49 115 58 23 83 4.1
tv3 \4 116 58 119 5.9 50 104 52 24 47 23




Table F-1. continued

Applied normal stress (MPa) and portion of loading cvele (up = loading cycle, dn = unloading?
8dn 5dn 2dn i 0dn
meas. | approx. | meas. | approx. pred. meas. | approx. pred. ~ meas. | approx
strain stress strain stress stress strain stress stress | strain siress
(RE) (MPa) (UE) (MPs) | (MPa) (ME) | (MPa) _(MPa) ! (uE) (MPa)__
469 23.4 381 19.1 45 , 276 |} 138 24 ' 39 19
306 15.3 268 134 a9 ! 198 ' 99 25 7 0.3
16 08 39 1.9 49 33 1.7 25 -9 0.5
153 16 120 6.0 47 79 39 24 -29 A8
119 6.0 135 6.7 4.5 40 70 24 102 | 5.1
222 11.1 206 10.3 4.6 184 P92 25 104 52
208 104 223 11.2 4.7 108 2.7 g1
b/g blg 49 23
b/g b/g 47 22
b/g b/g ! |42 1.8
b/g big 46 23
big blg 45 } 2.2
blg blg 16 d 24
big b/g 10 ‘
b/g b/g 34
b/g blg 19
b | bg 14
b/g b/g 40
b'g b'g 36
blg be 13
bg : 39
by ¥ 47
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Table F-2. Measured strains and approximated stresses from second normal loading cycle, along with numerically
predicted stresses at the same position in the physical model.

1 Applied normal stress (MPa) and portion of loading evele (up = loading evele. dn = unloading
i 2up 5 up S up 134 peak

| gauge gauge | meas. j approx. pred. meas. approx. pred. meas approx pred mees.  approx
label onent. | strain | stress stress strain stress stress strain stress stress strain stress
l HorV)! (uE) 1 (MPa) | (MPa) (uE) (MPa) 0P (N3 MPa) MPay WE) AP

¢ thl H 1 4 22 14 1 80 40 32 132 6.6 S0 216 108
th2 H 67 33 5 14 133 67 . 33 201 1.0 52 339 109
th3 = H 96 48 15 147 73 33 220 110 33 348 1~ 4

i tha | H 66 33 1.7 - 125 6.3 37 203 10.2 59 323 162
b th H 98 49 1.7 175 &7 37 270 13.5 58 418 209
the |, H 133 6.7 1.4 217 109 33 333 16.6 5.3 32 260
th7 H 120 6.0 1.6 193 97 36 fo263 13.2 36 374 187

th8 H 100 50 1.6 160 i 80 3.7 215 108 57 296 148
th9 H 19 1.0 16 72 ‘ 36 38 110 5.5 6.0 156 7R
th10 H 67 33 1.6 114 5.7 38 144 7.2 6.0 160 $0
thil H 91 46 18 | 201 ' 100 | 41 | 288 144 64 420 210
— th12 H 47 24 1.7 88 44 40 i 126 1 63 ' 63 219 110
S th13 H 214 10.7 1.9 343172 1 w40 os01 200 6.9 89 244
th14 H -326 -16.3 1.8 2385 1 -19.2 41 1 o354 117 6.6 2300, -15.0
thls H -179 -89 1.7 -181 i 90 4.1 ’ A4 70 6.3 -65 A2
th16 H 117 58 18 247 124 a1 | 366 | 183 6.5 527 26.3
th17 H 52 26 1.7 141 [ 7.1 41 24 6.5 306 25.3
th18 H 57 28 1.6 218 ¢ 109 37 1 339 170 59 497 248
th19 H 86 43 1.7 59 ' 29 40 ' 53 26 6.3 s1 26
th20 H 39 20 1.4 137 l 6.9 33 253 128 5.2 621 311
th21 H -22 -1.1 1.5 23 1.2 3.4 70 35 5.4 113 56
th22 H 64 32 1.4 120 6.0 3.3 191 95 5.2 308 154

th23 H 98 49 1.5 171 86 35 241 12.1 56 376 188
th24 H 123 6.1 1.7 229 1.4 38 w173 5.9 563 28.4
th25 H 57 2.8 1.5 101 50 34 125, 6.2 53 133 6.6
th26 H 125 6.2 i6 249 12.5 3.7 388 | 194 58 . 563 281 !

th27 H 43 2.1 1.4 80 40 32 123 1 62 5.1 E 162 81
th28 H 25 12 15 40 20 34 62 1153 91 45
tvl v 81 4. 1.8 67 34 a3 61 ‘ al | 68 62 31
tv2 \% 2 0.1 1.8 -16 08 44 -35 18 | 10 -45 222
3 \Y 25 1.3 1.9 -28 -1.4 4.4 77 | 39 L 70 !t c1as | 72




Table F-2. continued

Applied normal stress (MPa) and portion of loading cvcle (up = loading cvcle, dn = unjoading) |
2up Sup { 8 up 134peak |
gauge approx. pred. meas. approx. pred. mecas } approx. pred. meas. II approx.
label stress stress strain stress stress | strain | stress stress strain stress
(MPa) | (MPa) | (uE) | (MPa) | (MPa) _ (uE) | (MPa) | (MPa) . (uE) | (MPa)
12.7 370 185 4.0 471 236 . 63 613 | 306
9.2 290 14.5 41 375 188 ' 66 429 214
38 102 5.1 41 124 6.2 6.5 170 XS
8.4 202 10.1 39 217 10.9 6.1 222 1.1
38 60 ° 30 | 38 = 63 32 6.1 25 6.3
11.5 239 120 38 211 10.6 6.0 164 82
4.6 96 48 37 97 48 59 106 5
11.8 180 9.0 - a4 170 85 7.1 212
84 186 9.3 42 63 31 6.7 29
98 41¢ 209 4.0 412 206 6.4 445
75 161 1 80 | 40 186 93 6.3 130
9.3 231 s 38 184 9.2 6.1 102
10.0 125 6.2 38 T6 3R 6.0 25
4.8 228 1143 34 KR 187 54 306
i 137 415 207 30 481 240 4° 533
-10.1 -182 9.1 7 -135 -6.8 59 159
12.7 328 164 19.9 . 165
6.9 -304 -152 214 . 529
7.7 260 13.0 18.0 434
4.1 113 57 213
99 5.0 104
193 9.6 539
326 38
206
353
412
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Table F-2. continued ......
L Applied normal stress (MPa) and portion of loading cvicle (up = loading ovele, dn = unloading)

! 8dn ! 5dn 2dn 0dn
{ gauge ! gauge meas | approx | meas . approx. pred meas approx pred meas approX
label ; orient. strain ; stress , strain stress stress strain stress stress strain stress
{HaWV)| E) | MPe) _ WE)  (MPa) i QP)  uE)  (MPa) APl (uE)  (\Pa)
thl H 127 64 1 74 37 32 34 17 12 7 04
;2 H 217 I 109 138 6.9 34 r 39 13 7y 00
th3 H 236, 118 136 68 - 36 7l 36 15 5 0.2
th4 H 209 | 104 120 6.0 39 62 31 18 -0 N
ths H 300 150 |, 212 106 38 139 70 i 4 2
thé H 399 19.9 278 139 | 34 116 58 13 -108 54
th? H 267 134 199 | 100 37 233 116 1.5 232 116
ths H 198 9.9 i40 70 38 203 102 1.7 258 129
th9 H 7 38 29, 14 4.0 38, .19 18 -67 -33
th10 H 94 47 9 . 30 39 L 12 . 06 16 -2 01
tll H 306 153 221 11.1 44 107 | 54 21 6 | 03
th12 H | 133 | 67 72 36 | a1 ;o2 g a7 L oae o0
—_ th13 H 381 19.1 304 15.2 48 | 165 8.2 23§ N5 | s’
e th14 H -324 -16.2 -297 -14.9 14 8.7 1.9 -65 ! 32
thls H -142 -7.1 -170 -85 43 -129 64 | 1746 | -123 !
thi6 H 385 19.2 246 12.3 43 97 48 19 -2 06
th17 H 322 16.1 218 109 43 94 4.7 L7 ¢+ 6 | 03
th18 H b/g b/g 3.9 blg 18 | b
th19 H -36 -18 -73 -3.6 4.1 -115 -5.7 17 | 2209 ; -104
th20 H 410 20.5 215 107 34 77 39 14 -26 -13
th21 H 39 19 -14 0.7 3.4 -94 47 . 13 -156 | 18
th22 H 196 98 17 59 8] 8 39 13 4 27
th23 H 264 132 174 87 36 122 o1 1.5 60 « 30
th24 H 392 19.6 267 134 4.0 180 9.0 18 99 49
th25 H 40 20 2 0.1 38 -12 06 | 13 -17 09
th26 H 376 188 199 9.9 3.9 57 28 i 18 -30 -1.5
- th27 H 49 25 10 0.5 33 -13 06 1 12 -16 08
th28 H 24 1.2 -10 0.5 3.5 10 05 | 14 52 26
vl v -4 -0.2 -48 -2.4 45 -109 54 | 20 -198 9.9
tv2 \ -84 -4.2 -79 -4.0 46 -61 -3.0 | 20 -55 27
[ tv3 v -171 -8.6 -142 -7.1 4.6 -119 59 1 21 -143 -7.2




Table F-2. continued

Applicd normal stress (MPa) and portion of loading cvcle (up = loading cycle, dn = unloading)
8dn 5dn 2dn 0dn
approx. meas. approx. pred. meas. approx. [ pred. mcas. approx.
stress strain stress stress strain stress stress strain stress
(MPa) | (ME) ! (MPs) | (MPa) ! (uE) | (MPa) (MPa) | (uE) | (MPa)
255 436 218 41 307 153 19 | 6 03
16.1 271 13.5 43 209 10.5 20 ¢+ 36 18
70 142 7.1 43 154 17 20 135 6.7
98 194 9.7 40 164 82 19 20 10
6.1 147 7.4 40 ¢ 149 75 18 -0 00
64 124 6.2 40 101 5.1 19 -92 -46
38 66 33 39 55 1 28 1.9 8 0.4
146 321 16.1 46 220 11.0 2.1 16 08
6.3 202 10.1 44 174 8.7 20 0 0.0
9.2 60 30 417 43 221 18 34 1.7
5.1 57 29 4.2 64 32 19 -2 -0.1
45 0 . 40 39 1.9 18 -125 -62
10 * 7 3. 40 150 7.5 18 73 36
258 35 331 16.5 16 67 33
15.7 30 48 2.4 13 - ;
18.1 400 40 412 0.6 19
19.5 259 130 1.7
-166 -56 -2R 16
4" 24 18
142 -1 .
357 1T 15
168 13
201 1.6
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Table F-3. Measured strains and approximated stresses from third normal loading cyele, along with numerically
predicted stresses at the same position in the physical model.
Applied normal stress (MPa) and portion of loading cyele (up = loading evele. dn = unloading)
2up Sup Sup 13 4 peak
gauge  gauge | . approx. pred ! meas. approx. pred meas appros. pred meas approx
label orent. i stress l strain stress stress strain stress stress strain
i
|

SIress
(uE) (MPa) (MPa) (uE) MPa) MNPa) (uEY APa)
, 14 144 7.2 3.2 on 106 50 KI) 153
5.6 1.4 188 94 33 201 126

58 L5 200 100 33 267 134
46 1.7 i 163 82 37 238 11.7 340 170
5.9 1.7 208 . 104 37 289 145 410 0.3
6.6 1.4 236 11.8 33 341 17.0 k 136 21K
1.3 1.6 93 4.6 36 203 10.2 . 07 153
0.9 1.6 74 37 37 145 72 . 206 10.3
-0.0 1.6 77 38 38 92 46 154 B
1.9 1.6 77 38 38 116 58 : 155 T
38 1.8 153 7.7 41 240 120 . 381 19.1
57 1.7 191 9.6 40 268 0 134 . 346 P 173
5.9 1.9 192 9.6 44 207 10.4 . 272 136
-8.3 1.8 -161 8.1 4.1 -101 -50 . -74 37
20 1.7 -25 -1.2 41 31 15 i 118 39
57 1.8 230 11.5 4! 308 154 . 462
1.9 1.7 94 47 4.1 154« 17 . 306
52 1.6 -50 -25 37 -98 -39 ) -3
4.1 1.7 77 38 4.0 43 L2 R . 30
-0.1 1.4 77 38 33 ¢ 155 7.7 . v 310
1.9 1.5 57 34 178 89 o232
0.7 1.4 38 1.9 33 105 52 2 135
1.0 1.5 89 44 35 161 80 . 207
0.9 1.7 58 38 241 12.1 . 329
-1.2 1.5 24 1.2 34 65 32 . 84
48 1.6 3.7 358 17.9 . 475
0.5 1.4 44 2.2 3.2 79 39 . 118
-1.9 1.5 -28 . 3.4 23 1.1 . |2
7.6 1.8 . 43 325 163 = 6. 472
0.1 1.8 . 44 15 08 . 170
66 1.9 . 4.4 101 51 7. 225

C Hor V) (MPa)
i thl ' 46
. th2
¢ th3
| tha
thS
thé
th?
th8
th9
th10
thll
thl2
th13
thl4
th1s
th16
th17
thl8
th19
th20
th21
th22
th23
th24
th2s
th26
th27
th2¥
tvl
tv2
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Table F-3. continued

Applied normal stress (MPa) and portion of loading cycle (up = loading cycle, dn = unloading)
2up Sup ' 8 up ! 13.4 peak
geuge S. approx. pred. mecas. | approx. pred. | meas. | approx. pred. ' meas. | approx.
orient. i stress stress strain stress stress strain stress ! stress strain stress
Hor V) (MPa) | (MPa) | (E) | (MPa) | (MPa) | (uE) |, MPw) | MPa) | (uE) | MPe)
v 14.0 1.7 423 211 4.0 j 538 269 63 | 699 | 350 |

I
9.3 18 320 16.0 41 | 192 6.6 458 1 229 |
[

5.0 1.8 123 6.2 41 | 18 59 6.5 166 83

9.6 1.7 225 113 39 215 108 . 6.1 254 . 127

11.9 1.6 319 15.9 38 332 i 166 6.1 . 417 209

11.2 16 223 1.2 38 171 8.6 6.0 214 107

76 16 168 8.4 3.7 214 10.7 5.9 307 154

15.3 1.8 118 5.9 14 105 5.2 7.1 79 40

13.4 1.7 196 98 ' 42 108 54 6.7 0.5

1.8 1.6 294 147 10 311 15.6 6.4 k 156

5.7 17 ' 154 7.7 40 149 74 6.3 6.3

7.7 1.6 183 92 38 128 6.4 61 39

5.7 16 39 1.9 38 -8 0.4 6.0 .37

56 ., 14 228 114 34 230 125 54 137
12 g 30 47

18 16 07 18 59

0.1 1.5 -1.2 3.5

-1.6 1.4 8.4 50

9.0 1.6 5 13.2 60

73 15 9.6 5.6

76 14 k 118 5.n

10.3 1.7 138 62

38 1.5 96

57 1.9 k 96

7.6
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Table F-3. continued ......
Applied normal stress (MPa) and portion of loading evele (up = loading evele. da = unloading)
Pp 3 L L S

| 8dn Sdn 2dn 0dn
gauge | gauge meas. | approx. meas.  approx. pred. meas.  approx pred meas apPrrex
label ' orent. strain stress | stran stress  stress strain stress stress strain stress
MHorV) ! (uE) (MPa) (LE) MPa) | (MPa) {LEY OPa) O\ Pa) ME) AP
thl H 273 136 |, 183 94 32 113 36 1.2 3 02
th2 H 308 15.4 i 197 98 3.4 100 50 13 .5 02
th3 H 328 16.4 237 119 36 151 P 15 % 1.3
thd H 295 148 198 99 ., 39 107 54 18 -18 09
thS H 351 17.5 227 114 38 125 6.2 1.7 23 11
thé H 369 184 242 12.1 34 126 6.3 1.3 0 00
th7 H 283 14.1 201 10.1 37 4 118 ' 59 1.5 .16 08
8 H 199 10.0 156 78 38 99 50 1.7 2 1.6
th9 H 79 39 4] 20 40 36 1 .18 1.8 75 37
thl0 H 79 40 4] 2.1 39 2101 16 54 27
thll H 270 13.5 194 9.7 44 7 ‘ 39 21 20
th12 H 270 135 193 9.7 4.1 116 58 1.7 2 01
~- thi3 H 157 79 110 55 48 270 14 23 L B
‘ = hi4 | H 35 | a17 17 09 | 14 | 18 l 74 19 237 ' ns |
th1$ H 67 34 80 40 43 118 5.9 1.7 121 60 |
th16 H 317 159 234 117 43 118 59 19 3 02
th17 H 167 84 110 55 43 41, 21 1.7 ¢ .32 .16
this H -256 -12.8 -385 -192 39 556 ! 218 18 662 331
th19 H 68 34 -11 56 41 -150 15 1.7 | -260 130 |
th20 H 158 7.9 44 22 34 49 1 23 1.4 72 36
th21 H 194 9.7 118 59 34 47 23 1.3 2 101
th22 H 95 47 25 1.2 34 .25 13 1.3 -67 33
th23 H 171 86 86 43 36 9 05 ' 15 |, -0 15
th24 H 271 13.6 142 7.1 4.0 36 18 | 18 -100 .50
th25 H 58 29 14 0.7 35 -37 19 ¢ 13 -113 56
th26 H 406 203 255 128 39 123 61 | 18 229 14
th27 H 106 5.3 70 3.5 33 27 14 1.2 -1 00
th28 H 7 38 42 2.1 35 6 0.3 14 9 0.5
tvl \Y 454 227 355 178 45 223 1.2 20 .24 1.2
v2 \Y 194 9.7 180 9.0 46 145 7.2 | 20 24 12
tv3 \' 262 13.1 241 121 46 164 8.2 2.1 2 .02




Table F-3. continued

Applied normal stress (MPa) and portion of loading cvcle (up = loading cvcle, dn = unloading)

8 dn 5 dn 2 dn : 0dn
gauge meas. | approx. | meas. | approx. pred. meas. | approx. pred. meas. | approx.
label strain stress strain stress stress strain stress | stress strain stress
(ME) | (MPa) | (uE) | (MPa) | (MPa) | (uE) | (MPa) | (MPa) . (uE) | (MPa)
696 348 610 30.5 4.1 469 235 19 1 18] 76
431 21.6 355 17.8 13 265 133 ' 20 61 3

tv4
tvs
tvé
tv7
8
w9
tvl0
tvll
tvl2
tvl3
tvi4
tvls
16
tvl7
wig
19
w20
2l
tv22
23
w24
n2s
nao
a7
a8
na9
30
3l
ni2
i3
nid

VviS

|
|
164 82 132 66 43 84 42 20 . 30 05
243 12.2 198 99 40 129 | 65 16 -63 -3
403 20.2 326 16.3 40 207 10.4 1.8 -80 40
222 1.1 182 9.1 40 94 47 1.9 -190 95
317 15.9 289 14.5 39 237 19 19 11 56
119 6.0 158 7.9 46 -36 1.8 21 2208 161
119 59 196 9.8 4.4 24 37 20 -347 174
80 83 i 42 41 4 0.2 18 73 346
6.0 120 , 60 42 80 10 19 3
46 118 5.9 49 40 20 18 81
-1.7 15 23 40 151 75 18 118
10.0 163 8.1 33 46 23 16 -111

30 big 13 blg
-3.4 1.9 10 6 03 19 44
92 - -1 3T 2262 -13.1 P17 .26
-4.1 3 18 4 127 60 16 149
15.7 ) 138 29 19" 98
98 79 U 55
13.8 11.9 155 5.8
15.7 5 138 233 118
95 98§
15.6 5 11.8
17.7 139
156 182
202 18.0
15.1 36
153
96
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Table F-4. Measured strains and approximated stresses from first shear loading cvele. along with numenically
predicted stresses at the same position in the physical model.
Apphed shear stress (MPa) and pertion of loading evcle up = loading 5};2;‘.%:}_;\1:}!\_\15‘5:_;5—)“' u—_: -—
Oup 0.25up 0.5 up ¢ "Sup OS8dup 10up
gauge gauge meas approx meas approx. meas approx. pred.  meas  approx pred  meas appron pred
label onent strain  stress  strain : stress  strain  SUreSS  Sress  stramn Stress Stress  SUrain SIreSS  SUCSs
(MHorV)y (ME) MPa) (uE) (MPa)  (uE)  O\MPa) (\Pa) 1uE) _ (MPay _AMPa) (B
thl H 7 0.3 41 2.1 69 14 16 °R 39 17 b 21
th2 H 58 29 84 42 108 54 17 123 62 19 128
th3 429 1.4 29 1.4 11 20 1.7 3 2" 1.7 =0
thd Y42 2.1 48 24 69 34 19 6 48 [ 119
ths 12 0.6 28 1.4 59 29 1.5 S0 4.3 1o 103
thé 8 04 20 1.0 35 17 0 16 43 2.2 18 12
th? 68 34 79 3.9 86 13 18 L6 423 23 76
th8 48 24 66 33 78 39 1.9 90 45 2= 103
th9 7 0.3 0 0.0 0.1 14 0 0.0 15 1
th10 30 1.5 19 0.9 1.8 1 135 9 119 13 k¥l
thll 77 39 77 38 38 ' 1.7 77 .+ 39 16 77
th12 115 58 115 5.8 57 17 63 1.7
thl3 80 40 39 1.9 19 1.8 39 20 1.3 39
thl4 -196 | -98 | -154 | -7.7 -58 1.8 -4 1 19
thls -38 -1.9 0.0 1.8 18 9 2.0 1R “|
thlé 78 3.9 3.9 38 1.7 77 39 14 39
th17 30 1.5 00 0.0 1.7 -17 09 15
thig -152 | 76 98 N -6 18 -134 24
th19 39 2.0 0.4 0.0 1.7 -19 13
th20 2 0.1 0.0 i 0.0 1.5 -1.5 1.7
th21 1 0.0 0.0 0.0 1.6 0.0 1R
th22 43 2.2 2.6 27 11 25 10
th23 58 29 44 49 14 43 1.4
th24 28 1.4 1.9 22 23 2.2 4.7
th25 58 29 3.1 29 1.3 27 1.1
86 43 53 49 1.5 4.0 1.1
22 1.1 1.8 22 £2 24 1.3
-4 -0.2 0.2 0.3 12 p 12
59 1.3 8.2 18 8.7 1.6
36 1.8 30 4.1 20 49 1.7
6.2 7.4 8.9 20 10.0 1.8
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Table F-4. continued

Applied shear stress (MPa) and portion of loading cvcle (up = loading cvcle, dn = unloading)

6Ll

' 0up 0.25up 0.5 up 075up_ '08%up] 1.0 up
gauge | gauge | meas. |approx.| meas. |approx.| meas. |approx. pred. | meas. |approx.| pred. | mess. |approx.| pred.
label | orient. | strain | stress | strain | stress strain | stress | stress | strain | stress | Stress | strain ' stress | stress

(Hor V)l (UE) | (MPa) | (E) | (MPa) | (WE) | MPa) | (MPa) | (1E) (MPa) ; (MPa) ; (uE) ! (MPa) | (MPa)
tv4 v 187 9.4 221 11.0 243 12.1 1.5 257 128 127260 " 13 17
s v 104 5.2 125 62 147 73 17 155 17 1.3 141 71 0.7
w6 v I8 09 18 0.9 29 1.5 20 47 23 1.5 66 33 v.2
7 v .| 713 3.6 72 3.6 82 4.1 0.7 97 | 48 02 118 5.9 0.5
8 v | 133 6.7 125 6.2 118 59 1.5 113 | 56 1.7 97 4.9 35
9 v 82 4.1 35 1.8 27 14 14 21 1.1 14 11 06 ! 3.2
tv10 \Y 39 1.9 48 24 70 35 18 84 42 1.4 91 | 45 36
tvll v 369 184 347 174 347 173 1 19 2635 18.3 1.7 386 193 0.1
tvl2 Vv 393 19.7 | 385 19.3 385 193 17 391 19.5 1.5 08 204 02
tvl3 v 67 34 76 38 77 39 15 96 4R 1.3 117 58 05
tvld v 117 58 116 58 116 58 16 116 58 1.3 116 5.8 0.1

AP A" 122 6.1 116 58 116 58 1.5 121 ’ 50 I.2 77 39 01
16 \Y 78 39 77 39 112 56 10 116 58 06 133 6.7 0.0
tvl7 \Y 87 4.3 78 39 78 39 1.2 43 2] 1.1 40 20 06

I 19 \Y 2 0.1 | 0.1 1 00 T 2 0.1 1.1 2 0.1 1.0
~ig |V big | b/g b’g 1.7 b/g 1s hig 32
20 v -S7 128 | 475 3.8 .75 -38 13 =75 3R 1.1 .75 37 1.7
w2l \Y 13 56 0 .7 36 17 ¢ -09 12 1 01 12 4 20 1.8

22 v o162 81 155 7.7 154 7.7 23 155 77 16 116 5% 10.2
w23 \Y 155 78 155 =7 154 =7 19 116 5.8 3.1 16 58 71
AP v 191 ; 935 194 97 193 9.7 1.5 154 97 22 194 G- 48
tv2s Y 194 9.7 193 9.7 193 9.6 1R 193 7 o0 193 37 3
26 \Y 117 59 106 53 =7 329 17 °S 39 23 °s 39 53
a7 \% 79 39 78 19 77 39 18 78 39 10 ~8 19 06
I8 \Y 193 97 180 90 155 T 19 135 8 I 136 S 19
w29 Vv 231 116 230 113 221 111 19 V2 A 19 1N 94 26
30 v 167 83 197 9.9 218 109 IR 234 1= 2R 242 121 55
o3l v 112 56 149 75 173 86 Rl 154 9- 35 239 115 %5
a2 Y o8 39 142 Tl 168 84 2s 17a ] 3 i75 8 17
w33 v 151 “5 191 935 212 10.6 HE 225 iz i 231 115 20
tvid \% 1R0 90 212 10.6 223 112 R 235 iR 16 233 121 16
w3V 9T 48 109 55 2 61 R P S ) B Y S




Table F-4. continued

Applied shear stress (ZPa) and porticn of loading cvele (up = loading cvele, dn = unloading)
1.23 MPa peak 1.50 up 1.0dn 0.75 dn 035dn O 234dn

0uJdn
gauge | gauge | meas. approx. i pred. pred. meas. approx. meas. approX. meas. 8pProN. meas  appron meas approv .
i lebel | oment. | strain | stress stress | stress | strain  stress  strain  stress  sUrain  sWess  srain  sress  sam  Siess
(Hor V)| (uE) | (MPa) | (MPa) | (MPa) | (uE) _(MPa) (uE) (Pl (WE)  (MPa)  (uE) AMPa)  (uE)  (\fPa)
[ thl  H 39 20 | 30 35 ' 13 0.7 10 03 7 0.3 2 0.1 6 A3
th2 i H 86 43 33 36 0 54 27 60 3.0 68 34 72 36 69 3
{ th3 H 17 09 | 46 | S5 210 05 .14 07 .45 08 05 .08 .14 08
i thd H 77 | 36 28 | 35 64 | 32 64 12 63 31 39 19 RN 25
ths H 90 45 88 {103 | 89 458 &8 a2 73 37 63 32 49 24
thé H 30 1.5 1.9 1.9 29 14 KE L7 39 19 38 19 | 31 16
th? H 24 12 | 45 | 44 10 05 16 , 08 20 ;10 1R 09 | 10 05
th8 H 85 4.3 88 8.3 51 2.5 47 23 ! 44 | 22 l 41 21 ) 33 1.7
th9 H 1 0.1 0.2 0.5 4 0.2 4 0.2 1 00 1 ; 0.1 2 0.1
thio | H 40 20 1.2 1.0 39 20 39 20 , 39 20 40 20 P21
thl1 H 16 | 58 | -01 |08 | 116 | 58 | 116 | 58 116 | 58 116 S8 | 117 58
th12 H 154 | 77 1.8 1.7 | 154 | 77 154 1 77 |ass | 77 158 77 1S5 4 77
g th13 H 79 39 |04 |06 | 78 39 78 39 . 20 |20 | 40 20 |4 21
th14 H | -23 |-12 | 23 22 38 19 137 9 37 A18 73 3T | e s
this | H 17 | 59 1.7 16 | 116 | 58 | 100 | S0 18 | ag 79 39 49 25
thi6 | H 2 0.1 2.7 2.7 1 0.1 1 Jo1r t 2 Yor ;o2 0.1 3 02
th17 H 36 | -i8 | 12 11 37 4el9 137 -9 |37 I8 36 18 35 18
thi8 H -553 | -277 | 63 6.9 =597 [-299 | -609 |-3064 | -607 §-304 632 P-316 641 320
hl9  H | 75 |38 | 26 | 27 | .76 |-38 | -76 |38 | .75 | .38 . 35 37 ! 4 a7
th20 H -36 -1.8 3.7 4.0 -37 -1.8 237 0 -18 -36 -18 | 3 0.1 4 y 02
th21 H -37 -1.8 33 35 -37 -1.9 -37 ‘19 |6 03 2 o1 | 2 o1 !
th22 H 72 36 | 04 | 04 75 38 69 34 | 63 3.1 57, 29 47 24
th23 H 3 0.1 03 | 03 21 11 29 1.5 33 16 32 1.6 27 14
th24 H 45 | 23 | 30 14 | 44 | 22 | .43 |22 | 44 |22 | 49 | 25 | 61 | -30
th2s | H 42 21 09 | 08 46 23 47 24 48 24 a8 24 45 22
th26 H 25 1.2 00 | -03 22 1.1 22 1.1 21 1.1 20 1.0 15 08
th2? | H 3 0.1 06 | 03 9 05 | -l -0.0 10 0.5 17 0.8 17 0.9
th28 | H [ -57 |-29 |04 {-10 [ -64 |-32 | 65 |33 | 66 | -33 | 65 | -33 | 65 | -33
tvl v [ 1 | sse 1.1 1.4 74 37 68 34 59 30 50 25 35 18
tv2 v -8 04 | 04 (05 | -58 |29 | 62 |31 | -61 |30 | -57 | -29 | -55 | -28
tv3 \4 46 2} 100 } 00 | -13 |-07 J-24 {-12 |35 [-17 |45 {-23 | 62 |-31




Table F-4. continued ......

Applied shear stress (MPa) and portion of loading cycle (up = loading cvcle, dn = unloading)

1.23 MPa peak 1.50 up 1.0 dn 0.75 dn 0.5dn 0.25dn 0 dn
gauge | gauge | meas. |approx.| pred. | pred. | meas. |approx.| meas. |approx.|{ meas. }npprox. mcas. | approx,| meas. |approx.
label | orient. | strain | stress | stress | stress { strain stress | strain | stress | strain | siress strain | stress | strain | stress

(Hor V)| (uE) | (MPa) | (MPa) | (MPa) | (uE) | (MPa) | (ME) | (MPa) | (uE) | (MPa)_| (UE) | (MPa) ! (uE) | (MPa)
tvd v 167 83 33 38 141 7.0 138 | 69 134 6.7 125 | 63 105 5.2
tvs v 63 3.1 1.4 1.6 51 2.5 51 26 49 25 | 44 22 34 1.7
tvé \' 22 1.1 0.2 0.3 -6 0.3 7 04 7 04 1 7 0.4 -9 -0.5
tv7 \Y 46. 23 1.4 1.0 9 0.4 3 0.2 2 04 -8 04 2300 -1
v8 \' 38| 17 6.0 6.5 74 37 | 218 i -39 81 40 1 8 43 -100 ; -50
N9 vV | -101 | -51 7.2 81 | -146 ' .73 | .148 , 74 148 ' .74 .50 .75 .18 .79
wo | v |50 |25 |99 |e7 | 8 04 | 2 01 3 |02 .04 -4 1.0
tvll \Y 310 | 155 | 01 | 00 | 309 154 [309 155 306 {153 275 138 273 136
tvi2 \' 271 136 | 02 | -0.] 270 135 | 27 135 248 1124 233 116 ' 234 1T,
w13 Vv | 80 |40 o1 Lol | 79 139 | 79 39 79 ‘40 s , 40 s¢ 27 |
wid v 79 40 | 00 | o1 78 39 78 39 67 34 45 22 a2 |21
15 \4 2 0.1 -0.0 -0.0 39 I 2.0 39 20 10 2.0 40 20 ; 46 23 -
— wl6 \Y 21 10 | 00 | 03 1 o i o1 2 0.1 3 01 260 -13
= wi7 | Vv 5 02 | 09 | 09 301 3 0.1 4 02 s 03 7 04
w9, Vv 47 24 15 1.5 55 '8 64 320 .73 37 2 36 00 -35
fovis \Y b/g 74 70 b/g bg big big big
tv20 v '.ass | .77 k] 35 -189 95  -I8 94 -19Y 96 2225 L1130 2223 -112
a2l Vo3 o2 31 132 2 o1 2 01 3 0l 4 02 27 .14
N2V 3 -18 1 89 1 88 37 90 37 19 A R 360 18 34 .17
23 v 10 2.0 88 90 a9 20 20 1.0 2 01 2 0.1 3 2
24 Y 124 6.2 6.8 6.8 117 59 118 3. i19 3 126 60 122 61
28 \Y 79 4.0 07 0.6 78 39 78 3.9 79 40 &0 40 K! 41
[\ v 2 0.1 58 6.1 1 0.1 1 0.1 2 01 3 01 2 02
27 A% 41 20 -0.0 01 40 2Q 10 ~.C 27 S 11 21 42 21
28 v 84 42 1.2 1.3 83 41 86 23 &4 47 105 54 109 54
n29 Y 1T ¢ 59 21 22 116 5.8 116 <8 1T 55 118 56 119 59
tv30 v 145 “3 32 48 111 55 110 55 Hal 54 59 50 "9 a0
w3l v 27 113 T8 71 185 93 1R2 91 185 9~ 1°s 8" is6 1R
tval v ) 43 1.6 1.3 6 32 €3 12 6~ 33 A4 33 58 25
w33 v 182 9.1 1.3 11 179 89 180 5¢ 174 §° 163 5 137 6.5
34 \Y 195 38 04 0.3 207 104 S s w20 19 55 165 3
. s v -3 18 01 01 41 2 35 LS 28 HE R 3 03




Table F-5. Measured strains and approximated stresses from second shear loading cvele, along with numerically
predicted stresses at the same position in the physical model

4 Applied shear stress (MPa) and portion of loading cvele \ug- lnading cvele, dn = unloading)

0 up 2up Jup ITup fup
gauge gauge meas. |, approx. meas.  approx pred. meas.  approN pred pred meas approx
label oricnt. | strain stress | strain stress stress strain stress stress slress strain stress

HorV) ! (uE) . (MPa) ; (uE) MPa)  (mPa) (uE) APa) MPay (\Pa) (uE) (MPa)

th! H | 244 122 | 221 1] 58 185 93 6.1 62 182 Q1
th2 H 301 ; 151 252 12.6 58 214 10 62 67 33 16 8
th3 H 307 153 ' 311 155 6.2 272 136 6.1 ol 278 139
td ' H 327 163 381 190 6.4 376 1838 68 66 375 183
thS H 444 222 504 252 5.9 459 229 34 51 408 204
th6 H 367 183 388 194 1 56 367 184 59 63 462 231
th? H 416 208 326 163 | 59 357 17.9 6.4 74 423 24
th8 H 369 185 283 14.1 56 345 17.3 71 85 453 a2s
th9 H 117 59 120 6.0 6.0 113 56 58 59 137 69
th10 H 121 5.0 123 6.2 59 120 60 5% 58 140 7.0
thll H 269 135 261 13.0 A.6 238 11.9 6.4 63 282 141

= thl2 H - 304 15.2 322 16.1 6.3 23 6 6.2 6.3 339 IR0

' th13 H 148 74 135 68 7.2 16 58 62 56 1 180 95
thl4 H 12 0.6 26 13 6.7 12 0.6 6.7 70 104 52
thls H 109 5.5 112 56 66 78 39 6.6 6 R 125 62
th16 H 307 154 306 153 66 310 155 | 63 57 265 132
th1? H 101 5.0 84 4.2 6.7 &3 44 ' 65 61 89 14
th18 H 210 10.5 217 108 6.1 222 111 6.7 79 26 1i.3
th19 H 178 8.9 142 7.1 66 104 52 64 6.1 36 18
th20 H 188 94 178 89 55 171 86 37 62 159 8.0
th21 H 205 10.2 177 R& | 59 158 79 6.1 64 128 6.4
th22 H 151 7.6 115 5.7 49 9 17 16 41 -7 53
th23 H 250 12.5 i85 92 53 189 ‘ 95 52 50 159 79
th24 H 309 15.5 338 16.9 6.3 368 1 184 g2 13.4 KYR] 187
th25 H 282 | 141 197 98 4.9 177 1 89 16 440 8567
th26 H 461 231 328 16.4 5.5 415+ 207 ' 52 N | 389 194
th27 H 126 6.3 68 34 4.4 122 | 61 | 4.2 | 43 g 111 : 55
th28 H 135 6.7 101 5.0 46 s o572 43 43 129 65 !
tvl v 640 | 320 | 614 | 307 7.0 564 22 71 6% 602 301
tv2 v 239 12.0 289 14.4 7.1 245 | 123 | 75 | 7.2 227 1 114 %
tv3 \ 516 258 516 258 7.2 477 ! 239 718 0 14 452, 226




Table F-S. continued

Applied shear stress (MPa) and portion of loading ¢vele (up = loading cvcle, dn = unloading)
Oup 2up Jup , 37 up [ 4up
gauge gauge . | approx. | meas. | approx. pred. meas. | approx. pred. r pred. | meas. I approx.
label orient. stress strain stress stress strain stress stress | ostress | strain stress
{Hor V) (MP2) | (uE) | (MPa) | (MPa) | E) | (MPa) | (MPa) | (Mre) | uF) | oMPa) |
337 759 379 6.3 751 3796 + 56 1 5l 817 i 408
18.1 435 217 6.7 342 170 Y 65 58 320 16.0
40 95 48 6.7 49 24 7.6 69 124 6.2
9.9 242 12.1 56 217 108 28 1.3 N7 158
271 600 300 60 382 91 . 57 59 612 306
12,5 253 12.7 59 212 106 54 5.1 296 148
11.5 233 11.7 6.0 243 121 6.7 56 282 141
17.3 321 16.0 7.1 304 152 7.5 74 285 4.3
27.9 506 253 6.6 458 229 6.7 408 202
9.9 223 111 6.0 237 118 SR 55 247 123
2.6 42 2.1 6.2 38 1.9 6.4 33 27
49 66 33 6.0 30 AR 5.8 . 30 1.5
55 -119 60 56 -134 -67 39 X -138% 69
53 75 37 53 73 36 48 . 83 42
b/g 46 big 43 b'g
-52 -84 42 6.1 M 3 : -K3 -1
=21 -34 -1.7 53 -37 § -3 14
-92 -175 -8.7 5.0 -193 £ . -196 08
11.3 240 120 6.6 3 ! 225 12
7.7 150 7.5 60 i 104
134 273 13.6 53 R . K
104 214 10.7 19%
57 137 69
15.0 29] 146
180 368 184
507 253
42" 2t
162
17
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-
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Table F-5. continued ......

Applied shear stress (MPa) and portion of loading cvele (up = loading evele, dn = un'o
42up 4.6up Sup Tup 7 8 peak
gauge | gauge pred. pred. meas. approx meas approx. meas. approx
label orient. | stress ! stress strain stress stramn stress strain stress
: Hor V) J (MPa) ;| (MPa) (LE) (MPa) (uE) (MPa) (uE) (MPa)
thl H 65 i 94 150 1.5 182 91 133 6.8
th2 H 78 t 114 227 114 19 | 95 139 6.9
| th3 H 6.5 - 131 241 120 209 10.4 155 i
th4 H 4.1 | 7.4 267 13.4 230 ¢ 1135 134 6.7
thS H 8o ! 230 369 18.5 319 15.9 302 15.1
thé H 68 8.4 359 17.9 181 90 106 53
th7 H 9.9 17.3 490 245 440 220 772 386 !
th8 H 142 308 619 31.0 954 477 1786 893 |
th9 H 6.1 09 152 16 151 16 113 57
th10 H 6.6 48 159 79 158 7.9 154 7.7
thll H 6.0 0.6 334 16.7 490 ! 245 662 331
thl12 H 7.2 6.8 400 20.0 303 231 606 303
— thl3 H 6.3 29 297 14.8 700 350 ' 1197 598
e thl4 H 82 17 160 80 248 12.4 402 201
this H 7.4 7.0 185 ' 92 165 1R 2 550 375
thl6 H 54 64 |, 18 | 93 132 66 64 3.2
th17 H 54 43 118 59 120 6.0 79 | 39
thl8 H 126 237 228 14 1 133 66 82 41
th19 H 5.7 6.8 -27 -1.3 -100 -50 -1158 ST
th20 H 8.1 13.2 134 6.7 Kk 7 0 23 01
th21 H 77 10.6 100 50 46 23 s 127
th22 H 25 0.6 -190 -9.5 -16 -0.8 181 9.1
th23 H 4.7 2.8 243 12.1 132 6.6 P -348 -17.4
th24 H 27.1 40.0 254 12.7 72 36 203 10.1
th25 H 32 20 206 10.3 -302 -15.1 <744 2372
th26 H 44 2.1 253 12.7 470 235 1160 58.0
th27 H 4.5 2.1 42 2.1 -3 -0.1 88 44
th28 H 40 -1.7 186 9.3 225 11.2 414 20.7
tvl \Y 4.6 30 662 331 706 353 679 340
tv2 v 44 0.9 146 73 266 13.3 294 14.7
tv3 \Y 5.1 0.1 353 17.6 384 19.2 469 234




Table F-5. continued
Applied shear stress (MPa) and portion of loading cvcle (up = loading cvele, dn = unlo

42up

4.6 up

Sup

7 up

7.8 peak

gauge
orient.

Hor V)

pred.
stress
(MPa)

pred.
stress
(MPa)

meas.
strain
(uE)

approx.
stress
(MPa)

mcas.
strain
(uE)

approx.
stress

(MPa)

meas. approx.
strain siress

1

(UE) ! (MPa)

v
v
v
\Y
\Y
\Y
\Y
\Y
Vv
Vv
v
v
v
v
v
\Y
\Y
\Y
A%
\7
Vv
‘Y
v
\V
v
v
v
v
v
v
v
v

44
26
22
09
83
72
78
5.6
49
45
3.0
35
1.1
38
44
7.5
5.1
56
26.7
17.8
120
10.3
13.8
1.8

8.6
33
0.6
29
16.7
16.8
19.8
0.1
0.6
1.6
0.3
0.5
0.1
27

761
322
135
428
586
333
318
280
77
240

380
16.1
6.7
214
293
16.7
15.9
14.0
18.8
120
32
0.5
-7.4
43

785
434
312
560
602
506
681
302
368
181
96
24
-126
42
b/g
2226
-4
-369
-61
101
8]
162

1
<+

aan

393
217
15.6
280
30.1
253
340
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18.4
90
48
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Table F-6. Measured strains and approximated stresses from third shear loading cycle. No numerical simulation
of this step was conducted, so no predicted stresses are available
Applied shear stress (MPa) and portion of loading cvele (up = loading evele, dn = unloading)
1.00 up 3.00up 3.75up 6.00 up 7.00up SMup S 8Qup

gauge i gauge | meas. |approX. ' meas.  approx. meas. APProx.; meas  approx. meas  approN. meas  approx.  meas.  Approx
label | orient. | strain | stress | strain | stress  strain i stress  strain  stress  strain  stress  strain  stress  soain  stress
(HorV) (UE) | (MPa) | (uE) |(MPs) ' (uE) | (MPa) | (uE) (MPa) (uE) (MPa) (uE) (\MPa)  (WE) (MPa)
thl H blg i big | ' blg brg by - bg
th2 H {224 [ 112 [ 192 {96 '170 85 | 108 . 54 74 37 40 20 18 09
| th3 H 173 | 87 | 166 | 83 | 159 = 80 ! 142 ' 71 46 73 145 72 145 T2
‘ th4 H | 185 | 93 | 169 | 84 | 157 | 78 132 66 136 68 13 67 130 65
; thS H o291 | 145 | 278 | 139 | 263 | 132 | 224 112 223 ;001 225 113 G2 Q1)
thé H | 638 | 319 | 623 | 312 | 58 ' 295 | 474 {237 389 . 194 ' 255 128 207 103
th? H 489 24.5 4% 248 479 240 406 203 346 17.3 203 102, 137 63
th8 H 1355 | 178 | 404 | 202 | 431 | 215 | 506 | 253 s89 ! 295 807 403 86 433
th9 H | 182 | 91 166 | 83 1150 | 75 | 117 + 58 114 ! 57 11S 57 121 61
thio | H |18 192 | 174 | 87 | 163 | 82 | 143 | 71 a1 71 147 73 48 74
thl] H | 462 | 231 | 460 | 230 | 449 | 225 | 430 215 465 | 233 568 284 | 62 ‘, 306
= thi2 | H | 432 | 216 | 447 | 223 | 449 | 224 | 468 234 499 | 250 578 289 | 607 304
=N thi3 + H | 277 1139 | 311 | 156 | 320 | 160 | 408 | 204 529 | 264 765 383 | 845 ' 422
thid | H | .76 | 38 | -52 | -26 | 43 | 22 | -15 | -07 85 43233 117 283 14
this | H 185 | 92 | 169 | 84 | 135 68 | 100 | SO 201 | 100 341 171 398 199 °
thi6 | H | 238 [ 119 | 246 [ 123 | 250 | 125 | 207 {103 | 136 | 68 ' 105 52 ' 93 46 i
17 | H | 208 | 104 | 189 | 94 | 184 | 92 | 182 | 91 173 | 86 ' 167 ' 83 ' 146 | 1
hi8 | H | 322 | 161 | 306 | 153 | 294 | 147 | 244 | 122 ' 162 ' 81 127 64 1110 55
th19 | H | 282 |[141 | 212 | 106 | 180 | 90 74 37 2 0.1 22 - s s
th20 | H | 445 | 223 | 394 | 197 | 364 | 182 | 251 | 126 | 126 | 63 : 30 | -15 | -19 , .39
th21 H 89 44 7 36 75 38 50 25 38 1.9 54 27 61 30
h22 | H | 523 | 262 | 502 | 251 | 485 | 243 | 359 [ 179 | 310 | 155 | 347 | 173 | 335 | 167
tha3 | H [ 452 | 226 | 399 | 199 | 341 [ 170 | 11 | 55 |-130 | 65 | bag blg
th24 | H | 194 | 97 | 258 | 129 | 317 | 159 | 472 | 236 | 732 | 366 | 395 | 197 | 388 | 19.4
25 | H | 773 [ 387 | 673 | 337 | 539 | 270 |-229 |-115 | bl blg blg
h26 | H 32 1.6 | -81 | 41 |-152 | -76 | -465 |-232 | 604 |-302 | -742 |-37.1 | -582 |-29.1
he7 [ H | -154 | <77 | -159 [ -79 | -172 | 86 | -194 | -97 | -211 |-105 | -233 |-116 | -240 |-120
th28 | H | 42 |21 | <41 |21 [ 52 |26 | 61 | -31 | 62 | 31 | 97 | -49 |-105 | -53
vl Vol 244 | 122 | 234 | 117 | 241 [ 121 | 209 [104 | 192 | 96 | 202 {101 ! 202 | 101
2 Vo |-201 |-100 | -235 |-11.8 | -244 | -122 | -266 |-133 | -271 |-135 | -267 ! .134 | 268 |-13.4
tv3 V_ | 371 {185 [ 321 161 | 278 [ 139 | 222 |11l ;270 | 135 | 315 [ 157 ! 339 | 169




Table F-6. continued

Applied shear stress (M

Pa) and portion of loading cvcle (up = loading cycle, dn = unloading)

1.00 up

3.00 up

3.75up

6.00 up

7.00 up

8.00 up

meas.
strain

(uE)

approx.
stress
(MPa)

meas.
strain
(UE)

approx.
stress

(MPa)

meas.
strain
(uE)

approx.
stress

(MPa)

meas. | approx.
strain | stress

(ME) | (MPa)

meass.
strain
(uE)

approx.
stress

(MPa)

meas.
strain
(uE)

approx.
stress

(MPa)

Vv
v
\%
v
\4
v
A%
v
v
\'4
v
\Y%
VY
\'
\Y
v
\'
v
v
A
\P
v
\V
\V
\’
\Y

~

aadaan

326
504
34
217.
328°
365
386
392
535
417
53
156
-205
183
b/g
-270
-76
615
106
9

16.3
252
1.7
10.8
164
183
193
19.6
268
208
27
78
-103
9.2

-135
| -38
\ -30.8

53

0.5
. 102
30
6.5
7.6
9.7
13.7

91.1
414

“Q A
282

39.1

315
491
28
227
334
337
415
396
483
366
29
80
-198
121
big
-268
54

[ 577

138
33
199
97
132
141
243
305
bg
1902
823
b'g
504

il

157
246
1.4
11.3
16.7
16.8
20.7
19.8
241
18.3
1.5
4.0
99
6.0

-134

313
490
35
256
345
324
472
392
433
312
30
39
-180
100

b/g
-263
-56
-570
171
45
205
104
154
146
288
KXW
bl’S
1990

157
245
1.7

128
172
16.2
236
19.6
21.7
156
15

1.9

90
. 50

t

132
28
-28.5
86

A

10.2
52
71
73
14.4

280 | 14.4
471 ‘23.5
53 26
326 163
337 | 169
266 , 13.3
608 | 304
372 186
322 ¢ 161
262 1 131
4] 2.0
238 -1.9
-155 1.7
50 25
b/g
271
-39
578
245
125
190
117
162
115
323
379
big
2575
742
be
373
518

-13.6
-19
-289

268
472
67
377
331

AV

734
390
305
244
72
-35
-120
53
blg
-302
-34
-552
165
120
145
175
149
°8
38

13.4
236
34
1838
16.5
10.9
36.7
' 19.5

152
122
36
-1.8
60
27

-15.1
1.7
-27.6
83
5.0
7.3
R7
39
159
200

251
484
100
490
344
174
1058
435
kEL)
198
136
23
=27
77
b/g
-381

12.5
1 242
50
245
17.2
8.7
529
218
17.2
99
6.8

WG
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Table F-6. continued

'

Applied shear stress \{Pa) and portion of loading evele (up = loading cvele. dn = unloading)

! 875up | 9.00 up 9.19up 925up 9.3 pre failur  9.23 post fatlur

| gauge | gauge meas. |@pprOX., Meas. &pProx. meas. 8pprox  meas. approx. meas Approx meas  approx

‘ label | orient . strain | stress | strain . stress  strain  stress slrain  stress  strain  stress strain stress

i MHorV)! (uE) ' (MPa) | (E) '(MPa) (uE) (MPa) (uE) (MPa)  (uE) (MPa)  (uE) . (MPa)
thl H b/g blg bg b/g b/g "~ by
th2 H -17 08 | -38 <19 i 63 32 .74 a7 70 3s 67 .34
th3 H 133 6.7 124 6.2 17, 59 11 55 115 57 119 60
thd H | 1s 59 114 5.7 106 5.3 104 32 m 56 124 62
%S 134 203 | 10.1 19] 96 179 9.0 181 91 | 208 104 230 120
thé H 141 7.1 97 48 52 26 1 31 1.5 |, 50 25 91 46
th7 H 48 24 4 0.2 64 332 <113 .57 1109 .55 -66 233
th8 H 935 | 468 {1005 | S0.2 | 1112 | 556 1226 ' 61.3 l 1306 653 1338 . 669
th9 H 14 3 57 110 | 55 1105 | 53 93 46 | 93 46 99 ' 50
th10 H 152 16 154 7.7 155 78 155 7.7 I 155 " 1.1 | 182 76
thll H 635 | 317 | 666 | 330 | 684 | 342 | 702 351 | 714 357 i 705 353
thi2 H 638 | 319 | 667 | 333 | 698 | 349 | 720 | 360 731 366 721 360
thl3 H 933 | 467 | 1016 | 508 {1113 | 557 !nss 579 F3135  S6R 1077 S3IR
thl4 H 321 161 | 352 | 176 | 378 189 ' 377 189 37 173 308 | 154 i
thls H 444 | 222 | 479 | 239 | S04 | 252 ' 511 256 | 503 252 | 472 236
thl6 H 81 4] 81 11 80 10 .79 40 R3 42 1 o8 19
w7 | H | 139 |69 | 130 |69 | 1as |73 ass 78 | 156 78 | 1ss 77,
thl8 H 91 45 85 43 83 42 78 39 94 47 114 7
th19 H 3 33 - 35 70 | 35 P64 32 60 130 . -29 | -15
th20 H 94 47 1-100 [ -50 | 99 | 50 |-103 - 51 |-106 ' -53 | -120 | 60
th21 H 57 29 57 29 56 28 55 27 59 | 29 58 2,
th22 H 354 | 177 | 352 | 176 | 446 | 223 | 602 {301 | 726 | 363 | 711 | 356
th23 H b/g b/g blg b/g b/g b/g
th24 H 422 | 211 | 449 | 225 | 528 | 264 | 784 | 392 | 135 | 367 | 361 18.1
th25 H b/g b/g b/g blg b/g b/g

th26 H | -420 [-210 | -292 |-146 | -193 | -97 | -124 | 62 | -200 |-145 | -695 ! .3a8
th27 H |-252 |-126 | -258 |-129 | -276 |-138 | -307 |-154 | -358 |-179 | -205 |.202
th28 H |-109 { -54 |-121 | 60 |-133 | 67 | -158 | -79 | -192 | 96 | -220 |-110
tvl \' 191 95 191 95 186 | 93 185 93 182 9.1 201 10.1
tv2 Vo] -264 | -132 | 264 |-132 | -261 | -130 | -261 '-13.0 | -269 !-134 | 281 | -140
tv3 \' 362 | 181 | 393 1196 | 414 {207 | 410 !'205 | 353 1177 222 {111
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Table F-6. continued

Applied shear stress (MPa) and portion of loading evcle (up = loading cycle, dn = unloading)

8.75up 9.00 up 9.19up 925 up 9.3 pre failur| 9.25 post failur
gauge | gauge | meas. |approx.| meas. |approx.| meas. |approx.| meas. fapprox. meas. |approx.| meas. |approx.
label | orient. | strain | stress | strain | stress | strain | stress | strain | stress | strain | stress | strain | stress
(Hor V)| (UE) | (MPa) | (uE) | (MPa) | (uE) | (MPa) | (uE) | (MPa) | (uE) | MPa) | (uE) | MPa)
tv4 \" 236 11.8 236 11.8 243 122 | 243 121 247 V123 i 266 13.3
tvs v 497 249 505 253 516 258 523 262 520 260 ' 500 250
(48 \Y 127 6.4 142 7.1 153 77 1157 78 138 6.9 72 ' 36
tv7 \Y 579 289 625 31.2 678 339 705 352 686 343 547 | 274
tv8 V. 371 186 387 19.3 394 19.7 397 19.9 401 20.1 455 | 227
o v 236 118 255 127 319 16.0 ! 357 17.9 404 ' 20.2 ! 380 I 19.0
tv10 \Y 1189 | 59.5 1262 | 63.1 1353 | 67.7 ' 1411 70.5 1377 688 | 1023 | 512
vl Y 452 226 465 233 174 237 473 | 237 446 223 415 20.7
tv]2 A 374 18.7 390 19.5 404 202 | 407 204 365 182 | 330 i 165
tvl3 \" 230 11.5 238 11.9 228 114 1 210 10.5 183 1 9.2 167 | 83
tv14 Y 167 84 188 9.4 204 102 | 204 102 181 . 90 146 1 713
wis | Vv 65 3.2 88 | 44 1102 | 51 82 41 24 12 8 04
tvl6 \" 17 08 40 2.0 57 29 48 24 6 0.3 -48 2.4
17 A 98 4.9 108 54 111 55 107 53 95 48 84 42
18 \'% b/g b/g b/g b/g big b'g
tvl9 \"% -458 =229 -499 -249 -576 -288 -634 -327 -689 2344 -702 -35.1
20 \ -41 =21 -43 22 -47 24 -33 =27 -57 28 -61 -3.1
2l v ! .528 -26.4 -542 -27.1 -572 -286 619 -309 -669 -334 -686 -343
a2 v 99 50 128 6.4 151 7.6 137 6.9 95 47 62 3.1
n23 v -49 25 -33 22 -39 20 -39 -20 -39 20 37 -19
n24 \Y 13 0.6 13 06 6 03 9 () o1 10 12 ne
w25 \Y 303 15.2 37 158 332 166 333 167 314 157 347 173
26 v 129 6.5 131 66 135 68 128 A3 113 5hA 130 65
w27 \Y 36 18 36 18 42 o) 47 23 38 ) 35 27
n2s8 \Y 220 16 0 324 16.2 332 16.6 334 172 340 17.0 377 189
n29 v 435 217 4435 221 450 230 350 230 4353 R 35K 244
w30 Vv bg bg be bg hg b'g
il v b'g bg bz bg hig b'g
ni2 \Y 160 R0 ) 40 -12 D6 9 ns 35 28 7 33
V33 Y bg bg by by b bz
34 \ 270 13.5 27 136 03 152 25: 1435 35 1S 51 226
vis v 1 0.1 -97 -4 9 =108 254 A2 -3 A2 -3 -93 -6
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