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Abstract

The evaluation of groundwater pollution in different subsurface media has always been a
challenging task. The knowledge required for the conceptual basis for analysis is often
insufficient. Site specific data are usually not available. In fractured formations further
difficulties arise since contaminant migration patterns are influenced in a complex way by
the variability of fracture characteristics. In addition many numerical models have been
found to be inefficient in handling the equations governing subsurface contaminant
transport. This means that the investigator is confronted with several sources of

uncertainties arising from both the input data and the numerical model itself.

This thesis presents a field experiment and numerical study of solute transport through a
saturated fractured aquifer located in St. John's, Newfoundland, Canada. The aquifer at
the test site consists of a thin glacial till overlying a fractured bedrock. The investigation
comprised two parts. The first part involved several months of groundwater level
monitoring, in situ tests for hydraulic conductivity and study of the groundwater
chemistry. High spatial variability of hydraulic conductivity in the bedrock aquifer was
observed. The second part involved two natural gradient tracer tests. Experimental
results indicate that there is limited hydraulic communication between the overlying till and
the fractured bedrock. Tracer migration patterns in the bedrock suggest a dense network
of highly interconnected fractures which cannot be represented on individual scale. Tracer
migration in the bedrock showed no evidence of flow channelling. The conceniration

distribution has been represented by breakthrough curves.

Knowledge from the field study has been used to develop an efficient numerical model for
solute transport based on the advection-dispersion equation. The numerical model was
based on the dual reciprocity boundary element method (DRBEM). A new approach in
the application of this technique to a class of non-linear, nonhomogeneous equations has
been proposed. Several numerical experiments to test the accuracy and efficiency of the

il



new model have been performed. Numerical results showed that the new approach
improves the accuracy of the DRBEM. Good agreement was obtained between model
results and the analytical solutions for several theoretical test problems. The ability of the
DRBEM to handle the dual nature of the advection-dispersion equation was also
recognized by achieving accurate results at high Peclet numbers. The efficiency of the

DRBEM compared with other numerical solution techniques was also observed.

The DRBEM model was applied to a practical field situation by using the results from a
tracer test. Numerically simulated breakthrough curves were compared with the
experimental results obtained from the tracer test. Aquifer parameters optimized for a
reasonable match between the numerically simuliated and the experimental results have
been estimated. Simulation results suggest that the advection-dispersion model is highly
suitable for solute transport analysis in this aquifer. Sensitivity analysis has been
performed by computing sensitivity coefficients for the various aquifer parameters. The
field experiment and the numerical study have provided considerable insights into the

processes controlling solute transport in this fractured aquifer.
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Chapter 1

Introduction

1.1 Groundwater pollution

Potable water for human use is one of the most limited natural resources in our world
today. It has been shown (Murray and Reeves 1977) that the oceans represent 97.2 % of
the world's total water supply while 2.14 % is contained in ice caps and glaciers,
groundwater to the depth of 400 meters account for 0.61 %, saline lakes, 0.008 %, soil
moisture, 0.005 %, freshwater lakes, 0.009% and rivers, 0.0001 %. It follows that only
a small quantity (approximately 0.62 %) of the total water resources is available as potable
water. Since about 98% of this fresh usable water is found underground, any activity that
renders the groundwater unwholesome is a direct threat to the survival of mankind.
Unfortunately pollution of groundwater resources owing to the migration of contaminants
has become common in many countries. Over the years, poor waste disposal practices and
the use of inefficient subsurface waste containment facilities have resulted in mass leakage

of both domestic and industrial wastes, polluting the limited groundwater resources.
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The concern over groundwater pollution has therefore attracted great attention in many
countries during the past two decades. Intensive research has attempted to understand the
behaviour of contaminants in different subsurface media. Physical investigations of
groundwater contaminant transport have been carried out using laboratory and field
methods to understand the conceptual basis of the problem. Although many influencing
factors are still under debate, it can be said that the theories underlying solute transport
in saturated porous media are quite well developed at the moment. Mathematical
conceptualizations have also been proposed to describe the physical and chemical processes
involved. In recent years the availability of computers has facilitated the mathematical
simulation of the contaminant transport process. This has led to many solute transport
codes in the literature based on analytical and numerical techniques commonly termed

‘analytical and numerical models'.

1.2 Difficulties Involved in Groundwater Pollution

Studies

The past two decades has witnessed a significant improvement in groundwater pollution
studies in different subsurface media. However there are still many existing sites and
needs which require detailed understanding of the groundwater hydrology and
hydrogeology and their influence on contaminant transport processes. An increasing

empbhasis is also being placed on the use of predictive computer models in regulatory and



3

clean up activities but this requires more economical, accurate and robust groundwater
numerical models. Many difficulties still exist in modelling subsurface solute transport
but the major ones that are related to this work may be classified as:

@ problem misconceptualization and limited availability of data

@ inefficient and inaccurate numerical solution techniques

Groundwater pollution problems are site specific and therefore require a detailed
understanding and reliable data pertaining to a given geological and geochemical setting.
Such understanding is also a basic requirement for determining the type of theoretical
concept applicable for the use of a numerical model. However such information is usually
not available. In the few cases where field data are available, some have been obtained
by earlier studies for different purposes. Beljin (1988) observed that such data are usually
subject to inaccuracies, interpretive bias, and loss of information. As a result of a lack
of carefully obtained field data, current numerical modelling test procedures usually

involve the verification with analytical solutions and code inter-comparison.

An illustration of data shortage can be given by examining subsurface contaminant
transport mechanisms in the aquifers found in the province of Newfoundland. On many
sites the geological structure consists of a thin compact glacial till overlying fractured
bedrock (Figure 1) A surface impoundment in the till could be a potential source of
contamination if leakage occurs. Depending on the hydraulic communication between the

overlying glacial till and the bedrock, contaminant plume may form in the till and in the
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bedrock or somewhere between these two layers. The contribution of the thin overlying
till and the effects of the fractured bedrock on the down-gradient migration of solutes has
not been investigated by field experiments. To date no specific conceptual basis has been
proposed for solute transport analysis. No quantitative values of aquifer solute transport
parameters have been determined even though reports of groundwater contamination have

been published in the literature (Dominie 1992, Guzzwell 1996).

Figure 1.1: Typical geological scenario and subsurface solute migration pattern in an

aquifer.
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The second difficulty relates to the performance of the mathematical solution techniques
commonly employed in solute transport analysis. The implementation of the classical
equations governing subsurface contaminant transport still poses unresolved problems for
all the commonly used numerical techniques. The mathematical nature of the governing
equations may change from parabolic to hyperbolic and vice versa depending on whether
advection (the transport of dissolved contaminants by moving ground water) or dispersion
(the spreading of contaminants in different directions) dominates in the transport process.
The finite difference (FDM) and finite element (FEM) solution techniques which are
commonly employed are inefficient for problems governed by hyperbolic equations.
Hamilton (1982) and Sophocleous et al. (1982) were among the earlier workers to observe
the inefficiencies and inaccuracies of FDM and FEM codes for practical field problems
dominated by advection (hyperbolic). This was later investigated and confirmed by
Huyakorn et al. (1984) and Beljin (1988). Although several improvements have been
made in FDM and FEM transport codes, recent studies by Moltyaner et al. (1993), Zheng
and Bennett (1995) confirm that these solution methods are still plagued by numerical

dispersion and oscillations when applied to field problems dominated by advection.

Alternative numerical solution schemes such as the method of characteristics (MOC,
Konikow and Bredehoeft 1978) and the method of random walk (RNDWK, Prickett et al.
1981) that use particle tracking techniques have been developed and improved over the
years (Walton 1989, Zheng 1992, 1993, Koch and Prickett 1993) to handle advection

dominated problems successfully. However these techniques have consistently proved less
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efficient when advection is low or dispersion is dominant in the solute transport process
(Zheng and Bennett 1995). A number of workers (Celia et al. 1990, Healy and Russel
1992) have recently employed the finite volume method to handle advection-dominated
problems and also achieve mass conservation. However this method has proved very

cumbersome for simple one-dimensional theoretical problems.

The boundary element method (BEM) has recently been recognized as an efficient
numerical solution technique for similar boundary value problems in other areas of
engineering e.g., time dependent problems (Wrobel et al. 1986), thermal problems
(Brebbia and Wrobel 1987, Partridge et al. 1992). The advantage of the BEM is its
increased accuracy as shown by many workers (Liu and Liggett 1978, Partridge et al.
1992, and Haie et al. 1996). In addition to this the BEM requires only the boundary of
the domain to be defined and discretized therefore reducing the dimensionality of the
problem by one. This is 2 major advantage over other domain methods (FDM, FEM,
MOC and RNDWK) since the amount of work for the modeller is reduced in terms of data
preparation and computational efficiency. However, the BEM has not gained wide
recognition in solute transport analysis. In a detailed review of the recent groundwater
software catalog published by the international groundwater modelling centre (IGWMC-
USA, van der Heijde 1994) it was revealed that none of the solute transport codes
currently used in the industry is based on the BEM. Although this list is not exhaustive
it indicates that the mathematical resources available for improvement in our modelling

approach have not been fully exploited.
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As a summary, modelling methodologies must be improved if we expect to meet the
challenging demands for groundwater quality. More site specific studies on different
subsurface media are needed to enhance our understanding of the problem. The
mathematical approaches should take full advantage of more efficient schemes. An
integrated approach which combines physical and numerical investigation should also be

followed in groundwater pollution studies.

1.3 The Objectives and Scope of this Work

The main goal of this research is to investigate the solute transport mechanisms in the type
of fractured bedrock aquifer found around St. John's, Newfoundland. To accomplish this
task a field experiment was conducted and data from this was used in a numerical model.
This will demonstrate the practical application of a boundary element numerical model in
subsurface contaminant transport. It will also provide a conceptual understanding and

hydraulic parameters pertaining to these aquifers.

The field work included a detailed review of the available data on site geology and an
experimental study of the site hydrogeology and groundwater hydrology over a period of
two years. During this time the background chemistry and groundwater levels were
monitored and in situ tests for hydraulic conductivity were performed. Two natural
gradient tracer experiments have also been performed to supplement data obtained from

in situ tests and also to provide calibration and validation data for the numerical model.



Since the primary objective of the field tests was to obtain qualitative and quantitative
insights of the physical solute transport mechanisms in this aquifer, greater attention was
focused on the analysis of conservative solutes during the tracer tests. Based on the
available literature on groundwater pollution investigation in Newfoundland this is the first
time that such a systematic and comprehensive study has been performed to obtain insights
of aquifer hydraulic behaviour and quantitative estimates for the purpose of solute

transport analysis.

A numerical implementation of the solute transport equation is presented using the dual
reciprocity boundary element approach (Nardini and Brebbia 1982). We have proposed
a solution procedure which involves series of transformations and mathematical
manipulations to transform the governing equation to a simpler form for a more efficient
application of the dual reciprocity method (DRM). This procedure eliminates some of the
difficulties known with the DRM in its application to such types of problems. A computer
implementation of the method has been developed and verified by the analytical techniques
for a certain class of problems. Furthermore the accuracy and efficiency of the method
has been verified by comparing the results with other numerical solution schemes. The
numerical model was applied to field problems by calibration with data obtained from field
tracer tests. Such an integrated approach is not usually employed in studies of subsurface

contaminant transport.
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It must be emphasized that this work does not attempt to develop new theories or
mathematical concepts underlying solute transport analysis but rather, employs the classical
theories and equations in current use. It is an attempt to combine physical site
investigation with numerical modelling by exploiting the potential advantages of the
boundary element method for subsurface contaminant transport analysis. This challenging
task is obviously limited by constraints such as time and financial support and the present

work is therefore based on a small scale study.

1.4 Organization of the Thesis

In this section a brief description of the materials covered in the various chapters is
outlined. The study emphasizes an integration of physical and numerical modelling and

the results obtained.

In Chapter 2, the theoretical background of solute transport in porous and fractured media
are provided. The chapter reviews the main processes involved in subsurface solute
transport and theoretical concepts that have been proposed to examine flow and mass
transport through different subsurface media. The major parameters that are needed for
qualitative and quantitative analysis of solute migration are identified. Finally the classical
equations governing groundwater flow and subsurface solute transport are also presented

and explained.
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Chapter 3 concentrates on a detailed review of the mathematical methods which are
commonly employed in solving the classical equations. These include analytical and
numerical techniques. However greater emphasis is placed on the numerical methods such
as the finite difference method, finite element method, method of characteristics, method
of random walk and the boundary element method. A detailed description of the
application of these methods in solute transport analysis, the progress that has been made
over the years to overcome the various difficulties involved and the current difficuities that
still require attention and improvement are presented. A section is also devoted to some
of the recent field investigations in different subsurface media that have employed tracer
experiments. The level of understanding and the need for further studies have also been

pointed out in this chapter.

Chapter 4 describes the field study with the location of the experimental site, its geology
and hydrogeology. The experimental procedures, the qualitative and quantitative
observations of groundwater, the in situ tests and the tracer plume movement are
presented. Estimates of solute transport parameters and conclusions drawn from the field
study which are needed for theoretical conceptualization of the solute transport process in
the type of aquifer under consideration are also presented. This chapter provides the

necessary background for the development and calibration of the numerical model.
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In Chapter S, the boundary element formulation for the solute transport equation is
presented. The dual reciprocity method (DRM) is reviewed and its general application is
explained. A series of transformations and mathematical manipulations of the governing
classical equation of solute transport are performed so that current difficulties in the
application of the method are circumvented. The DRM is then employed in an efficient
way which provides a boundary only formulation of the classical advection-dispersion
equation. The standard boundary element discretization procedure is further employed to

complete the development.

Chapter 6 concerns the verification of the boundary element numerical model which is
implemented in a FORTRAN 77 code. The model was first applied to a heat transport
problem proposed and solved by Partridge et al. (1992) by using the traditional DRM
procedure for these types of problems. This was used to verify the efficiency and
accuracy of the new approach we have taken. The model was then applied to three
different types of solute transport problems commonly encountered in the field: (i)
continuous migration of solute from a strip source (patch source problem); (ii) continuous
migration of solute from a point source; and (iii) instantaneous release of solute from a
point source. The results from the BEM model are compared with their analytical
solutions by using realistic input parameters. During the verification process the
parameters were selected such that the accuracy of the model with respect to advection and
dispersion dominated transport was tested. The performance of the model was also tested

against other numerical solution techniques by using case studies proposed in the literature.
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Chapter 7 presents the application of the boundary element model to field data. The

information and kmowledge obtained from the field studies are used to calibrate the
numerical model. Numerically derived breakthrough curves are compared with those
obtained from tracer tests. An attempt has been made to estimate aquifer parameters from
optimal input values that produced reasonable breakthrough curves. Sensitivity analysis

is also performed by computing sensitivity coefficients for the various aquifer parameters.

Finally, Chapter 8 highlights the contribution of this work to both industry and academia
as well as the limitations of the study. The chapter also presents a summary, conclusions
and recommendations for future studies on solute transport, especially in the type of

aquifers found in Newfoundland.
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Chapter 2
Solute Transport in Saturated Porous

and Fractured Media

2.1 Solute Transport in Saturated Porous media

Contaminant transport through samrated porous and fractured formations is usually
explained in the context of the advection-dispersion theory for saturated porous media
flow. In the analysis of solute transport through saturated porous media, a representative
elementary volume (REV), (Bear 1972) is defined whereby the individual microscopic
parameters are averaged over the bulk volume to obtain macroscopic parameters
representing the porous medium. This is usually termed continuum (porous medium)
approach. A mass balance analysis is then employed to describe how solute concentrations
change in space and with time according to the main processes such as advection,
dispersion and diffusion. This chapter reviews some of the basic processes underlying
solute transport through porous and fractured formations and aiso the basic equation that

have been developed to analyze these processes.
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2.1.1 Solute Transport by Advection

Advection is the process whereby moving groundwater carries dissolved solute with it (
Bear 1972, Fetter 1988 ). The advective transport of subsurface conservative

contaminants follow Darcy's law for laminar groundwater flow which is given as:

.1

|V]=

m| R

i

where, | V| is the average linear velocity, K is the hydraulic conductivity tensor of the
medium, i is the hydraulic gradient, and € is the effective porosity. The effective porosity
is defined as the ratio of volume of the interconnected pore spaces available for flow to
the total volume of the aquifer material. In solute transport analysis, effective porosity
is that porosity required to achieve a reasonable agreement between calculated travel time
and the observed travel time of a conservative tracer. It can therefore be estimated by
taking the ratio of the Darcy velocity to the observed tracer velocity (Zheng and Bennett

1995).
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2.1.2 Solute Transport by Mechanical Dispersion

As groundwater moves through microscopic pore spaces the molecules travel at different
rates, some travel through different sizes of pore spaces and branch through tortuous
pathways. Due to the complexity of microscopic flow analysis, subsurface flow and solute
transport are analyzed at the macroscopic scale. At the macroscopic scale the
inhomogeneity of subsurface materials result in spatial variations in velocity. Velocity is
not constant in the center of the channel, and its local direction varies significantly around
the average value direction. As the solute advects through tortuous pathways with varying
velocities in the porous medium (Figure 2.1), it undergoes spatial spreading in the
longitudinal and transverse directions of flow and mixes with uncontaminated water. This
process is termed mechanical dispersion and causes dilution of the solute in space and in
time. Mechanical dispersion occurring in the direction of the bulk movement of the solute
(longitudinal dispersion) will cause some the solute to move and spread ahead of the
advective front. Similarly, mechanical dispersion occurring in the transverse direction
(transverse dispersion) will cause some of the solute to spread in this direction. Normally
in field problems longitudinal dispersion is stronger than transverse dispersion (Freeze and
Cherry 1979). Figure 2.2, shows the mechanical mixing and dilution process that causes

solute concentration to reduce.
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Figure 2.1 Tortuous branching of solutes in a porous medium (after Zheng and Bennet,
1995)
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Figure 2.2: Mechanical dispersion and molecular diffusion processes in porous media

(after Freeze and Cherry, 1979)
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2.1.3 Solute Transport by Molecular Diffusion
Another mechanism that can play a significant role in solute transport is molecular
diffusion. As solute advects, disperses and mixes with uncontaminated water in the porous
media, concentration gradients develop between areas of higher concentration and those
of low concentration especially in areas of low fluid mobility. This causes contaminants
to be transferred from areas of higher concentration to those of low concentration by a
process termed molecular diffusion of solutes. It is purely a chemical process which is
predominant in areas of low groundwater flow velocities such as dead ends. Bear (1972)
has described the amount of diffusion through the tortuous microscopic paths in porous

media by the term effective diffusion coefficient (D*) which is expressed as:

D'=t D @2

[}

where D, (L¥t) is the solute diffusion coefficient in free standing water (D, is well known
for many electrolytes in water usually in the range of 1x10” to 2x10°, Fetter 1988) and
< is the tortuosity of the medium. Tortuosity is defined as (L/L.)?, where L is the shortest

possible travel distance and L., actual flow distance covered by the fluid.

The two processes of mechanical dispersion and molecular diffusion are inseparable in
most solute transport processes and the combined effect is termed hydrodynamic
dispersion. This causes solutes to spread over a wider area both in the longitudinal and

transverse directions than it would have been for advection only. In solute transport
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analysis, hydrodynamic dispersion is represented by the dispersion coefficients in the

longitudinal (D ) and transverse (D;) directions respectively.
2.1.4 Chemical and Biological Processes Affecting Solute Transport

There are other processes that alter the rate of solute movement, the spatial spreading and
magnitude of concentrations suggested by advection and dispersion processes. The solute

may undergo radioactive or biological decay during transport in the form of:

%= “Ac (2.3)

where A is calculated based on the half life (t,;) of the radioactive solute as A =(In 2)/t 5.
and c is the concentration of the solute. Other solutes also may undergo chemical
reactions that result in sorption on surfaces of the mineral grains or sorption by organic
carbon present, undergo chemical precipitation, be subject to abiotic as well as
biodegradation or participate in oxidation-reduction reactions (Fetter 1993). Solutes that
are affected by these processes are termed reactive or non-conservative (reactive) solutes.
All these processes can cause advance rate of the solute front to be retarded (attenuation
of contaminants). In one dimension, retardation will cause the non conservative solute to
travel behind the front of a conservative solute. In two dimensions the retarded plume is

less spread out and exhibit high concentrations. The exact interaction of different
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contaminants with different subsurface materials still lack behind required knowledge and
has been a subject of intense research in recent years. The effects are usually accounted
for by inclusion of a retardation (attenuation) factor R which is defined as (Freeze and

Cherry 1979)

R=1+P® K, .4
€

where p, is the dry bulk mass density of the soil, € the porosity and K the distribution
coefficient. The distribution coefficient is usually determined from laboratory experiments
that establishes the relationship between the mass adsorbed per mass of solid and the
concentration of the constituent in solution at constant temperature (isotherms). The
commonly used isotherms are linear, Freundlich and Langmuir isotherms (Freeze and

Cherry 1979).

2.2 The Dispersion Coefficient

One of the most elusive parameters to determine in practice is the dispersion coefficient.
The classical relationship between the flow velocity, the dispersion coefficient and the
nature of the porous medium have been studied by Scheidegger (1961), Bachmat and Bear

(1964), and Bear (1972). These workers observed that the influence of geometry of the
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void space on the dispersion of solutes can be represented by a coefficient termed
dispersivity of the porous medium which in saturated flow is a property of the geometry
of the solid matrix. In an isotropic medium, Bachmat and Bear (1964), Bear (1972) have
shown that the medium's dispersivity is related to two constants ¢&,, (longitudinal
dispersivity) and a (transverse or lateral dispersivity). Over the past decade field and
laboratory experiments have been conducted to quantify dispersivity in different media.
All these studies have shown that dispersivity values measured in the laboratory are several
times smaller than in the field. Hence dispersivity increases with the scale of
measurement. This has been termed the scale effect (Anderson 1979). Higher values of
dispersivity obtained from field tests are attributed to heterogeneity and anisotropy.
However Gelhar and Axness (1983) have observed an upper limit of dispersivity as solutes

travel longer distances over several hundreds of meters.

Bear (1979), derived a general expression for the dispersion coefficient as:

V.V.
Dij=¢T[V|6ij+(¢L-aT)l_"/|i 2.5

where D;; is the dispersion coefficient, | V| is the magnitude of the velocity vector, V;, V;
are the linear velocities in their respective directions and &;is the Kronecker delta. In two

dimensional form the components of the dispersion coefficient are given as
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where | V|2=V,*+V,.. The dispersion coefficients can then be expressed in the form:

Dll Dll
D21 D22

)]

[Dij] =

Furthermore, Bear (1979) has shown that in an isotropic medium the components of the
dispersivity do not change with the rotation of the coordinate axis, hence it is convenient
to define the coordinate axis to coincide with the principal axis of dispersion. In many
practical field cases where the Cartesian coordinate system is employed, it is possible to
define one of the axis (say x) to coincide with the principal direction of the dispersion
tensor. Hence D, =D,;=D;, and D,=D,,=D become the principal values of dispersion
and D,,=D,,=D,, =D,;=D,,, where D, and D, are the dispersion coefficients in the x and
y directions respectively. Then the components of D; (including molecular diffusion)

can be expressed as:
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where | V| is the average linear velocity. For a uniform flow in (say) x-direction the

components of dispersion reduce to only the principal values as:

T e @.11)
¥ 10 D,
which are now expressed as:
D, = «fV] + D*
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In a nonuniform flow field the coordinate system will not always coincide with the
principal axis of flow. Wang and Anderson (1984) have suggested a transformation
approach by defining a counterclockwise rotation angle 6, (6=v,/v,) which represents the
deviation from the principal direction. The components of the dispersion coefficient now

becomes (Wang and Anderson 1984):

D,,=D,cos?@+D_sin’6
D,, =D, sin?8+D.cos?0 (2.13)
D,,=D,, =(D -D,) sin8 cosO

2.3 Solute Transport in Saturated Fractured Formations

The theories on subsurface solute transport were first developed from studies on granular
porous media. As in porous media, the advection, dispersion and diffusion mechanisms
also govern solute transport in fractured formations. However the occurrence of fractures
alter these mechanisms of solute transport and the conceptual basis of analysis. For
example the fractures create secondary porosities which provide more or less tortuous
pathways for solute transport. While a representative elementary volume (Bear 1972) can
be conveniently defined to treat a porous medium as a single continuum, the same cannot

always be said for a fractured medium. Heterogeneities that occur in fractured aquifers
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may be due to several factors including variations of material properties within the rock
matrix; spatial variations of the fracture characteristics such as, lengths, spacings, opening
sizes (apertures), orientations etc. Depending on the number of fractures per unit area and
their degree of interconnectivities a small or large portion of the planar area may
contribute to flow. If the rock matrix is porous, advection and dispersion mechanisms
may transport contaminants with most of the advection occurring in the fractures.
Hydrodynamic dispersive transport of solutes in fractured formations is mainly attributed
to mixing at fracture intersections, variations in aperture across the width and along the
longitudinal axis of the fracture, molecular diffusion into the microfractures penetrating
the inter-fracture block and those into the inter-fracture porous matrix blocks (Palmer and
Johnson 1989). In a single fracture however dispersion may be due to variability in
fracture aperture which develops as a result of roughness of the fracture walls (Domenico
and Schwartz 1990). Figure 3.3 shows various ways in which fractures influence

dispersive and advective transport.
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Figure 3.3: Illustration of the difference causes of hydrodynamic dispersion in fractured

formations (after Domenico and Schwartz, 1990)
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Early studies in flow through fractred media used the analogy of flow through parallel

plates to derive a relationship between the flow and the fracture characteristics by what
is commonly termed as the cubic law. The cubic law states that, flow through a fracture
is proportional to the cube of the fracture aperture (Domineco and Schwartz 1990). For

a laminar flow between two parallel plates, Romm (1966) used the expression:

P8 g dh (2.14)
Q ———12\? €3 W)E

where Q is the volumetric flow rate, p,, is the density of water, g is the acceleration due
to gravity, v is the viscosity, § is the aperture opening, w is the fracture width
perpendicular to the flow direction, and dh/dl is the gradient in the flow direction. By
relating this equation to Darcy's law the hydraulic conductivity for the fractured medium

is expressed as

2
k-Px8% 2.15)
12v
Although the validity of the cubic law and many influencing factors has been a subject of
debate since the 1980s, the general agreement is that the basis for determining flow

parameters in a fractured formation is necessarily different from that of granular porous
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medium (Berkowitz et al. 1988). In practice the evaluation of solute transport through
fractured formation poses a great challenge especially in determining the conceptual basis
of the analysis. Some workers have recently used laboratory and field experiments to
propose three main theoretical concepts for analyzing solute transport in fracrured

formations. These are, continuum, discrete fracture and channel concepts.

The continuum or an equivalent porous medium approach is applied when the number of
fractures per volume of the aquifer is high and the inter-connectivity of these fractures is
also high. In such cases treating the individual effect of fractures becomes impossible
therefore the spatial varying parameters are averaged over a representative elementary
volume defined to represent the system. The system is then treated as an equivalent
porous medium. It is important to recognize that a representative elemental volume (REV,
Bear 1972) can be defined for a fractured media only when evidence exist that the fracture
density and interconnectivity are high. The continuum approach for fractured porous
media analysis may be applied in two ways; either by considering the media as single
porosity or a double porosity (Barenblatt et al. 1960, Berkowitz et al. 1988). The single
porosity models are employed in the analysis of crystalline fractured rocks which have
very low primary porosity therefore the fractures provide the main source of porosity.
The dual porosity concept assumes that fractured porous media can be represented by two
interacting continua: the primary porosity blocks of low permeability and some storage
capacity and secondary porosity fractures with high permeability and some storage

capacity. The two systems are linked by a leakage term representing the fluid exchange
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between them. This concept is usually applied in the analysis of transport in permeable
rocks such as shales and sandstones. The equations used for the analysis of fractured
medium as single continuum are similar to the classical equations of granular porous media
transport. However, the derivation of the material parameters (e.g., hydraulic
conductivity, porosity, etc.) used to describe the fractured media are totally different.
Since the 1980s, many workers including Bibby (1981), Pankov et al. (1986), Berkowitz
et al. (1988) etc., have investigated this concept in the analysis of ground water flow and
solute transport. For example Pankov et al. (1986) concluded that the equivalent porous
media concept is effective in the case of small fracture spacing, high fracture inter-
connectivity and high block porosity. A systematic investigation of the conditions under
which the continuum approach is justified in fractured formations was conducted by
Berkowitz et al. (1988). They observed that for highly fractured formations with
interconnected network, an equivalent porous medium is justified. However the
application of this concept to actual field situation requires a knowledge of the equivalent
aquifer parameters. Such parameters must be determined by analysis of breakthrough
curves obtained from field tracer tests (Berkowitz et al. 1988). To date the main difficulty
in the application of the continuum approach lies in the definition of the REV or in
determining the main fracture characteristics such as high density per area and high inter

connectivity that will justify the definition of a REV.

The discrete fracture concept involves a detailed characterization of flow through

individual fractures. It has been recognized that a representative elementary volume can
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not always be defined especially in aquifers where the fractures are sparsely distributed,
have different characteristics (different families for fractures) and are sparsely connected.
The use of the discrete fracture approach require adequate knowledge of the fracture
properties like the apertures, orientations, length and spacings and their spatial variations
within the aquifer. Workers including Grisak and Pickens (1980, 1981), Sudicky and
Frind (1982), Tang et al. (1981) have investigated this approach theoretically and reported
its validity. However the difficulty in characterizing the fracture properties of an aquifer
in such detail poses a severe limitation for the practical application of this concept. It
becomes virtually impossible to determine the precise locations and characteristics of all

fractures (Berkowitz et al. 1988).

The channel approach was first proposed by Tsang and Tsang (1987). The idea originated
from the laboratory observations and the results from Whitherspoon et al. (1980) and the
field tracer tests conducted by Neretnieks (1987) and Abelin et al. (1991). These
experiments indicated that flow through fractured formations occur in paths of least
resistance in small fingers or localized channels. Neretnieks (1987) observed that,
approximately one-third of flow entered from approximately 2% of the fractured rocks
during a filed tracer experiment. Tsang et al. (1991) also observed that under certain
circumstances the hydraulic conductivity of the fracture can be controlled by constrictions
along the flow paths which cause flow to be confined to narrow channels instead of the
entire fracture plane. Rasmusson and Neretnicks (1986) have also observed that, in some

cases, as little as 20% of the total planar area of the fracture may contribute to flow.
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Mathematical conceptualizations describing this phenomena were developed and solved
analytically by Tsang et al. (1991). Although this concept is not disputed in the literature,
sufficient laboratory and field tracer tests have not been performed to provide more

insights for its specific applications and the concept is still under investigation.

All the above concepts are valid in different field situations but their applicability require
a detailed understanding of the hydraulic behaviour of the aquifer in question. Due to this
any groundwater quality assessment model for such aquifers should be preceded by
adequate field investigation to evaluate the specific theoretical concept upon which the

formulation is based.

2.4 Governing Equations of Groundwater Flow and

Solute Transport

In contaminant transport modelling, it is customary to combine two separate equations of
flow and mass transport. The groundwater flow equation is first solved to provide the
hydraulic head distribution in the system from which average groundwater velocity and
flux fields are obtained as inputs in the solute transport model. The solute transport

equation is then solved to obtain the changes in concentration distribution in the domain.
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2.4.1 Groundwater Flow Equations

The partial differential equations governing groundwater flow are based on the principles
of conservation of fluid mass and momentum. For the flow equation, Darcy's law is
combined with the mass balance to relate the net mass flux of water and the gain or loss
of water due to sources and sinks to the net rate of storage within an elemental volume of

an aquifer. The governing equation can be written in tensorial form as (Bear, 1972)

_a_{ .._‘7’_‘1]=ss 4 o (2.16)

where h is the hydraulic head (L), S, is the specific storage of the aquifer (1/L), Q is the
general source/sink term (L/T), K; (i,j=1,2,3) denotes the component of the hydraulic
conductivity (L/T) tensor and x; (i=1,2,3) denotes the spatial coordinates. When the
principal directions of the hydraulic conductivity tensor coincide with the Cartesian

coordinate axes equation (2.16) can be written as (Bear 1972):

(2.17)
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where K,,, K,,, and K, are the hydraulic conductivities in their respective directions.
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2.4.2 Solute Transport Equations

The concept of mass balance is traditionally used to examine pollutant migration in space
and time. The assumption is generally made that the contaminant is miscible with the
groundwater and that there is no significant density difference between the groundwater
with and without the dissolved solute. By using these concepts, the classical partial
defferential equation describing the advection and dispersion mechanisms can be written

in tensorial form as (Bear 1972, 1979) :

3 (p ac] 3

ac
axi( 3K (v c)+Q=? (2.18)
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Where Dj; and v; are the components of hydrodynamic dispersion tensor and specific
discharge respectively, c is the concentration of the solute and Q is the source/sink term.

The general form of this equation in two-dimensions can be written as (Bear 1972, 1979):

(2.19)
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Similarly, in a Cartesian coordinate system where one of the axis (say x) is defined to
coincide with the principal axis of dispersion the explicit form of the advection dispersion
equation including sources/sinks, effects of retardation and decay is written (Bear 1979)

as:

Op E|. 9p &|-y &, &E_ - & (2.20)
a{D‘ax]+5y-(D’6y] V*ax Vvay Ric+Q Rat

where D, and D, are the principal components of the dispersion tensor, A is a first order
decay constant for solutes that undergo radioactive decay (1/T) and R is a retardation

factor.

2.4.3 The Nature of the Solute Transport Equation

The advection-dispersion equation (ADE) has two main components. On the left hand side
(LHS) of equation (2.20) the dispersion components are described by the first two terms;
the advection components are described by the third and fourth terms; the last two terms
denote the solid-solute interactions and reactions. At any time either dispersion or

advection is dominant in the transport process which changes the mathematical nature of
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the equation. When dispersion dominates over advection in the transport process, the
equation tends to be more parabolic in nature. On the other hand when transport process
shifts from dispersion-dominated to advection-dominated the fundamental nature of the
equation is modified and the equation changes from parabolic to a first order hyperbolic
equation. This means that, mathematically it is required to treat both hyperbolic terms and
parabolic terms. The dual nature of this equation poses a great challenge to all the
mathematical solution techniques in current use. In practice a dimensionless quantity
termed Peclet number (P.) is usually defined to describe the character of the (ADE) as it
varies from parabolic (advection dominated) to hyperbolic (dispersion dominated). The

Peclet number is defined as (Bear 1979):

]

VL
P=— (2.21)
D

where V is the velocity, L is a characteristic length and D is the dispersion coefficient.

High Peclet numbers (P, >4.0, Voss 1984) indicate advection dominated transport.

2.5 Imnitial and Boundary Conditions for Flow and

Transport Problems

In order to obtain a unique solution for the flow and transport problems it is necessary to

define initial and boundary conditions. For groundwater flow problems the initial
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conditions may be described as the hydraulic heads at a reference time (say t=0). The
boundary flow conditions describe the behaviour of flow at the boundary. Three main
boundary flow conditions that are usually used are (a) a specified value of hydraulic head
along a boundary or part of it (Dirichlet or first type), (b) a specified flux of water along
the boundary (Neuman or second type) expressed as q,= K dh/dn where n defines the
direction normal to the boundary; (c) a specified relationship between the flux rate and the

head difference across a boundary (Cauchy or third type).

In solute transport problems the initial conditions describe the concentration distribution
at all locations in the domain at an initial time (t=0). A zero initial concentration may

be assumed throughout the domain. The general form is then given as:

c(x,y,z,t=0) =0 2.22)

For the solute boundary conditions, three types are usually employed (Javandel et al.
1984, Huyakorn et al. 1984). The first type (Dirichlet) consist of a prescribed

concentration c,(x,y,z) for a particular portion of the boundary (Dirichlet type) given as:

(2.23)

¢=C,(X,y,2,1)
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Typical examples are, a zero concentration prescribed on the boundary far from the

contaminant source, or a specified value of concentration at injection wells.

The second type of boundary condition ( flux or Neuman type) is given as:

[Diji}ni = q(X,Y.Z.1) (2.24)
i

where q(x,y,z,t) is a known function and n; is the components of the unit vector normal
to the boundary in the i direction. Practical examples are a zero normal concentration
gradient on impervious boundaries and a normal concentration gradient at outflow

boundaries.

The third-type boundary conditions (Cauchy type) specifies the total advective and

dispersive fluxes at the boundary and usually expressed as:

(Dﬂ% -C V}k = q c(X.Y,%t) (2.25)

where q ¢, is the solute flux. The first term on the left hand side of equation (2.25)
represent the flux due to dispersion and the second term represents the effects of

advection. A notable example of the application of this type of boundary condition is a
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specified mass flux of contaminant at injection wells in which case q (L/T) corresponds
to the volumetric fluid injection rate per unit area of aquifer (L/T) and c, is the
concentration of the injected fluid (M/L?. A second example could be a specified mass
flux of contaminant at the boundary receiving influx of contaminant from sources such as

landfills, disposal ditches etc. (Huyakorn et al. 1984).
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Chapter 3
Previous Mathematical and Field
Investigations of Subsurface Solute

Transport

This chapter presents a review of the commonly used mathematical solution methods in
solute transport analysis and some of their limitations. The main methods reviewed here
are analytical and numerical methods. A section is also devoted to some recent field
studies conducted to enhance the understanding of the solute transport process and provide

data for mathematical simulation.

3.1 Analytical Methods in Solute Transport Analysis

Analytical methods have long been used in solute transport analysis. A major advantage
of analytical approach is its ability to provide a close form or exact solution which are free
from computational errors. Currently analytical solutions of equations for solute transport
through porous and fractured media have been developed by Bear (1972), Ogata and

Banks (1961), Neretnieks et al. (1982) etc. Many workers including Tang et al. (1981),
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have provided analytical solutions for transport through a single fracture while Sudicky and

Frind (1982) provided a similar one for a system of parallel fractures. There are several
analytical groundwater flow and solute transport codes available in the literature (e.g.,
Bear 1972, Cleary and Ungs 1978, Van Genuchten and Alves 1982, Beljin 1985, Neville
1994). Rowe and Booker (1988) have also provided semi-analytical solutions for solute

transport analysis.

The practical application of analytical models are limited due to simplifying assumptions
that are required to obtain the exact solution. For problems with complex boundary
conditions and heterogeneous material behaviour, analytical methods do not provide
reliable results. Nevertheless, analytical methods have proved useful for verifying
numerical models. It is currently a standard practice to verify a numerical model by
comparing the results with the analytical solution for a simplified case. Moreover in some
practical field cases, analytical models have proved more economical to obtain a

preliminary idea of the extent of groundwater contamination.

3.2 Numerical Methods in Groundwater Flow and Solute

Transport Analysis

The materials characterizing different subsurface media are nonuniform and actual

boundaries are usually irregular. Numerical methods have the ability to represent field
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problems in a realistic way by discretizing the domain into zones or elements to reflect the
changing parameter field that may occur due to material heterogeneities. Different
numerical techniques have been proposed to investigate groundwater flow and contaminant
transport in many geologic media. It must however be noted that numerical methods only
provide an approximate solution to the governing equations. The numerical solution
techniques used for solute transport analysis may be classified into three, based on the
methods of simulation and spatial discretization or a combination thereof. These
classifications are: non-particle tracking domain methods (the finite difference (FDM) and
finite element (FEM) approaches); the particle tracking domain approach (the method of
characteristics and the method of random walk); and non particle tracking boundary
approach (the boundary integral techmique). Section 3.2.1 reviews the previous
applications of the first group (FDM and FEM) in solute transport analysis. Section 3.2.2
introduces the particle tracking techniques. Finally section 3.2.3 presents a review of the
boundary integral method which is employed in this thesis. A summary of the commonly
used analytical and numerical codes currently used in groundwater flow and solute

transport analysis is also presented .

3.2.1 Non-particle Tracking Techniques in Solute Transport Analysis

(the Finite Difference and Finite Element Methods)

The finite difference method (FDM) is the simplest and most popular of all the available

numerical methods used in groundwater flow and solute transport analysis. The method
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being conceptually straightforward and easy to understand, many groundwater flow and
solute transport analysis codes in current use employ it. By discretizing the domain into
elements (usually rectangular) the FDM can be easily used to compute required parameters
by using simple mathematical concepts. Over the years, the FDM code have been
advanced with different modifications. Well documented and powerful FDM computer
codes now exist for 2-D and 3-D analysis. The 3-D finite difference groundwater flow
code (MODFLOW) developed by U.S. Geological Survey (McDonald and Harbaugh 1988)
and 2-D finite difference code (PLASM) developed by Prickett and Lonnquist (1971) are
among the most widely used in the groundwater industry. However a major weakness of
FDM is that it is restricted to rectangular grids (Figure 3.1). When the boundary of the
domain is very irregular, cumbersome interpolations and extrapolations are required for
accurate solution along the boundaries. Alternatively mesh sizes may be reduced to

accommodate such irregular boundaries at the expense of computational cost.

The finite element technique was employed to overcome some of the weaknesses of the
FDM. It was quickly realized that the FEM can handle media heterogeneity and irregular
boundaries more efficiently than the FDM. By using different element types, mesh sizes
and shapes (Figure 3.2) the domain can be conveniently discretized to reflect the changing
parameter field and an irregular boundary. This leads to more flexibility and improved
accuracy. Such advantages have attracted FEM application in contaminant transport
analysis by many workers. Grisak and Pickens (1980) used the finite element method to

model transport through both fractured and porous media. Bibby (1981) analyzed a two-
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dimensional contaminant transport with the Galerkin FEM and showed its higher accuracy
over FDM. The works of Huyakorn (1983), Voss (1984), Sudicky (1989), have
demonstrated further advantages of FEM over FDM. with computer codes for 2-D and

3-D analysis of actual field problems.

The main disadvantages of both the FDM and FEM are that they are domain methods and
therefore their application to even simple non-elliptic equations require the domain to be
discretized. Domain methods do not reduce the dimensionality of the problem and
therefore their computational implementation can be cumbersome especially for some 2-D
and 3-D problems. The main disadvantage of these methods in their application to solute
transport problems, is their inability to handle the dual nature of the governing equations
efficiently. It has been found by many field and theoretical application of FDM and FEM
codes that (Hamilton 1982, Sophocleous et al. 1982, Huyakorn et al. 1984, Beljin 1988)
when the transport process is dominated by advection the methods are plagued by
numerical difficulties such as artificial oscillations and numerical dispersion especially
when Peclet numbers exceed 2 (in FDM codes) and 4 (in FEM codes). Beljin (1988)
observed that the finite element techniques can produce superior accuracy in field
conditions but the fine mesh sizes required to achieve this will be impractical for many
large scale field studies. Although consistent efforts have been made to improve the
accuracy and performance of these techniques over the years (e.g., Noorishad et al. 1992),
recent field studies by Moltyaner et al. (1993) and theoretical works by Zheng and Bennett

(1995) still confirm the existence of such difficulties.
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3.2.2 Particle Tracking Techniques in Solute Transport Analysis

(the Method of Characteristics and the Method of Random Walk)

Alternative numerical solution techniques have been developed to overcome the difficulties
encountered in advection dominated problems. Currently the most successful approach
employs particle tracking to simulate the advective transport and a finite difference method
to handle the dispersion process. Two of the most widely used particle tracking solution
techniques based on the method of characteristics and the method of random walk are

reviewed in this section.

The application of the method of characteristics (MOC) for transport in porous media was
first proposed by Gardner et al. (1964) to overcome the numerical dispersion problems
encountered by using the finite difference method. Since that time, MOC has been
successfully used by many workers to simulate the transport of miscible compounds in
groundwater (Bredehoeft and Pinder (1973), Konikow and Bredehoeft 1978). To
efficiently handle the parabolic nature of the ADE when advection dominates, the method
of characteristics splits the governing partial differential equation into simplified forms of
ordinary differential equations by separating the advection part from the dispersion part.

The procedure can be illustrated by considering the one dimensional form of the ADE as:
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Fc

Vs (2.26)

D

The approach employed by MOC is to split equation (2.26) into the following system of

ordinary differential equations:

=, (2.28)
de _p Fc @.27)
dt *ogx?

These two simplified equations are termed the characteristic differential equations of
equation (2.26) and their solutions are called the characteristic curves. The mathematical
development of this technique for transport problems in porous media can be found in
Pinder and Cooper (1970), Bredehoeft and Pinder (1973) etc. By its mathematical nature
it is efficient in solving parabolic problems and therefore is more compatible with

advective dominated problems in solute transport (Konikow and Bredehoeft 1978).
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In the numerical implementation of the solute transport equation, MOC employs a finite
difference grid and a set of moving points or representative fluid particles moving at the
average linear groundwater velocity (Figure 3.3). The initial procedure involves placing
a number of traceable fluid particles in each of the reference finite difference grid. These
form a set of points that are distributed in a geometrically uniform pattern throughout the
zone of interest (Konikow and Bredehoeft 1978). The location of each moving point is
specified by its coordinate in the finite difference grid and the number of fluid particles
per grid simulates the concentration. The concentration at any location and time step is
determined by the number of fluid particles in the element. MOC has achieved greater
success in solute transport analysis in both theoretical and field scale applications to
advection dominated transport problems. The U.S. Geological Survey two-dimensional
code based on MOC (Konikow and Bredehoeft 1978) is perhaps the most widely used
solute transport code in the groundwater industry (Beljin 1988). Due to its success in
practical field problems, MOC codes have undergone tremendous improvement over the
years, for example the modified method of characteristics (MMOC), (Chiang et al. 1989,
Yeh 1990, Yeh et al. 1992) and the hybrid modified method of characteristics (HMOC)
which is implemented in the solute transport code MT3D (Zheng 1990, 1993). The
computational implementation of the traditional MOC code can however be cumbersome
due to large number of particles generated in all the finite difference cells and also the fact

that new concentrations must be assigned for every time step.
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The method of random walk was proposed to improve the efficiency of the MOC. The
technique is based on the concept that dispersion in porous media is a random process
(Prickett et al. 1981). A finite difference grid is also employed in the particle tracking
process. The advection term in the solute transport equation is simulated by particle
tracking which moves with the average linear velocity. Unlike the MOC approach where
each particle is assigned a concentration, the random walk assigns a fixed particle mass
that represents a fraction of the total mass of solute injected. These particles are only
assigned to the portions in the domain where concentrations are required to be computed.
The hydrodynamic dispersion component is treated as a random process by using the
procedure proposed by Bear (1972). The rationale behind this approach is illustrated by
comparing the density function of a normally distributed random variable and the
analytical solution of the one dimension solute transport equation (equation 2.26). The

probability density function f(x) is given as:

fix) = — L ex -(’““)2] (2.29)
Rna)'? 202

where u and o are the mean and standard deviation of the distribution respectively. The
analytical solution of the one dimensional solute transport equation is also given as (Bear

1972):
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= 1 _(X-V [)2 (2.30)
c(x,t) —_-(4“ Do ex 2D ]

where c(x,t) is the solute concentration, D is the hydrodynamic dispersion coefficient and
V is the average linear velocity and t is the time. Prickett et al. (1981) observed that

equations (2.29) and (2.30) are identical if y=V tand o’= 2D t.

In the numerical simulation, particles in the finite difference cells are first moved by
advection and then random displacements in the longitudinal or transverse direction are
added to represent dispersion (Figure 3.4). Particle distributions around the mean are
made to follow the normal distribution by use of random number generator. The locations
of such particles can be up to six standard deviations of the mean. The concentration at

a node (i,j) is computed by using the relation;

= AM Ni..i.k (2.3 1)

Cix =
N N e A;; Ax Ay

where AM is the total solute mass injected, N is the total number of particles, N;;, is the
number of particles in the grid block (i,j) at the time k, and A;; is the average saturated

thickness of the block and € is the effective porosity. By this technique no separate
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dispersion equation is solved thus improving the efficiency greatly. This solution
technique has been employed in solute transport analysis with success (e.g., Prickett et al.
1981, Moltyaner et al. 1993) especially for advection dominated solute transport problems.
The TRANS model developed by Prickett et al. (1981), RAND3D (Koch and Prickett

1993) are all based on this technique.

According to Prickett et al. (1981) the random walk approach has several advantages over
MOC. Some of these are that only one finite difference grid is involved in solving the
advective portion and the particle movement takes place in a continuous space;
concentration distribution is calculated only when needed and particles are specified only
in areas of interest. A major weakness of this approach is that, it may require a large
number of particles to achieve an acceptable result. However, Prickett et al. (1981) has
suggested that up to 5,000 particles are sufficient to produce the accuracy required for

many engineering problems.

In a recent application of different numerical solute transport codes to field problems
Moltyaner et al. (1993) confirmed the accuracy of these particle tracking methods over the
finite element method especially for advection dominated problems. The random walk
method for example was found to be free from numerical dispersion (Figure 3.5) showing
the remarkable improvements in subsurface solute transport modelling. However, these
particle tracking approaches also have the disadvantage of domain methods and require

significant input data preparation time and high computational effort. In addition, the
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particle tracking methods have been found inefficient when it becomes necessary to track
large number of particles (low advective transport or dispersion dominant flow) and
usually lead t0o mass balance errors. Zheng and Bennett (1995) explained that such
difficulties arise because this approach is not based entirely on conservation of mass.
They also observed that since the random walk method is based entirely on moving

particles it gives numerical difficulties in the presence of irregular spatial discretization.

Recently some workers have attempted the use of finite volume method to achieve mass
conservation and and at the same time handle advection dominated transport efficiently.
The method is also a domain approach which may be implemented on a finite difference
or finite element setting. An important component of this aproach is that the integral
representing the mass-storage term is evaluated numerically at the current time level.
Intergration points and the mass associated with this are then forward-tracked up to the
next level and it is able to achieve accurate results at low and high Peclet numbers. Celia
et al. (1990) employed this technique for a theoretical study of the advection-diffusion
equation. Healy and Russel (1992), proposed a finite volume Eulerian-I agrangian adjoint

method for solving a one dimensional advection dispersion equation.

A major disadvantage of this technique is that it is cumbersome for even a one-dimension
problem. The number of integration points required to reach a specified level of accuracy
increases as the problem dimension increases and its effciency is also problem-dependent

hence not suitable for many field problems.
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3.2.3 Non-Particle Tracking Boundary Only Techniques in Flow and

Transport Analysis (the Boundary Integral Equation Method)

An alternative numerical solution technique that has not gained much attention in
contaminant transport analysis is the boundary integral equation method (BIEM, also
known as boundary element method (BEM)). BEM has been used in many engineering
applications and model studies involving compiex boundary value problems. The BEM
possess many of the useful advantages listed under the FDM, FEM and MOC in addition
to other advantages. First, by modelling only the boundary (I") of the system domain (Q)
(Figure 3.7), BEM reduces the dimensionality of the basic problem by one. Second, the
accuracy of this method has been found to be higher (Liu and Liggett 1978, Taigbenu and
Liggett 1986, Haie et al. 1993, 1996) than FDM and FEM for solution of similar
problems. Some of the previous applications of BEM in flow and solute transport analysis

are reviewed in this section.
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Figure 3.7: Descretization of problem domain with linear boundary elements
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The first application of the boundary integral method to flow in a porous medium was
carried out by Liggett (1977). The method was used to solve two-dimensional free surface
problems that were governed by Laplace equations. It was especially found to be
convenient for free surface problems since the nodal points could be made to represent the
surface as desired. Liu and Liggett (1979a, 1979b) extended the study to model unsteady
flow in confined aquifers by proposing two solution approaches: the Laplace transform
solution and the direct Green's function solution. Following their convincing results some
workers directed attention to this numerical technique for various groundwater flow

problems.

Lennon et al. (1979a, 1979b) proposed a method for solving axisymetric potential flow
problems based on BEM. The numerical technique was first used to compute uniform
potential flow in a circular pipe and then the method was extended to solve both steady
and transient axisymetric recharge flows and well flows in porous media. The results

from this method compared well with the analytical solutions of Dagan (1967).

Lennon et al. (1980) extended this idea to formulate a boundary integral equation method
for solving three dimensional potential flow problems in a porous media for three different
cases: groundwater recharge in an aquifer of infinite depth and horizontal extent; an
aquifer of finite depth; and a steady state flow from a pond through a homogeneous porous

material. The BEM results from these were also found to be in close agreement with their
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analytical solutions.

Taigbenu (1985) empiloyed BEM to solve confined and unconfined flows in aquifers by
proposing a modified formulation termed the Poisson formulation. The method used the
fundamental solution of the highest order derivative terms and cast them into boundary
integral using Green's second identity while the remaining terms remain as domain
integrals. Several advantages over FEM were observed in terms of accuracy, computer

time and data preparation.

Cheng and Lafe (1991) applied the integral equation technique for solving the stochastic
boundary value problem in groundwater flow. The aquifer parameters like hydraulic
conductivity was considered to be deterministic while the boundary conditions and domain
recharge were assumed to be random. The application of the techniques to two examples
produced good results that compared well with their exact solutions. The applications of
the BEM approach to groundwater flow have demonstrated the efficiency of the method,
however fewer applications have been made to solute transport analysis which are

discussed next.

Fodgen et al. (1988) made a specific application of boundary element method to solve a
steady state transport of reactive solutes through a fractured porous medium. The two
dimensional model was based on the assumption of steady vertical groundwater flow

through the fracture and in the porous matrix. Contaminant diffusion was however
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assumed to occur in both vertical and horizontal directions. Corresponding Green's
functions were constructed for both matrix and fractured regions. By applying the
appropriate boundary conditions, the flux at the fracture matrix interface was obtained in
the form of a Fredholm integral equation of the first kind. The numerical solution then
involved the discretization of the domain and its boundary. While their approach was a
very useful effort in the boundary element formulation, their overall procedure as admitted

by the authors was cumbersome and computationally expensive.

A two dimensional BEM model was proposed by Leo and Booker (1993), to analyze
contaminant transport in fractured media having a two or three dimensional orthogonal
fracture network. The formulation was based on the assumption that contaminant transport
occurred through the fractures while diffusion occurred through the low permeable matrix.
In their approach, a series of Laplace and Fourier transformations were employed and the
governing equation was transformed to a modified Helmholtz type. The fundamental
solution satisfying the self adjoint modified Helmholtz equation was then derived and used.
The concentrations in the time domain were obtained by using a special inversion
technique. The solution technique was tested with two idealized examples and the results
were compared with a semi-analytic solutions proposed by Rowe and Booker (1990). This
procedure was then extended to a parametric study of contaminant behaviour in a deeply
buried rectangular repository. Although their theoretical study demonstrated several

advantages and the accuracy of the BEM, they failed to extend it to field problems.
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Several theoretical applications of BEM to a variety of problems in other areas of
engineering have demonstrated the efficiency of the method. For example Brebbia and
Wrobel (1987), Partridge et al. (1992), have obtained convincing results at higher Peclet
numbers for heat conduction problems. The potential success of the method in handling
the dual nature of the equation was also demonstrated. The boundary element method can
now be used to solve problems successfully at Peclet numbers over 20 (Brebbia 1996,
personal communication). In spite of the advantages of BEM over other numerical
techniques its conventional application to many engineering problems pose some
difficulties. In general, the mathematical procedure is more involving than the FDM and
FEM. In its application to non-elliptic equations the luxury of employing Green's
identities to cast the equations into boundary only integrals is lost due to the non
homogeneous terms (body forces). Fundamental solutions have to be derived to provide
a boundary only solution which are very cumbersome and may not even be possible for
some non-linear problems. The traditional approach for dealing with body forces is to
discretize both the boundary and the interior of the domain (Figure 3.8) and then employ
a finite element type of technique to evaluate internal solutions. Such approach has been
employed by workers including Lennon et al. (1980), Lafe et al. (1981). Although
accuracy of the results remain high the use of internal cells reduces its major advantage
over domain methods such as FDM and FEM. In the application of BEM to contaminant
transport problems the body forces result from the temporal derivatives and the advective
terms. There has been recent efforts to improve the efficiency of the BEM by using

simpler approaches and also to avoid domain integration. Some of these are reviewed next.
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Figure 3.8: Discretization of prob

lem domain with boundary elements and internal cells
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3.2.4 Recent Improvements in the Boundary Element Technique

Matsumoto et al. (1990), employed the boundary element method for the transient analysis
of scalar wave equation by first transforming it to a modified Helmholtz type. The BEM
formulation then employed an approximate fundamental solution corresponding to the
Laplacian part of the equation and the extra terms were treated as domain integral. The
method was applied to two problems (wave propagation problems in a square plate and
transient vibration of a circular membrane) with convincing results. A useful feature in
their approach was the use of the simpler fundamental solution of the Laplace equation
instead of deriving a more cumbersome fundamental solution. In spite of this their

approach involved domain discretization.

Ingber and Phan-Thien (1992) proposed a boundary element approach for parabolic
differential equations using a class of particular solutions. Their method generally avoided
domain integration by use of particular solutions. In their approach a generalized forcing
function was selected and then expressed in terms of radial basis functions. Two methods
were proposed in solving time-dependent problems. The first method combines the
forcing function with the time derivative term into a generalized forcing function. Then
" using a transformation of variables involving an approximate particular solution the
original problem was transformed into solving a sequence of Laplace equations” (Ingber
and Phan-Thien 1992). In their second approach the problem was transformed into a

sequence of modified Bessel equations that can be cast into boundary integrals using BEM.
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The two methods were tested alongside with the conventional domain integral method by
applying to sample problems. The inaccuracies observed in their results were attributed

to the difficulty of selecting the radial basis functions.

Nowak and Brebbia (1989) proposed a more efficient procedure called the multiple
reciprocity method (MRM) to convert domain integrals to the boundary in order to fulfil
the boundary only formulation required of the BEM. The method generally treats the non
Laplacian terms of the governing equation as a generalized body force. The resulting
domain integration is then converted to the boundary by using higher order fundamental
solutions. The combination of higher order fundamental solutions and a sequence of body
force Laplacians lead to an exact form of boundary only formulation. Nowak and Brebbia
(1989) employed this technique to solve thermal problems and other problems governed
by Helmholtz equations with great success. A major disadvantage of this approach for
general application is the need to derive higher order fundamental solution for the
particular problem at hand. The derivation of higher order fundamental solution can be

very tedious for many problems.

The most general approach to avoid domain integral was proposed by Nardini and Brebbia
(1982) called the Dual Reciprocity Method (DRM). The method was first proposed for
solution of elastodynamic problems and later extended to time dependent problems by
Wrobel et al. (1986). The approach is essentially a generalized way of constructing

particular solutions. In this approach an approximating function F is sought such that its
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Laplacian is equal to a set of selected interpolation functions. The nonhomogeneous term
is then written as a linear combination of approximating functions F; which are linked by
series of particular solutions. By choosing a suitable radial basis function for F;, the
particular solution can be evaluated. Thus a nonhomogeneous equation can be transformed
to a homogeneous one which can be discretized on the boundary alone by using a standard
BEM discretization procedure. The major advantage over MRM and other hybrid
approaches is that, any suitable fundamental solution can be employed. DRM has been
applied successfully to many engineering problems in heat transfer and recently to
groundwater flow analysis in porous media by El Harrouni et al. (1992). Haie et al.
(1993) made a theoretical comparison between DRM and FEM in solute transport analysis
and obtained closed agreement in resuits. Another theoretical comparison of DRM, FEM
and FDM was made by Haie et al. (1996) and the DRM approach was claimed to give the
most convincing results in terms of accuracy and efficiency. However, this study only
compared two theoretical problems and did not demonstrate the full potential of the
method over a wide range of problems or field application. As a result of its flexibility
the DRM approach will be employed in this thesis to demonstrate both the theoretical and

practical potential of the BEM in solute transport analysis.
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3.4 Summary of the Mathematical Solution Methods

Used in Previous Studies

This section has reviewed the mathematical solution techniques commonly used in
groundwater flow and contaminant transport analysis. A brief discussion was given on the
application of analytical techniques. The numerical solution methods so far discussed are
the finite difference method, the finite element method, the method of characteristics, the
method of random walk and the boundary element method. In general, the numerical
solution of the groundwater flow equation does not pose problems to any of the solution
schemes discussed. The accuracy and efficiency of any of these techniques is satisfactory
but perhaps the finite difference method which is the simplest may also be the easiest to
use for such analysis. However the solution of the solute transport equation poses a great

challenge to all the numerical techniques discussed.

The solution methods for the solute transport equation were classified into three groups
based on their simulation technique and method of discretization. The non particle
tracking techniques are efficient for dispersion dominated problems and less efficient for
advection dominated problems. The particle tracking techmiques are efficient for
simulation of advection dominated problems and less efficient for dispersion dominated
problems. It must be pointed out that all the particle tracking techniques also employ the

finite difference technique. The boundary element technique although have not been
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widely employed in solute transport analysis, seem to be a balance between these two
groups in terms of handling the dual nature of the equation. The numerical schemes in
the first two categories are all domain methods and their solution involves the
discretization of both interior and the boundary of the domain and this makes their
application computationally intensive. Only the BEM has the ability to simplify the
dimensionality of the problem with increased computational advantage. All of these
techniques are however under intensive research to improve their accuracy and overcome

the difficulties involved in their application.

Beljin (1988) made a systematic comparison of numerical solute transport codes based on
three numerical solution schemes; FEM, MOC and random walk. He observed that
although the finite element method produced superior accuracy in dispersion dominated
problems, the fineness of mesh sizes required to achieve this may not always be feasible
for many practical problems. MOC and random walk have superior practical application
over FEM for advection dominated problems. In general the MOC model proved superior
to all the others solution techniques for most of the theoretical and practical applications.
The random walk model was accurate in determining the concentration front but less
accurate in computing the magnitude of the concentration at a point in the domain. In
recent application of numerical models to field studies, Moltyaner et al. (1993) observed
a better results from MOC and Random walk than the FEM codes. Zheng and Bennett
(1995) have also observed that although MOC and Randomwalk approaches offer

significant improvements, they are still not very efficient when advection is low or
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dispersion is dominant. The authors explained that such difficulties are due to the fact that

these particle tracking methods are not fully based on the mass balance concept .

The literature on current numerical solution codes on solute transport frequently used in
the industry was reviewed by using manuals and catalogues obtained from the international
ground water modelling centre IGWMC-USA). It was observed that none of the widely
used codes is based on the boundary element method in spite of its known advantages.
Although this list is not exhaustive it points to the fact that the few applications of the
BEM in this area have been restricted to theoretical analysis and hence the full potential
of the available numerical techniques has not been exploited. Table 1 is a summary of
some analytical and numerical codes extracted from the IGWMC software catalogue (Van

der Heijde 1994).
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Table 3.1: Summary of some commonly used groundwater flow and solute transport codes

(after IGWMC- Van der Heijde 1994)

Problem type

Solution
method

Author(s)/developer(s)

WT

MODFE flow FEM Cooley R.L. & Torak L.J. (USGS-USA)
GWFLOW flow analytical | Van der Heijde, P.K.M. (USGS)
VERTPAK-1 | flow/transport | analytical | Intera Enivron. Inc, (USA)
TRAFRAP- | flow/transport {| FEM Huyakorn et al. IGWMC-USA)

AGU-10 flow/transport | analytical | Javandel et al., and Beljin, M.S., (USA)

FLONET flow FEM Waterloo Hydrogeol. Software-Canada

FLOWPATH | flow FDM Waterloo hydrogeol Software-Canada "

MODFLOW | flow FDM | McDonald, M.G. & Harbough, A.W. ”
(USGS-USA)

PLASM flow FDM Prickett, T.A. & Lonnquist, C.G. (USA)

SUTRA flow/transport | FEM Voss, C.I. (USGS-USA)

FLOWCAD | flow FDM Waterloo Hydrogeol Software Canada

SOLUTE transport analytical | Beljin, M.S. AGWMC-USA)

PLUME2D transport analytical | Van der Heijde, P.K.M (USA)

ATI23D transport analytical | Yeh, G.T. (-USA)

HST3D flow/transport | FDM Kipp, K.L. (USGS-USA)

MOC flow/transport | MOC Konikow, L.F. & Bredehoeft,J.D.(USGS
USA)

MT3D transport MOC Zheng, Z (Papadopulos & Assoc. - USA)

RANDOM | flow/transport | random Prickett T.A. et. al., (Illinois State Water

WALK walk Survey-USA)

MOCDENSE | flow/transport | MOC Sanford, W.E. and Konikow, L.F.

— e )
e ]

(USGS-USA)
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3.5 Some Field Studies on Subsurface Solute Transport

The common approach in the physical modelling of contaminant transport in groundwater
is by laboratory experiments. Most of the theories developed for the understanding of
solute transport processes were based on laboratory studies. In recent years the demand
for improved modelling methodology has led to the extension of laboratory investigation
methods to the ficld. In fact proper field studies on the contaminant transport process is
indispensable for the theoretical and mathematical understanding required to meet our
current demand for groundwater quality assessment. The literature is still deplete of
physical modelling involving field experiments in this area. In a comprehensive review
of the literature on field scale transport studies around the world, Gelhar et al. (1985)
observed that, out of 55 sites where dispersive studies have been conducted, only five
yielded dispersivity values that could be considered reliable. They further noted that,
among these five, only one, Sudicky et al. (1983) involved a natural gradient tracer test.
Since 1985, there has been an increase in field studies (Gelhar et al. 1992) and some of

the successful ones that have provided useful results are reviewed next.

One of the most successful field tracer experiments to date was conducted by Mackay et
al. (1986) at a site in Borden, Ontario, Canada. The experiment was conducted in an
unconfined sandy and gravel aquifer underlained by a thick silty clay deposit. The
primary aim was to assemble a database for developing and validating mathematical

models. Sutton and Barker (1986) also conducted a similar experiment in the same type
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of aquifer close to the Borden site. In another comprehensive field study Leblanc et al.
(1991) conducted a natural gradient tracer experiment in an abandoned gravel pit in Cape
Cod, Massachussetts, U_.S.A. to examine the transport mechanisms of solutes. A similar
large scale experiment was also conducted by Boggs et al. (1992) in an alluvial deposit in

Columbus, Mississippi-USA.

All these are well known successful large scale field experiments that have provided
significant insights in to the solute transport process and a large database that are still used
in numerical investigations. However, they all have one thing in common. They have
been conducted in aquifers made up of glacio-fluvial deposits and sands therefore their
findings may be only significant to such aquifers. Their findings are usually not applicable

to aquifers located in other types of subsurface media such as fractured formations.

To date the most comprehensive field study of solute transport in fractured formations
involved a natural gradient tracer experiments performed by Neretnieks (1987), Abelin
et al. (1991) in the Stripa mine in Sweden. Several findings on the flow behaviour in
fractures were revealed which led to the concept of channel flow model (Tsang et al.
1991). However these experiments have been conducted in very deep formations over 100
meters with the primary aim of exploiting such areas for the storage of radioactive waste.
The behaviour of fractures under such conditions may not be similar to those in shallow
aquifers usually of interest to potable groundwater assessment. There has also been field

tracer experiments in shallow aquifers reported in the literature, Raven et al., (1988),
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Novakowski and Lapcevic (1994, 1996). However these workers have also employed
induced-gradient or forced advection tests. While this approach is very economical, it
does not mimic the natural transport behaviour of solutes that are observed with time and
in space. Raven et al. (1988) observed that induced gradient tests were likely to
underestimate dispersive characteristics of fractures under natural flow conditions. At the
moment knowledge of solute transport in shallow fractured aquifers severely lack behind
required knowledge. The need for comprehensive field studies on different subsurface
media especially those in fractured porous formations that supply potable water has been

a major recommendation by many authors.
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Chapter 4

The Field Experimental Study

4.1 Introduction

This chapter presents the experimental field study of the hydraulic behaviour and solute
transport mechanisms in a typical aquifer in the vicinity of St. John's, Newfoundland.
The various sections present a detailed description of the experimental site, the site
geology and hydrogeology and the experimental procedures involving in situ permeability
testing, groundwater level monitoring, and two natural gradient tracer experiments. The
conceptual, qualitative and quantitative insights obtained from this investigation are also
presented. The site investigation was thought necessary to help understand the
mechanisms that contribute to the transport of contaminants in groundwater. Practical
field data will also be available for testing numerical models for solute transport analysis

in this type of aquifer.
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4.2 General Location and Description of the Test Site

A detailed description of the experimental site can be found in Ivany (1994), but will be
summarized here for completeness. The site is located on 47° 31 north and 52° 47 west
of St. John's, in the Avalon Peninsula of the province of Newfoundland, Canada (Figure
4.1). The site is part of the Agriculture Canada Research Station situated within the
Waterford River basin (approximately 61 km? in area) and on the eastern boundary of the
city of Mount Pearl. The test site covering an area of approximately 1.6 hectares has been
previously used by Ivany (1994) for the study of agricultural waste infiltration into the
groundwater. The surface grades gently towards the Waterford River Valley and hence
surface drainage flows in that direction. Figure 4.2 shows location maps of the site and

test area marked plot 7B.

The climate of the Avalon Peninsular is very much influenced by the cold Labrador
current from the Arctic circle and to a lesser extent by the warm Atlantic drift. The local
weather pattern is controlled by the numerous bays and inlets with little evaporation and
general cooling effects caused by the prevailing westerly and south easterly winds in the
region. Solar and terrestrial radiation is greatly reduced by frequent cloud cover and fog
in many times of the year. Mean annual temperatures are about 5°C with average yearly

precipitation of 1595 mm (Ivany 1994).
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Figure 4.2 Layout of the experimental site (after Ivany 1994)
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4.2 Surficial and Bedrock Geology

The surficial and bedrock geology of the Avalon Peninsula has been a subject of intensive
study over the past twenty years (Batterson 1984, King 1990). The general geological
structure consists of a thin overburden underlain by fractured sedimentary bedrock. The
surface mantle overlying the bedrock is of glacial origin. Batterson (1984) has observed
that in general the overburden is dense and poorly sorted with very little clay content.
Glacial loading is known to have caused the overconsolidation of this layer resulting in
hydraulic conductivity values lower than similar tills. The thickness of the overburden is
less than three meters in many places. In a detailed geotechnical investigation conducted
on the overlying glacial till at the test site Ivany (1994) obtained average values of specific
gravity of 2.63 and in place bulk densities of 1.69 g/cm’ respectively. Analysis of particle
distribution suggested that the overlying till material is poorly sorted with little or no fines.
Such findings confirmed the general observations reported by Batterson (1984) and King

(1990).

The bedrock geology in the Avalon Peninsula has also been studied in detail by King
(1990). The underlying bedrock is known to consist of a thick sequence of precambrian
volcanic and sedimentary rocks and trace fossils forming a typical feature of the Atlantic
realm. The bedrock geological structure consists of thick relatively unmetamorphosed

precambrian succession. The St. John's area is located in one of the four main geological
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classifications called the St. John's group. This constitutes a continuous conformable
sequence of grey to black cleaved shales and grey buff sandstones throughout the Avalon
Peninsula (King 1990). The St. John's group has sub-classifications according to local
variation of their internal structure. The experimental site is located in one of these called
the Fermeuse formation which is generally composed of grey to black shales, sandstones
and siltstones. Numerous sedimentary and tectonic faults are known to complicate the
internal structure of the Fermeuse formation . The bedrock is characterized by major
plumbing folds, bedding planes and fracture zones with slaty cleavage (King 1990).
Observations from road cut surfaces and rock outcrops near the site show the extent of
fracturing and the random nature of the fracture orientations. The mineralogical
composition of the Fermeuse formation consist of albite and quartz with traces of calcite

and dolomite (King 1990).

4.3 General Site Hydrogeology

The site hydrogeology is influenced by the surficial and bedrock geology described above.
The thin, compact, poorly sorted overburden with little clay content in general does not
exert critical influence on the ground water regime in the area except for local hydraulic
recharge. However, the well cemented bedrock characterized by slaty cleavage controls
the hydrogeologic pattern by acting as the main conduits for groundwater movement. The
primary porosity of the bedrock material in this area is very low. Gale et al. (1984) noted

that sedimentary bedrock units in this area are very well cemented giving rise to low
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giving rise to low primary porosity and permeability values close to those of metamorphic
and granitic rocks. In general, the hydraulic characteristics are highly influenced by the
inter-connection of the different joints and open bedding planes which form conduits for
groundwater movement. An aquifer pumping test was conducted in wells located very
close to the site by Gale (1993, personal communication). Using well log and drawdown
data the fractured bedrock aquifer at the test site was classified as confined with little K
value. It was noted that the fractured aquifer is sandwiched between low permeable basal
till on top and impermeable black argillite rocks at the base. The thickness of the aquifer
at the pumping location was estimated to be 3.6 m thick. As a result of the lesser
influence of the overburden on the general hydrogeology of the area most of the present

study reported in this thesis was focused on the solute transport behaviour in the bedrock.

4.4 In Situ Assessment of Site Hydraulic Characteristics

4.4.1 Hydrogeologic Testing and Monitoring

A preliminary assessment of the hydraulic characteristics of the test site was conducted
using in situ tests in monitoring wells. There were twenty five standing pipes installed at
the site as part of the study performed by Ivany (1994). This initial study involved in situ
testing for hydraulic conductivity, groundwater level monitoring and study of background

chemistry of the existing groundwater. The purpose of this was to provide an estimate of
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aquifer parameters that will help to predict the rate and direction of tracer movement and
also understand the groundwater chemistry. A number of falling head permeability tests
were performed. Data from these tests were analyzed using conventional Hvorslev shape
factors and the direct method proposed by Chapuis et al. (1981). Hydraulic conductivities
obtained for the overburden glacial till ranged from 1.5x10™ to 5.5x10* cm/s. However
estimates of hydraulic conductivities obtained by using the piezometers installed in the
bedrock was found to vary over a range of 3 orders of magnitude (from 10 to 10”7 cm/s).
Statistical analysis were performed and the hydraulic conductivities were found to follow
a lognormal distribution. The geometric mean of 6.0x10 cm/s was obtained and the
coefficient of variation was found to be greater than 1.0. There were distinct variations
in hydraulic conductivity values measured in the fractured bedrock across the site. Based
on the hydraulic conductivity distribution the site was divided into two parts, the northern
part and the southern part (Figure 4.3). The values from northern part were consistently
higher than southern part. A geometric mean of 2.6x10* cm/s was obtained for the north
compared to 1.0x10”° cm/s for the south. However one monitoring well (#13) located on
the northern part indicated a hydraulic conductivity value (1.1x10° cm/s) close to the
average value for the southern part. A summary of the hydraulic conductivity distribution

across the site can be found in Appendix A, ( Table Al).
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The surface topography of the northern part was found to be more uniform with gentle
gradient and was selected to be the location of the natural gradient tracer experiment. The<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>