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ABSTRACT

A surface seismic profiling (SSP) reflection survey from south-central Alberta in
Westemn Canada 1s reprocessed with the intent of ditferentiating between on-reet reservorr
and oft-reet non-reservorr rocks of the Devonian Nisku Formation. The assoctated seismiv
resolution s fundamentally low due to large seismic wavelength. thin reservorr formation.
and large target depth. The reservotr response is also weak refative to strong mpedance
contrasts associated with the overlving clastic-carbonate-evaporitic stratigraphy. Hence. the
reservoir identification component ot seismic interpretation is based largely on subtle
changes in data character and event iming. For such an exploration play, where geology is
contormable to the method. conventional common midpoint (CMP) processing objectives
include obtaining the maximum trequency bandwidth and true relative amplitude (TRA) in a
surface consistent manner. However. since the primary indicators can be distorted by near-
coincident multiple retlections generated by mechanisms that may vary lateraliy in timing
and magnitude. 1t is necessary to distinguish between primary and multiple arrivals based on
a combination of indicators including ditterential moveout. predictability, comparison with
well log svnthetics, and evaluation of vertical seismic protiles (VSP). The nature of the
multiple determines whether conventional SSP methods can be adapted to multiple
suppression. but existing techniques have been less than successtul in the identification
and. or suppression ot significant multiples without compromising Nisku target response.
The basis ot this thesis research is to review CMP methods as applied to a particular Nisku
SSP response. and to determine whether a practical solution to the multiple problem can be

reached by integrating log and VSP wellbore data with SSP data. Because constraints on



multiple energy are realisable when VSP data are incorporated. and since the available well
control coincides closely with the SSP data, VSP analvsis and multiple reflectivity inversion
are considered as design criteria tor an adaptive approach to multiple identitication and
suppression.

The methodology emploved in this analvsis of Nisku reflectivity involves application
of basic ime-sequence analvsis tools and standard seismic processing tools as related to
seismic wave propagation within a layered carth. 1t will be shown that mulitiple energy can
be identified in SSP data using hyperbolic semblance velocity analysis, range-hinited stacks,
and trace autocorrelations. Further. it will be shown that V'SP data can be used to wdentity
the same multiple energy and also to identity the mechanism responsible tor the multiple
retlection, For this particular Nisku study. the conventional methods of multiple suppression
by prediction and moveout discrimination are evaluated atong with an adaptation of a least
squares inversion method. All methods tace limited suceess due to the nature of the multiple
contamination. but the overall analvsis complements Nisku interpretation and thereby

improves likelithood ot drifling success.
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CHAPTER 1. INTRODUCTION

Nisku reet plays within the Devonian carbonate environment in Western Canada
have proven to be challenging targets tor conventional seismic applications. The assoctated
hvdrocarbon indicators are unpredictable since only subtle vartations in seismic response
exist between on-reet and oft-reef situations. This interpretative ditficulty exists in part
because ot the relanvely low reservoir retlectivity compared o the dominant reriectors,
Also. the temporal resolution required to distinguish reet build-up trom open marine or tight
carbonate settings is often not available with surface seismic profiles (SSPy due o limited
frequency content. These inherent difticulties are compounded by the superposition of
spatially variant interbed and surface-related multiple generating mechanisms, Given that
Nisku reets are host to signiticant hydrocarbon reserves. it 1s essential to improve the
interpretability of conventional SSP data under these adverse conditions. Henee. the
application ot conventional imaging methods to a particular Nisku seismic experiment torms
the framework for this thesis. Since the goal of seismic imaging is to recover a true earth
retlectivity sequence from which to extract direct hvdrocarbon indicators, data
characteristics must be utilised appropriately during processing to identify himitations in the
methodology arising from validity ot assumptions. Given that many processes assume that
multiple reflections are absent from the signal, the goal of this thesis is to adopt a processing
strategy that seeks to provide retiable Nisku hydrocarbon indicators in such cases.

The Lower Nisku formation and adjacent geologic members are too thin to be well
resolved by realisable seismic wavelets propagating at high velocity with low temporal
frequencies at large depth of burial. This requires that subtle changes in scismic response

(waveform character, timing, and amplitude) must form the basis for reservoir facies and



porosity distinction. Preserving these hydrocarbon indicators using the common midpoint
(CMP) method relies on retention of optimum bandwidth during processing for surtace
consistency in true relative amplitude (TRA). retraction statics. and wavelet deconvolution.
INSIGHT "™ and SU "M software is used for seismic processing. GLI "™ sottware is used to
invert SSP first break picks for a refraction static solution and for a meaningtul near surface
model. bvents picked during velocity anatysis must be vahdated as primarics to ensure that
stacking will improve resolution and signal-to-noise (S N) fevel by multiple attenuation,
Adaptation of oher multiple suppression techniques based on identiticd multiple
characteristics during CMP and vertical seismic protile (VSP) processing will further reduce
nterpretation pitfalls.

In general. multiple attenuation methods are adapted 1o the ditterential normal
moveout (NMO) behaviour between primaries and multiples. Multiples generally have
greater NMO than primary retlections. The CMP stack process in x-t space acts as
moveout tilter by preferentially enhancing near-zero wavenumbers. When primary NMO
correction is applied. multiples are usually over-corrected for NMO and attenuated as
coherent noise. IF correct NMO is assigned to multiple events. local primaries are attenuated
instead. Depending on the relative signal levels and difterential NMO between both events,
stacking may not provide sufficient attcnuation and two-dimensional (2D) tiltering or
predictive deconvolution is applied adaptively. Surtace related and longer period multiples
spend more time in shallow lower velocity media hence may exhibit signiticant moveout
relative to NMO corrected primary energy. Such cases can be treated by trequency-

wavenumber (f-k) or Radon transtorm (tau-p) separation.
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For shorter period multiples that travel in faster media or without significant angular
companents. difterential NMO becomes smaller and prediction can be implemented on a
post-stack basis under normal incidence assumptions. Multiple energy and fateral variation
in periodivity are identitied locally by use of trace autocorrelation. The success of the
method requires that significant primary cnergy components be excluded tfrom operator
destgn lags. Pre-stack prediction may require oftset dependent operator design or oftset
limitation to adapt to ditterential NMO, but 1s advantageous sinee stacking may enhance
S N to a higher level than post-stack prediction. For offsets contorming to normal meidence
(constant multiple period with ottset). prediction should be applicable to both pre-stack and
pust-stack SSP data.

An industry data set from Alberta is analysed tor Nisku Devonian reet seismic
response. The wellbore data associated with this case study represent a 133 success ratio
based on the timing and amiplitude response of a 2D SSP protile. Nisku well control tor
three distinet reservolr environments exists in the form of sonie and density logs, and VISP,
Synthetic scismograms for non-porous shelt. porous reet build-up. and shaled-out
embavment facies suggest that interbed multiples are significant in the CMP stack.
Processed CMP gathers at these locations indicate small difterential multiple NMO relative
to the co-incident primary. a trait tvpical of a short period interbed mechanism. However,
VSPs at well locations directly indicate the presence of a near-surface peg-leg multiple
generator. [ this mechanism involves reverberation between topography and the base ot the
weathering layer. then a peg-leg multiple could display moveout similar to its primary
counterpart as depicted by Snell’s Laws of reflection and retraction for the low velocity

layer. When weathering thickness changes laterally, the near-surface TWT delay varies



signiticantly relative to subsurface interbed delay associated with taster media. Lateral
analysis ot multiple generation indicators becomes more ditficult as svstem complexity
increases. Signiticant multiple moveout identified at an oft-well CMP location may be due
to lateral variation in the ray-path geometry of the surfiace mechanism. or to subsurface
interbeds dominating multipic response tocally. Impedance contrasts within this Nisku
svstem can result inoa seismic response that 1s non-hinear m reflecuy ity as titustrated by
Robinson (1967). and thereby multiples can oceur with significant energy relative to primary
retlections. The svstem may appear non-linear due to the superimposing ot different
multiple generating mechanisms. The relative strength of contributing mechanisms under
both circumstances can be expected to change as lateral changes in the gencraung geology
oceur. Multiple suppression should be based on an understanding ot the complexity of the
combined transmission and backscattering ettects on such a response.

Multiple identification and application of conventional methods sutter from a
combination of methodological faitures in this Nisku study. First. multiple periodicity as
deduced tfrom the autocorrelations of svnthetic seismograms based on well logs appears
somewhat chaotic, partly because the frequency spectrum of the primary retlectivity Ruin s
non-white within the seismic bandwidth and possibly due to lateral changes in mechanisms
and or mechanism timing. This makes prediction distance criteria difticult to define and
brings into question the validity of prediction tor multiple attenuation. Secondly, ditferential
NMO between the multiple and adjacent primaries is small duc to the geophysical nature of
the mechanism. This makes velocity filtering difficult to implement, and makes CMP
stacking insuftficient for multiple suppression. To deal with this multiple problem. two

alternate methods are used in an attempt to define the mechanism and thereby determine the
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most appropriate multiple attenuation technique. The VSP corridor stacking technigue
(Hardage. 1983) indicates prediction distance for deconvolution operator design at well
locations. The inversion tor multiples method (Lines. 1996) attempts construction of a
reflectivity spike sequence to complement multiple identification and suppression, and the
method does not rely on the assumption of system linearity.

Reflectivity inversion is applied under tterativ e least squares formadisin. This is
attempted using a maodified algorithm implementation as desvceloped by Lines (1996). This
analvsis requires the earth mode! Ry (1) sequence derived trom logs and SSP weathering
model. a wavelet wit), and the best band-limited SSP estimate of the earth’s normal
incidence full impulse response Ry(t). STRATA ™ sottware is used tor SSP wavelet
extraction. V'SP data provide constraints tor depth-to-time log conversions, a validation
process tor log blocking. and direct multiple identification. It successtul at the well location.
criteria for multiple attenuation technigues could be derived trom lateral extrapolation ot
inverted well reflectivity controlled temporally by seismic horizons and by modelicd near
surface layers. The resulting global retlectivity inversion would be interpreted tor lateral
variations tn multiple generating mechanisms and timing characteristics. 1t the events
credting & muttiple mechanism could be mapped. prediction distance could be monitored
laterally and used to attenuate multiples on SSP data. Alternatively, spectral division
deconvolution can be used to shape the inverted impulse response Ri(t) to the inverted Ry(t).
Unlike the predictive method, this technique attempts to remove multiple energy from the
same autocorrelation lags as occupied by colour in Ry(t) while preserving the colour at
relative amplitude. These techniques are considered and tested for robustness in the

improvement of seismic resolution where applicable.



I.1 Western Canadian Devonian Petroleum Reservoirs

The Upper Devonian geology of the Western Canadian Sedimentary Basin (WCSB)
in Alberta is spread over tour units, cach hosting carbonate reservoir zones. The first unit in
the stratigraphy (Figure 1.1.1) is the Wabamun Group and the second unit is the Nisku
Formation ot the Winterburm Group. The third unit, torming the Southern Alberta Sheltl s
the Ledue Formation ot the Woodbend Group. This tormation 1s replaced by the Ircton shale
basinward. The tourth unit is the Swan Hills Formation of the Beaverhilt Lake Group. The
reservoir zone associated with the present study is 1in the Lower Nisku in south-central
Albert.

The Nisku Formation consists of laterally continuous regressive dolomitised sheit
carbonates of Late Frasnian age (~370 Ma) deposited around the Winterburn Basin during
arid climatic conditions. This unit extends across Alberta and Saskatchewan in Canada. and
across Montana and North Dakota in the United States. Oil and gas occur in the Nisku under
a vanety of trap conditions. An exaggerated geologic cross section (Figure 1.1.2)
exemplities Nisku pinnacle-istand reets which are tamous for containing oil in dolomitised
bank edges. Pinnacle reet formation is controlled by basin slope location, but other factors
contribute to reservoir tormation. These are described geologically in the AAPG Memoir
series (Vail et al, 1977). A general overview of WCSB hvdrocarbon production trom the
Nisku can be found in the CSEG. CSPG Geophysical Atlas (Rennie et al. 1989). Kuhme
(1987) discusses the economic importance of Devonian reefs. the present state ot play. and
ofters an outline ot reet distinction criteria. While publications on the seismic detection of’
limestone reets are common. studies on distinction of porosity are rarely published (eg.
Fraser and Jain. 1988). This may be for good reason. since the scismic method ofters little

6
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Figure 1.1.1. Regional stratigraphy of Upper Devonian Geology (left) from the WCSB in Central
Alberta. The Nisku SSP/VSP multiple case study presented in the text is from southeast of

Calgary (right).
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detection criteria in many cases as proven by poor success ratios experienced in industry
drilling programs.

The scismic objectives in this Nisku study are two-told. The tirst objective is to
identity the lateral transition trom carbonate shelt to embavment. while the second objective
is to identity porosity. On the shelt. a stratigraphic trap is created by a tight Upper Nisku
overlving the Lower Nisku which contains zones ot porous dofomitised carbonate within
non-porous unaltered carbonate or altered carbonate having anhydritic fill. At the shelt slope
transition. Nisku carbonates are replaced at the same stratigraphic level by Nisku shales off
the BEast Winterburn Shale Basin. The lateral facies distinction between tight shelt. porous
reservoir, and embayment may be identitiable from stacked seismic data on the usual basis
of amplitude and-or trequency change. or by acoustic impedance inversion. Pre-stack SSP
data may also be used to identity lithology on an AVO basts. However. frequency content of
conventional seismic profiles may be insutticient to resolve the key seismic retlectors and. or
the shelf slope transition geometry. Also. multiple retlection interterence is i potential
problem in non-clastic seismic stratigraphy since subtle amplitude discrimination criteria
may be masked. Methods ot muluple suppression and inercased bandwidth may help o

dertve better reet porosity discrimination criteria.



1.2 Data Processing Objectives

The solution to the Nisku interpretational problem in this case study relies on CNP
processing of SSP data to provide porosiiy criteria. The most conventional of these eriteria s
the amplitude and character associated with a CMP stack tor which TRA has been preserved
with high S N ratio and maximised bandwidth. The tundamentally low resolution s
cnhanced by extension ot high-end bandwidth. while character intformanon 1s enhanced by
overall bandwidth, However, care is required to maximise the number ot octaves within the
seismic bundwidth since other events are recorded along with primary retlections, making it
ditticult o maintain sutticient S N, Henee, the ettectiveness of CNMP methods in the
treatment of seismic noise will determine the quality of porosity and or facies distinetion
criteria in this geologic setting.

The key w increasing Nisku resolution rests with restoring and maintaining high
trequency spectral content. Deconvolution operators, H applicable. must be designed trom
X-t arcas ot Jow seismic noise in a surtace consistent manner. Optional spectral enhancement
techniques are less constrained by local geology but some phase adjustmient criteria must be
detined. Maintaining high-cnd bandwidth in the stack relies on optimised static corrections
and moveout estimation. which are inherently related processes that determine the vahidity
of the CMP stacking assumption.

Extension of the low frequency intormation is difticult when surtace modes interfere
with retlection events. For this Nisku study. shot holes have been drilled consistently to a
depth of 24m to reduce air blast from hole blow-out. and geophone arrays provide surtace
wave attenuation. This is important since stacking may not attenuate low frequency band-
limited coherent noise. Anti-alias spread design attempts sufticient sampling of refraction
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energy which can be reverberative, and aliased noise trains are difficult to remove without
compromising primary amplitudes. However, deep shot holes that do not penetrate the sub-
weathering laver may introduce spatially variant wavelet ghosting given sutticiently fow
and variable weathering velocity at the shot location. For this reason, whitening
deconvolution design should attempt to remove any ghosting eftect by extending the
operator fength to include waselet ghosting based on uphole imtormaton. Retraction
analvsis must assume that the shot has not penctrated the weathering layer so that first
breaks represent retraction within a lavered carth. The main SSP duta processing objective is
to generate conventional gathers processed surtace consistentiy for statics. TRAL and

wan elet deconvolution betore application of tine-tuned stacking velocity analvsis. Each ot
these basic processes is important in the preservation of subtle variations in the seismic
FeSPonse.

While realisable bundwidth may remain insutticient to detect the lateral change trom
cmbayment to shelt tacies on the basis of character, amplitude anomalies may exist due to
changes in lithology with or without porosity changes. Also. pre-stack gathers may be
analyvsed tor AVO response as a hvdrocarbon indicator. However. interbed and surtace peg-
leg multiple energy modes are suspect at the same stratigraphic level as the primary reet
response. making amplitudes unreliable (Lu and Lines, 1995). The common processing
sequence is to detect and suppress the multiple energy using conventional surtace reflection
methods. but these approaches may not be appropriate for specific Devonian reef targets.

For this case study. a thick surface weathered laver requires that shot holes be drilled
to a depth on the order of four times the standard industry depth. Given typical velocitics

encountered in the near-surtace. this suggests that this layer has the potential to act as a
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surtace peg-leg multiple generator. Assuming that deconvolution corrects for wavelet
variation due to shot burial. weathering traveltime at the receiver location should indicate
prediction distance tor peg-leg attenuation. At the same time. well bore log and V'SP data
will be processed to evaluate multiple problems which are interdependently related to SSP
processing. The applicabitity of various multiple attenuation methods to identitied mulupie
probiems will be assessed tor methodoiogical probiems. The best approach wiii be appiied

in the most appropriate data domain in conjunction with standard SSP processing methods,

1.3 Modelling and Inversion Objectives

The processing and interpretation of the scismie response from any structural or
stratigraphic exploration play may be complemented by physically meaningtul constramts
from a variety of sources. The applicability of each tvpe ol constraint to the problem at hand
rests predominantly with availability. Typically. a subsurtace geologic model of some
reliability and detail will exist, and possibly some form ot well bore log survey could be
extrapolated laterally into the model. To improve the interpretative nature ot the CMP
response. these sources ot data are used to pertorm torward modelling. These results may be
further complemented by other geotechnical evaluations, and generally the success ot the
method depends on the sensitivity of the seismic response to model parameterisation. Once
model has been created. least squares optimisation techniques provide adjustments to the
maodel parameters based on the real data. Recent improvements in computing power have
allowed realistic application to the scism-ic method. Subtle variations in the CMP seismic
response. when complemented by inverse modelling techniques that incorporate well and
VSP data. may torm a basis of discrimination between on-reef and oft-reef settings.

12



Forward modelling has been applied tor Devonian amplitude versus otfset (AVO)
response. Lu and Lines (1995) have illustrated that AVO analysis may otter a basis tor
distinguishing lateral facies changes in the Nisku. Forward AVO modelling under rull
reflectivity tincluding multiples) may enhance the usctuiness of AVO attribute stacks as
generated from the multiple contaminated data. However. sinee tull retlectivity modelling
under AVO T sottware 1s limiated to one laver with overburden. the results are not readily
applicable to Nisku exploration. Alternatively. a radial trace model that includes Zocpprits
calculations and tirst order multiples could be generated and examined tor AVO effects,
possibly constituting a more valid criteria tor AVO analysis. Because offsetis unvolved in
the torward modelling of AVO cttects. more parameters are involved and sensitivity
increases. making inverse modelling less reliable and not a standard component of AVO
analvsis. Instead. instantancous attributes (or raw amplitudes) trom near-ottscet stuck data
tollowing predictive multiple attenuation designed under retlectivity inversion and or VSP
criterta may be a more robust tool tor reservoir distinction than AVO analvsis i this Nisku
case.

Lcast squares parametric reflectivity inversion for multiples has been applied
succeesstully to synthetic data (Lines, 1996). The method first generates a synthetic impulsce
response using a known wavelet w(t) and a primary retlectivity sequence Rp(t) defined by
fixed reflector positions. Then. Ry(t) magnitudes were altered and inversion converged to the
correct solution under conditions of non-linear retlectivity. However, when applied to real
data. the parameterisation process is critical due to uncertainty in retlectivity timing. number
of layers. and surtface contribution to multiple generation. The impedance sequence I(t)

derived trom well log impedance temporally constrained by VSP checkshots provides the



best model blocking information for generation of Ry(t). The blocking process is validated
by dominant upgoing retlections as identified on VSP data. and STRATA "M is used for
optimal estimation of w(t) tor inversion. [t successtul, w(t) can also be used tor tilter design
to shape stack spectra to that of the inverted primary synthetic. This matching tilter would
artempt to remove all multiple eftects at once and should work well for windows containing
one multiple wavetorm. Prediction may benetit from the analysis if prediction distance and
multiple mechanism can he identitied tor operator design. However, when coloured primary
reflectivity occupies the same autocorrelation lags as the multiple. most hope is placed ina
matching tilter operation to preserve underlying primary encrgy at relative amplitude.

Normal incidence modelling by data integration will be analysed tor muliple
gencrating mechanisms that distort the targeted petroleum reservoir facies, Success off
parametric reflectivity inversion for Ry(t) at well focations qualifies multiple mechanisms
interred during VSP and CMP processing. Nisku interpretation should be improved away
trom wells using primary response improved in amplitude and character by logical
application of multiple attenuation methods. Resolution may remain insutticient tor accurate
lateral extension ot the inverted Ry(t) model timing by mapping dominant near-ottset
scismic horizons, but acoustic intformation trom well logs can be intuitively incorporated
into the model to provide sufficient layering. This approach may compensate tor low
resolution ina 2D inversion. The most significant reason for inversion failure may be lack of
intrabed delay associated with blocky models. In this Nisku case study. success ot this
method was limited to an appreciation t'o.r the multiple-generating role ot dominant

reflectors in the CMP response.



In summaryv. the research goal of this thesis 1s two-told. The primary goal 1s to obtain
rcliable hvdrocarbon indicators from SSP data. The secondary goal is to integrate wellbore
information into this process. The methodology used in accomplishing these goals involves
deriving a unique strategy tor the application ot available signal processing technigues in the
imaging of a particular Nisku SSP experiment. The goals ot this thesis do not neeessarily
demand the development ot exciting new theory or teehnoiogy, but instead the wpic of
multiple attenuation must be thoroughly analysed in unison with the physics of seismic
imaging and the implementation of procedures available to improve signal-to-noise ratio in
seismic data. Considerable etfort is directed at attacking the ditficult problem of identitving
and removing multiple retlections in seismic data. This requires the creation ot good
graphics to support the scientifically sound discussion and documentation of multiple
suppression and improved image quality as related to a particular Nisku SSP experiment.
Thorough exploration of the problem will require that many small nuances be investigated

tor importance.



CHAPTER 2. PROCESSING METHODS FOR SURFACE SEISMIC PROFILES

Surtace seismic profiling has become a standard method in the geophysical detection
ot oil and gas reservoirs. The objective of the processing strategy applied to tield data is to
provide a response trom which hydrocarbons can be detected. This will generally depend on
Jata quality, target depth. and target characteristies. For land SSP acquisition, processing is
applied to remove sigral distortion caused by wavelet propagation (deconvolutioni. to
remov ing the ditferential time delay associated with lateral variation in the surface low-
velocity layer (statie correction). and to remove the differential time delay associated with
increased travel path due to oftset (normal moveout). Following the application ot these
processes, signal level 1s increased by summation (stacking). The deconvolution process
attempts to maximise signal bandwidth, while static and dynamic corrections are essential to
preserving this bandwidth in the stacking process. The objective of this chapter is to seck an
appropriate processing strategy that incorporates these tundamental processes into an
assessment ot data quality and multiple interterence. Conventional multiple suppression
techniques are presented. and amplitude versus oftset (AVO) analysis is discussed in
relation to porosity distinction under conditions ot multiple contamination. The goal is to
produce a seismic response from which hydrocarbon discrimination criteria can be derived
while maintaining the integrity of the seismic signature ot the Nisku.

The SSP processing strategy adopted in this study serves to investigate multiple
contamination and conventional multiple suppression over the extent of a Nisku survey.
Data gathers are prepared using a trace binning strategy to simplity lateral performance
analysis. Windowed SSP trace autocorrelations (both before and after stack) and velocity

spectra are utilised in multiple identification. The characteristics of the data will indicate the
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usefulness ot conventional suppression techniques. The success of the suppression will
determine it CMP gathers can be used in conventional AVO analysis.

SSP data tor a Devonian Nisku reet prospect are assumed to be contaminated by
multiple interterence at the target zone. VSP analysis (Chapter 2) will be used to contirm
whether multiple generation oceurs in the near surtace. Since shot holes are drilled w a
depth ot 24m to reduce surtace wave contamination, the thick weathering layver is suspect.
Smoothed uphole intormation limits surface velocity to the range 600-900m s, Under this
constraint. first break inversion indicates a weathering thickness of 24 10 40m. or a two-way
weathering delay ot 70 to 120ms. A sub-weathering velocity of 2700m s suggests i
retlection coefticient ot 0.6, making the weathering laver a very efticient peg-leg multiple
generator. Given the large veloeity contrast at the base of weathering. Snell’s Law predicts
that the only energy transmitted beyond the weathering zone originates trom small angles of
incidence. The large velocity contrast produces a lot ot retraction and most ot the energy is
taken up in the higher angles ot incidence. Refraction from a horizontal base of weathering
is the main assumption behind refraction static corrections applied to SSP data. often vahd
under conditions of layvered geology in the WCSB. When the weathering layer is bounded by
horizontal topography. raypaths tor reflections and their reverberations will represent
propagation at ncar-normal incidence. Under these conditions. the periodicity ot a peg-leg
multiple i1s expected to remain consistent for near ottsets. Hence. SSP near-ottset data can
be processed for multiple removal by predictive deconvolution. The procedure may otter a
viable approach to the multiple problem in such cases. Secondary interbed multiple
mechanisms may require suppression methods based on difterential moveout relative to

near-coincident primaries. or based on other criteria.
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2.1 SSP Geometry, Scaling, Statics, and Deconvolution

The SSP method involves propagating acoustic energy trom a surface seismic source
into a geologic haltspace and recording retlected energy by means ot surtace mounted
geophones. These signals are recorded as a function of time (1) and lateral ottset (x) trom the
source and can provide insight into distributions of various carth propertics. the most
fundamental of which is the relative magnitude of contrasts in acoustic impedance ot
reflecting boundaries. To quantity the relative partitioning ot energy at an acoustic interfice.
the carth primary retlectivity function R0, .p.a) is detined (Zoeppritz, 1919) in terms of
angle of incidence (8) and layer properties of compressional velocity (). shear velocity ().
density (p). and Poisson ratio (). In the case where reflected P-wave amplitudes represent

normal incidence propagation (Figure 2.1.1). the equation for R, simplifies to

Rp=(1:-1) (1= 1) where laver impedance (1) is detined by the product pra. For a complete
discussion. reter to Robinson and Treitel (1980). When the real carth can be reasonably
represented by o horizontally stratitied homogencous laver acoustic model. the traces can be
processed as gathers sharing common midpoint (CMP) between shot and receiver (Teltord
ctal. 1977). This method yields enhanced estimates of the carth R, tunction front which
other properties such as porosity and structure may be interred. For reliable interpretation ot
this response, CMP methods applied to SSP data must accommodate limitations due to data
quality and validity of assumptions regarding the nature ot the earth model and the
propagating wavelet w(t).

Processing methods for SSP data follow trom the idea of data multiplicity associated
with CMP acquisition (Figure 2.1.2). In the CMP method. the receiver spread typically
moves relative to a central source location, At some point in the processing stream. traces

]
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A. =incident p-wave amplitude

A. =reflected p-wave amplitude

A =transmitted p-wave amplitude
1. =incidence layer impedence

I. =transmission layer impedence
R=reflection coefficient= A. / A
T=transmission coefficient= A,/ A,

Energy is proportional to I A®

Er/ E= (Ar/As)2= R2 El/ El=(I!/I|)(Al/Ai)2= (I!/I.)T2

For conservation of energy 1=E.+E=(I1/I.,)T°+R’
T*=(x./1.)(1- R

Since the quantity (1 - R®) does not change with direction, transmission
efficiency is determined by impedence ratio.

Figure z2.1.1 Normal incidence pattitioning of plauc wave oRErgy al o al o acoildstle intertacas
within horizoncally layvered media,
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are sorted from common shot (CSP) gathers to CMP gathers to facilitate processing and
stacking, the main advantage being that the subsurtace volume sampled by retlection
raypaths is minimised in the CMP domain. Since this helps obviate differences in traveltime
with offset direetion, typical pre-stack velocity analvsis and multiple suppression methods
are applied to CMP gathers as opposed to CSP. However. since conventional fand SSP
acquisition emplovs a shot pomt tor every N geophone stations, CMP told 1s reduced
relative to CSP told and aliasing becomes a concern. hoth at tar ottsers where retlection
moveout is greatest, and at otfsets where surface modes are present. This may require the
use ot groups of CMP's sorted to common absolute oftset (COF) gathers, a routine pre-stack
analysis domain for land acquired SSP data. The misleading term 'COF stack' is used in
industry to represent supergathers created by binning a sufticient number ot adjacent CMVP
gathers o represent all ottsets and then sorting on ottset before summing within single
absolute-ottset bins. The number of CMP's included in a COF gather depends on the binning
strategy (Figure 2.1.3). To achicve receiver spacing in CMP gathers when a shot oceurs at
every Nth receiver requires that N adjacent CMP's be gathered. but 2N CMP's are usually
binned to obviate gaps in shooting geometry. (In this case study. receiver spacing 1s 1 7m and
shot spacing is 85m prompting for 10 CMP binning). Single offset binning minimises
structural, static. and dynamic smearing effects but it S.N is insufticient, then NMO can be
applied and subsequently remaved atter more ottsets are stacked in cach bin. This creates an
Ostrander gather as commonly implemented in AVO analysis (Ostrander. 1984). and such a
gather can be used to enhance evaluation of CMP oriented processing techniques in CMP

space.
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The PanCanadian Nisku SSP data set was supplied as digital SEG-D shot records
with observers and line-chaining reports. and a digital SEG-PI survey for the straight line
shooting geometry. Following conversion ot data format. CMP pre-processing generally
involves application ot geometry, trace edits. and gain compensation (Yilmaz, 1987). The
combined eftects ot spherical divergence and absorption suggest the use ot a t* gain
recovery but this 1s typieally reduced U for adequate compensation in the WOSB. Irace
cditing is performed interactively with editing criteria and data conditioning determined by
data quality and noise characteristics. CSP gathers are edited under full-band automatic gain
control {AGC) conditions to remove low S N traces in the zone ot interest, while common
receiver groups (CGP) were corrected for polarity reversal in that domain. During editing.
first breaks were picked for refraction static analysis. and variation of scismic noise was
assessed to seleet appropriate regions of data space tor retlection analvsis. As illustrated by a
simplified x-t distribution of events in @ compressional SSP land experiment (Figure 2.1.4).
this region should exclude times for first break energy (events | and 3) and other non-
retlective events such as ground roll.

Design windows used in surtace consistent scaling and deconsyolution should
exclude contaminated regions ot x-t space. [f this is impaossible. or it intermediate processing
would benetit from the removal of this noise, then some rejection criteria are required, Shot
records tor this survey indicate coherent noise in the form of surface trapped Rayleigh
waves (ground roll). reverberating refraction energy (head waves), and other source
generated noise which is largely incoherent. Ground roll and head waves propagate as plane
waves having linear moveout detined by apparent velocity Vyo,=x/t. Usual rejection criteria

tollows trom examination ot data in t-k space where such events with lincar moveout

23



‘ To=normal incidence retlection two-way intereept time

Ti=retraction intercept time
Tuh=uphole time
Ncrit=critical distance
Ncross=crossover distance
Vw=weathering laver velocity
Vsw=subweathering laver veloctty
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Figure 2.1.4 The expected time-offset distribution of events
p-wave SSP land experiment. The direct arrival (event 1} intersects
with the retraccted arrival (head wave, event 3) at the crosscver
distance, and 1is asymptctic to the reflected arrival (hyperbolic,
event 2) at sufficient offset. Total internal reflection occurs at
the critical distance where event 2 intersects with event 3. Later

reflections (event 4) are distributed in x-t space as a function of
velocity distrikbution wich depth.

in a
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transtorm to points along velocity trajectories detined by k. In this domain the nawure of
event aliasing and dispersion can be assessed.

At the embayvment location. a CSP gather (Figure 2.1.5a) illustrates tvpical SSP data
quality tor this survey. Apparent velocity detined by refracted first breaks indicates a three
faver near surface structure. At this location, head waves are non-reverberative and
propagate at about 2700m s 1 3oum. then at 2900m s o the far oftset or 2037m, in the zone
ot interest. data are characterised by strong retlections (hyperbolic events) with interterence
at near and mid offsets by seismic noise. Reflection amplitudes compare with surtace wave
amplitude (reasonable S.N) because arrays are designed to attenuate horizontal propagation.
Residual direct arrival (V5 =860m ) propagates slower than uphole veloeity at the shot
(970m-s) but correlates with uphole velocity laterally (see Figure 2.1.7). High-amplitude
noise dominating near otfsets consists ot coherent air blast (hole blowout) in conjunction
with incoherent anelastic deformation cffects (shot generated noise), as well as residual
ground roll contamination. The lack of well developed air blast (with apparent velocity near
330m.s) is also not surprising since holes are dritled to a depth ot 24m. Overall, a lack of
cohereney is exhibited by this near offset noise tor this TRA display. but the corresponding
t-k spectrum indicates coherency associated with this energy. This noise dominates the low
tfrequency band 0-20Hz, and this energy could be spatially aliased (wrap around in {-k
space). The low frequency retlection response would benefit from the removal of this noise.
The refraction mode 1s identitied in t-k space based on apparent velocity and is well sampled
spatially within the frequency band 0-85Hz by anti-alias spread design. Because deeper
retlections tend to have progressively less moveout than the refraction from sub-weathering

due to Vgys(2) increasing . retlection energy can be enhanced by t-k polygon rejection of all
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Figure 2.1.5a Shot record (top) from the embayment location (stn.
5210) . Gain compensation and total static (fixed datum above topo-
graphy) is applied to bandlimited (12/15-80/95Hz) TRA data. The f-k
Spectra (bottom) shows coherent noise (refraction mode at 2950m/s)
and less-coherent source generated noise, airblast, and residual
qrqndroll (dispersive near-offset low-frequency high-amplitude noise)
which can be removed by f-k filtering to improve shallow analysis.
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energy with Ve Vi, The f-k spectrum (Figure 2.1.5b) shows improved S N but residual
blast noise occupies near-zero wavenumbers (as does retlection energy) and becomes
smeared on the inverse transtorm.

A shot profile from the shelt location indicates how coherent noise varies over the
survey (Figure 2.1.6). Here. the retracted mode is ghly reverberative. and shot generated
noise is strong at near oftsets. Both ot these coherent noise modes appear dispersive in f-k
space., as is expected tor wave propagation within low velocity media. Ground roll appears
to be directional in nature, suggesting a lateral change in surtace conditions and possibly
variation in array attenuation,

Although the seismic noise appears strong relative to retlection energy. the problems
are not severe enough to warrant the usage of f-k enhancement for a final conventional stack
since surtace consistent design windows can exclude the noiwse, Intermediate processing for
an improved near otiset response will benetit trom t-K rejection applied to COF gathers
where events with negative wavenumbers can also be rejected. However. sinee head waves
propagate faster than critical retlections trom the same retlecting refracting intertace. this
shallow retlection and possibly others will be attenuated at sufticient ottset. Since critical
retlections are usually muted betore stack. the normal incidence response should be
improved by -k enhancement following deconvolution.,

Following noise evaluation, surtace consistent scalars were calculated tor TRA
shot receiver normalisation. Near offset fraces out to 357m were excluded. and tar otfset
was limited to 1800m to minimise offset eftects while including the best data and
maintaining reasonable receiver fold tor statics. Bandwidth was maximised at 12:16-80. 100
Hz due to lack ot coherent noise within the design window. Finally, shot and receiver
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Figure 2.1.6 Shot record (top) near the shelf location (stn 6960).
The f-k spectra (bottom) shows three coherent noise components:

1) éliased airblast and/or shot generated noise, 2) dispersive
residual surface mode (ground roll), and 3) dispersive refraction
mode and reverberations. (Refraction energy may appear dispersive
in part due to more than one refracting layer).
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scalars were computed by iterative least squares. These scalars attempt to balance reflection
signal before computation of surface consistent deconvolution aperators, the next sequential
step in SSP processing.

First break retraction analysis is typically pertormed before any phase ettects of
deconyolution are introduced. The data are generaliy scaled using a short AGC window to
heip detine the tirst bieaks, and a down-Kick typicaliy represcents the ieivaction bredk given
industry normal polarity. Once completed. the picks are analvsed tor lateral variation in
timing delay at the shot and receiver due to changes in near-surtace thickness and velocity.
Twvpically. the largest occurrence ot this variation is in the surface weathered layver.
However. since the crossover distance X, 18 generally at least double the weathering
thickness. the direct wave is usually nat well sampled as the first break. This is typical singe
conventional station spacing ranges over 10-30m with one to tive stations in the shot gap.
while weathering thickness may average 1-40m over a line. Instead. uphole times and shot
depths determine weathering tayer velocity, or velocity on the order ot 600-800m s is
assumed in the WCSB.

GLI "™ was used to analyse tirst break SSP times. ereate and update a near surtace
model. and generate static corrections to remove distortions caused by near surface
anomalies (Hampson and Russell, 1984). During first break analysis. the layering and
veloetty properties of the initial model are detined based on manual linear fit to retracted
tirst breaks. Lateral variation in layer thickness and veloeity is obtained by associated
changes in slope and intercept of successive subweathering layers. (Vertical velocity
gradients require curved refraction trajectories hence are not incorporated). In general. the
offset range ot the acquisition geometry sets the limit on maximum retfractor depth tor a
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given velocity distribution, and within this depth range the number of resolvable layers is
allowed to vary by specitying laver pinch-out to zero thickness. In the WCSB. the tvpical
static model consists of 1 to 3 lavers above a hardrock surtace. The picked first breaks
represent refraction from the base ot weathering (at layer 2 veloeity), and base of
subweathering (at laver 3 velocity. or hardrock velocity), The inverted GL1 Y weathering
model and assoctated delay charactenisties ot the present Nisku survey are presented in
Figure 2.1.7.

The torward modelling scheme m GLI "™ uses a rav-tracing approach so that the
geologic model requires smoothing to prevent instability, but consequently sacrificing
resolution. The fundamental ambiguity between layer velocity and thickness suggests a
longer smoother tor veloeity than thickness inorder to attribute rapid changes to thickness.
The recommended depth smoother length is on the order o' 1 15th ot the typical maximum
ottset picked. Smoothing may be applicd to laver thickness or elevation tor equally relinble
statics. Smoothing layer thickness may cause short-wavelength topography to be mirrored in
layer boundaries. although thickness is sampled directly by tirst breaks. Smoothing elevation
causes absolute boundaries 1o be smoothed thereby creating a more geologically meuningtul
model since topography is not expected to be controlled directly by subweathering reliet. in
comparison, a velocity smoother on the order of double the maximum offset picked 1s
recommended.

The GLI ' static calculation method involves downward continuation from
topography through the model to the basé of the decpest layer, then upward continuation to a
seismic reference datum (SRD). This eftectively replaces the derived model with equivalent
thickness at a replacement velocity (Vgi:p,. The static solution after complete inversion
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Figure 2.1.7 GLI surface model topography (a) inverted from 3SSP first

breaks. Smoothed layer 1 wvelocity (b) 1s derived from uphole times

and constant shot depth of 24m. Smoothed laver 2 and 3 wvelocity ic)

is inverted from GLI. Ghosting delavy (d) is compared to smoothed
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consists ot long-wavelength effects from the smoothed derived earth model. including long-
and short-wavelength elevation statics from topography to processing datum. Hencee, the
depth smoother length is also used to distribute statics between short- and long-wavelength
components. but a separate short-wavelength static calculation tollows the model based
correction. High trequency statics still exist since a relatively small number ot favers are
used. and also due to smoothing ot model faver thickness and velocity so that the model
misses detail.

Short wavelength surtace consistent residual staties roll through the spread (unlike
structural components or residual NMO which may be mistaken tor static). so that shot and
receiver components must be solved to correct representative traces within CMP bins. These
statics are computed from static corrected retraction picks as simple surface consistent time
delays in the final residual error, then incorporated into the solution (Wiggins et al, 1976:
Chun and Jacewitz, 1981). This requires good quality picks and sutticient told and oftsct
representation tor all shots and receivers, but may eliminate the need tor residual staties
based on correlation of reflection events.

Following the refraction static analysis. a surtace consistent residual static analysis
attempts to remove statics based on correlation of reflection events refative to the CMP
stack. This requires CMP gathers with equalised and deconvolved amplitudes corrected tor
modecl statics and NMO. Hence. the suceess ot the method depends on signal to noise (S N)
ratio. structural cttects. and problems associated with independent application of static and
dynamic corrections that are inherently related by the time variable in the NMO equation.

Since the quality of the retraction statics solution will eftect coherency in velocity analvsis.
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it is beneticial to sofve high trequency statics using retraction information so as to avoid
iterative reflection statics and velocity analysis.

In contrast to static correction using a tixed SRD and Viypr . the floating datum idea
sceks to minimise the total static applied within a CMP bin by choice ot these parameters.
Following velocity analysis and NMO application, cach CMP is reterenced to a tixed datum
betore v after mute and stack. In tits sense a oating datum will introduce Tadse regionai
structure from a velocity analysis timing viewpoint. but local stacking velocity (Vi)
estimates should be more correct since normal incidence two-way-time (t,) will he more
correct in the NMO equation. Hence. a floating datum is suggested for large variations in
total static. a condition generally assoctated with large changes in topography. Such casces
may also warrant spatial variance in temporal design ot deconvolution operators to maintain
consistent reflection content.

The deconvolution operator design objective is to include the same coherent
reflectors within the design window while excluding surface modes and other zones of
anomalous signal. For near ottsets. low frequencics are dominated by surtace waves.
Reflections undergo trequency dependent absorbtion that increases with frequency. time.
and oftset. Tuning of closely spaced reflections also varies with oftset due to NMO. For
these reasons, high frequency components at maximum offset and low frequency
components at near offsets may bias spectral estimates used in surface consistent
deconvolution operator design. The conventional approach is to include an offset component
in a least squares inversion but generally’this component represents an average over the
entire line. Instead. wavelet spectra may be better represented in the near oftset signal by
avoiding data space suspected ot being anomalous. Refraction and their reverberations
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tvpically exist tor all oftsets. but prc-dcc9nvolution tiltering to remove this undesirable
signal will influence operator design, Wavelet spectra should not be moditied by any tilter
response before operator design. Prior to and after deconvolution. bandwidth should only be
restricted by a low-cut filter which serves to remove bias, and trequencies should be
allowed to extend to a level corresponding to the anti-alias tield filter. Also. provided that
design windows are at least ten tmes the operator fength, spectral estimates are ioss
sensitive to variations in temporal content caused by static etfects. This robustness allows
deconvolution w provide reasonable results in many cases without lateral variation in
operator design.

To assess the appropriateness ot operator design. stacking ot spectra in various
domains before and after deconvolution may be required to determine lateral and temporal
varianee in trequencey content and hence operator design. Operator length is typically chosen
based on short lag values of trace autocorrelation (Sheritt. 198 1), the zero-phase time
response equivalent of trace power spectra. Sinee stacking is a linear process.
autocorrelations atter stack should give the same operator eriteria as stacked
autocorrelations. At increased autocorrelation lugs, otfset ettects of NMO become obvious
and the stack will attenuate these components while enhancing the short lags due to lack of
NMO in the basic wavelet. NMO application will cause wavelet streteh increasing with
otfset. thus distorting the basic wavelet at short lags while longer lags will become more
consistent with oftset and hence stack better. To preserve ottset effects under boosted SN
conditions. it is convenient to assess autocorrelations of COF gathers across the survey.

Once an operator length is chosen. pre-whitening is required to avoid operator instability.
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Appropriate levels can be determined by relative level ot high trequency signal atter
deconvolution. This is best determined by amplitude spectra as opposed to autocorrelations,

Pre-processed SSP COF gathers (Figure 2.1.8) represent slightly boosted CMP S N
conditions for this Nisku study. At the beginning ot line (BOL) and shelf locations.
retractions and their reverberations are a problem at mid and far oftfsets while at the reet.
near oftsets show residual ground-rofl. Shatfow times and small ottsets are considered too
contaminated by noise to be included in design. and a low S N shallow image is expected.
Adthough wavelet spectra require restoratton, tuning eftects in the short autocorrelation lags
appear strong tor far offsets at the reef location suggesting oftset limitation in operator
design. Otherwise, autocorrelations show a somewhat consistent short-tag character over the
survey and indicate that a standard 80ms operator length should be appropriate tor spiking
deconvolution.

When data guality is poor and standard deconvolution design criteria leads to
unstable operators, trace-wise spectral balancing is an option. The RHO filter (Clacrbout,
1983) application involves scaling spectral amplitudes by their powered trequency value (1)
such that power values (y) exceeding unity increase amplitude more for higher trequencies.
Averaged post-whitening spectra would indicate the required powering. A problem in this
method 1s the inability to balance high amplitude spectral components caused by mono-
frequency noise sources or by event tuning. A more adaptive approach involves division of
the bandwidth into several components. each gained by AGC in time betore recompositing
by addition. Relative amplitude can be maintained in time by subsequently removing AGC
eftects. Frequency bands and tapered overlap zones are selected by averaged pre-whitened
spectra. and supported by post-whitened spectra based on recovery ot major spectral roll-
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Figure 2.1.8 Preprocessed SSP common offset (COF) gathers (top) gathered using station spacing
(17m) as absolute surface offset bin size within 10 adjacent CMP’s. Processing stream is gain,
statics, bandpass (12/15-80/95Hz), mean scaling (1.0-2.0s) and front end mute. Autocorrelation
design window (bottom) is 700-1300ms at 34m and 1000-1300ms at 2057m. Basic spiking deconvolution
operator design criteria suggests that a standard 80ms operator length should be sufficient.



ofts. Wavelet phase is not attected. and phase compensation typically requires the aid ot a
synthetic. making this method less attractive for minimum phasc sources than for zero-phase
sources.

Phase adjustment tfollowing spectral balancing could be determined tfrom analysis of
Q filtering eftects using a model based approach aided by VSP processing. Inverse Q phase
compensation could be apphed. and any residual phase could be determined by synthetie
matching. This approach could be attempted without any Q analvsis for comparison. since
constant phase adjustment plus static shitt is equivalent to phase spectra that increases
lincarly with trequency (in analogy to Q). Fortunately. spiking deconvolution provides a
stable well-behaved residual wavelet in this Nisku study. obviating the need tor trequency
domain methods.

Sonie aspects of conventional SSP pre-processing have been introduced in this
section in o general context. The SSP data from a specific experiment have been presented
i the torm of CSP gathers to illustrate the basic events recorded in SSP retlection
experiments, to illustrate data conditions.. and to illustrate details of parameter selection as
appropriate. Further details relating to pre-processing are presented in Chapter 5. The results
from first break analysis were presented in this section to illustrate the potential for peg

a-leg

- -

muttiple generation in the weathered layer. The concept of COF gathers is introduced to
facilitate the assessment of data quality in the CMP domain, and this processing viewpoint
will be carried through the text tor the purposce of evaluating multiples and multiple

suppression.
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2.2 SSP Velocity Analysis, CMP Stacking. and Multiple Identify

Multiple reflections in SSP data can be identificd in a variety of wavs. Hyperbolic
semblance stacking veloeity analysis can indicate multiples on the basis ot moveout. Pre-
stack autocorrelations of x-t (or tau-p) gathers can be used to identify obvious difterential
NMO that results in changing periodicity of events with oftset (or ray parameter). Range
limited stacks can also be used to identity multiple events on a moveout basis, and stack
autocorrelations can be used to identity lateral changes in mechanisms. Windowed and
band-limited autocorrelations from the shallow section are usetul in investigating near-
surtace related multiples (surtace related noise is wide-band in the shallow section).
Multiples may be identitied. but suppression must overcome problems that exist due to
wavelet nonstationarity. low SUN. more than one multiple mechanism. coloured primary
retlectivity. and small differential NMO.

in CMP processing. the basie principle is that CMP gather retlection arrivals are
closely approximated by the hyperbolic t-x relation t© 0,5 XT Vi where tis the event two-
way arrival time. t, is the zero-oftset retlection intercept time. X is the lateral offset and V..
is the root mean square velocity (Dix. 1935). Velocity analysis involves choice of the
optimum velocity that maximises some chosen measure of hyperbolic coherency. For poor
SN conditions or where geology deviates trom plane-parallel layering, advantages exist for
using post-stack imaging criteria such as constant or function velocity stacking methods
(Yilmaz. 1987). Lateral variation in velocity is chosen based on stack response to a suite of
hyperbolic moveouts. For Plains data with good S/N conditions. the velocity spectrum is a
measure of pre-stack hyperbolic coherency derived from CMP gathers processed tor statics.
deconvolution, binning, and signal enhancement. The coherency measure is contoured to
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indicate optimal stacking velocity value that gives maximum coherency tor cach zero-oftset
time at a particular subsurface CMP location. This method is favourable since it allows
choice of more realistic interval velocity distribution by providing discrimination against
multiples on the basis of ditterential NMO.

Ditterent measures ot coherency are available tor computation ot the velocity
spectrum. The procedure tor the hyperbolic semblance veloeity analysis tHV SA) meuasure at
cach vertical incidence time is to sum along a series of hyperbolic curves corresponding to
an expected range ot RMS velocities. The resolution of the method is controlled by
summation within a properly aligned time gate at cach ottset. and is imited by the amount
of constant-velocity NMO streteh (for a given bandwidth, window length must increase as
veloeity decreases). This method otters fine resolution ot closely spaced events and
discriminates against was etorm amplitude variation. In contrast. the energv-normalised
cross-correlation measure involves application of the suite of expected NMO curves betore
correlation over a window centred on cach vertical incidence time. Unlike the semblance
method. this method is negatively biased by wave amplitude variations (although it is
common practice to apply AGC betore velocity analysis) and is limited in resolution by
length of correlation window. With properly prepared SSP data. hyperbolic semblance
velocity analysis (HSVA) should optimise data input to residual statics. AVO. stacking
processes. and multiple identification.

Characteristics of semblance velocity spectra allow multiple discrimination. [n the
marine case of surtace layer related multiples. travel paths bounce at lcast once in the water
column. The simple multiple is the water bottom primary retlection bounced between the
air-water and water-bottom interfaces, and may be present with significant amplitude for
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several orders of ringing with moveout increasing for cach successive order. Peg-leg
multiples are sub-bottom primary retlections trapped in the water column. and include
redundant raypaths since the water bottom retlection 1s also bounced once trom the deeper
retlector. The Vi, trend tor such a multi-ordered peg-leg ringing is to 'spin oft’ trom the
primary retlection toward lower RMS velocities than the primary velocity, becoming
asymptotic o water vejocity for farge order ringing. As the multipie period increases reiative
to record length. multiples become more dithieult to interpret as compared to shorter period
reverberation. Interpreting the multiple as a primary results in a tlat spot or an inversion in
Vone .« which translates into an inversion in interval velocity. In such cases this seismic pittall
is controlled by knowledge that small scale velocity inversions over large depths are likely
to be unreal.

The largest problem typically encountered when pertorming HSVA on Plains SSP s
low S N ratio. HVSA assumes that the signal under analysis is primary reflection events
from near-horizontal retlectors. hence all non-hyperbolic events are considered as noise. IFa
good S N level exists, then the next significant problem is the quality ot the static solution,
This quality rests on the assumption that the data contorm to CMP assumptions, namely that
retlections from the near-horizontal subsurtace tollow near-vertical raypaths through the
near-surfiace low-velocity weathered cone. This criterion is usually well obeyed when large
ditferences in velocity exist across the base ot this layer (according to Snell's law). but the
basc of the weathering layer may not be ncar-horizontal. It the refraction statics solution is
of poor quality as a result. then the residual statics must be determined by correlation

methods applied to reflection energy. The success of this method is limited by the nature and
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quality of the defined velocity distribution, as velocity analysis and retlection staties
complement cach other.

GL1 "™ statics are applied betore HSV A analysis is performed. Typically. analysis
would progress along with the overall statics solution. Initially, a single brute stack velocity
function might be picked and applicd to data with only datum-bascd refraction model statics
applied. Atter a brute CMP stack and surtace consistent residual retlection staties. a typieal
spatial veloeity analysis increment of 1000m could be employved and checked again
following successive passes ot residual statics. The spatial density of the analysis will allow
discrimination against local non-dynamic eftects. meaning that analysis positions should be
chosen to allow dynamic corrections to be extrapolated through zones ot obvious structure
as identified on the CMP stack. Factors that control quality and efficiency of velocity
analysis include record length. offset window. front-end mute, gather and offset binning.
bandwidth. residual statics. scaling. and semblance sampling parameters.

Semblance sampling parameters should be set initially to cover the expected velocity
range so as to identify multiples and to tdentity the range of velocity vanation within zones
of interest. [ desired. temporal variation in velocity range can be accommodated by lincar
extrapolation. but a consistently wide initial range allows identification of narrower velocity
ranges associated with primaries and multiples. A constant velocity range also removes the
possibility of NMO stretch due to velocity increase (NMO decrease) with time. so the only
source of stretch in the analysis is attributed to changing normal incidence time. Given
typical Plains acquisition parameters and velocities encountered. NMO stretch etfects are
usually absent in velocity analysis but must be considered when the blocky Vi function is
applied to the data. Once the velocity range has been selected. the inclusive number of
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hyperbuolic trajectories are defined for cach normal incidence time by equal division of the
veloeity range. In general, this should be set to allow the maximum trajectory-moveout
accuracy of one sample at the tar oftset. However. this accuracy is casily lost in the presence
of structural and static components. and the process of NMO streteh reduces signal
enhancement realisable by optimised velocity analysis.

Following stacking velocity analysis. NMO 1s computed and the dynamic correctuons
are apphied to CMP gathers. Because velocity generally inereases with depth (or time). the
NMO for primary energy has the natural tendency to decrease with increasing zero ottset
time. By analogy. the etfect of NMO application is to cause temporal stretehing of non-zero
oftset traces since an event (wavelet or \\-"‘d\'CICI superposition) is ot tinite duration and not a
series of spikes detining a hyperbolic trajectory i i-x space. This NMO stretch causes a
shitt to tower trequencies that becomes more pronounced as ottset increases. Fora given
oftset, umes at the beginning of the event are shifted upward in time more than umes at the
end ot an event. The event spans more than one normal incidence time sample hence the end
of the event has less NMO than its beginning for the same velocity, This ettect would
become more pronounced as the velocity gradient increased with depth, and the event lost
more trequency band with oftset due to absorption and phase defay. Although control ot
NMO stretch is provided by specification of tolerance, this definition is not based on usable
seismic bandwidth. Instead. this refers to the amount by which the Nyquist trequency (F\)
can be stretched before further offsct samples at that vertical incidence time are muted. Once
dynamic corrections have been applied. the data can be stacked.

Processed COF gathers are used to iliustrate the application of HSVA and related

multiple identification in this Nisku study. The gathers (Figure 2.2.1a) show boosted
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Figure 2.2.la Processed SSP COF gathers (top) and autocorrelations (bottom).

Processing stream

is gain, statics, spiking deconvolution,

f-k reject, normal moveout, bandpass, mean scaling,

front end mute,

trim statics and NMO removal.

Spiking deconvolution is surface consistent with

simultaneous shot and receiver components using 1% PW and 80ms operator. F-k rejection attenuates

refraction mode and reverberations,
design window is 700-1300ms at 34m

surface modes, and negative wavenumbers. Autocorrelation
and 1000-1300ms at 2057m.



frequency content after deconvolution. but since operators have been derived trom the
deeper portion of the data to avoid notse. the shallow amplitudes have been
overcompensated partly due to wavelet non-stationarity. Deep window autocorrelations
show more tuning ettects with oftset at short lags than raw data duc to bandwidth. show at
least one muluple at the BOL location on a moveout basis. and show dominant short period
reverberation at near-offsets. espectaily at the reef location. Veiocuy spectra (Figure 2.2, 1by
indicates multiple energy near 1.2s, and this indicator is strongest at BOL where ditterential
NMO 1s greatest and agrees with results obtiined by using velocity picks in the NMO
cquation. After primary NMO application (Figure 2.2.1¢). autocorrelations indicate the
expected influences of NMO streteh with oftset. but also show changing multiple periodicity
with oftset at BOL. These aspects of pre-stack multiple indication can be further analysed in
an ctticient manner by processing the whole line using the preceding strategy., and stacking.
CNP stacking is generally pertormed using the n'th root principle (MeFadden et ul,
[986). This method involves division of stack amplitude at anv given time sample by the
number of non-zero (non-muted) elements raised to the n'th power. The S N ratio is
increased statistically by the square root ;)t‘thc number of samples. invoking a typical
powering of 50%e. However, land SSP data usually sutter trom variable told requiring a
stack power of unity to avoid post-stack temporal banding of amplitudes by reducing the
stack to a simple averaging process in time. Variable fold conditions are common duc to
laterally varving front-end mute caused by NMO stretch or spatially variant mute tunctions,
or from gaps in the shooting program. Although random noise can be discriminated against
by this method. fold must be temporally consistent throughout the survey to allow the n'th

root principle to be utilised in improved S/N. [nstead. post-stack S'N amplitude
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Figure 2.2.1b Hyperbolic semblance velocity spectra from processed SSP COF gathers (top).
Significant multiple energy is identified by apparent inversions in stacking velocity (circled)
immediately below the Nisku level. Based on velocity contrasts between the salt reflection and
the underlying multiple energy, differential moveout at far offset should be on the order of
30-45ms at BOL. Spectra are overlain with approximate Vrms picks at the shelf location where
the least indication of multiples exists. RMS stacking velocities and Dix interval velocities
are listed (bottom),




LY

OFFSET _.... < v N____EEEEM_ Nf‘i“‘i‘i‘i“ffﬁ}w szigaosgguzge OFSET
(m) . 8??%8 = Ifg&fga.' £§?%$ 331 Q08D m
0R@isT—— ~ i — 0.0
0s1 I i il ,\ .|. il H it \ :Hu ..‘I\} M. 0!
0.2=F Il‘vr . Nll‘m“ M.w : | |1||‘ i = \llm W' ] - 2052
e W 4 Nl'y‘l"f.["""nl| e --;Ni"\}ﬂw"ll | 1 w‘”ll' (the
059 == B e 1 ! -;‘ =029
0.6 =+ HM ‘lw K ;U““ ‘. & A L|LNW' By
0.7 + | '?'M [M ¢ ; | il o R i ] -+ TIME
Ol Gr = ~t= 009
1 @ == e R10
1ol + + 1.1
1.2 1 4= 1.2
1 o 3fimse = 118
lu4 | i 11:4
1} 5 s =159
Ouo % i 0.0
0l il o L
o = LAG
0a2 '3:::' o " o (s)
-.F i — | %
0.3 j:‘ e _ i Pl + 0.3
gt . . | w # I‘h"' | -
.o o

Figure 2.2.1c Processed SSP COF gathers with dynamic corrections (top), and autocorrelations

(bottom) from design window 700-1300ms.

The multiple at BOL (near 1100ms) can be identified on

the basis of increasing differential moveout with offset. Events that correlate without change
in period with offset may be primaries, or due to a mechanism that propagates multiples with

near-normal incidence.

Effects of NMO stretch and residual NMO must also be considered.



problems are handled by a version of time-variant scaling in conjunction with appropriate
NOISC Iejection Processes.

The initial common midpoint stack produced for a project line is referred to as the
brute stack. [t is generally brute because ot robust static solutions, crude velocity estimates.,
and tight mute functions. However, this stage is very diagnostic of problems associated with
statics and. or geomictry, and also allows a preview of the overall data qualite. Any cohierent
noise that does not stack out due to ditterential moveout may require additional pre-stack
processing. or suggest later post-stack attenuation. Zones of retlectivity and structure can be
identitied tor velocity analysis. and the brute stack also forms a model tor surfiace consistent
correlation statics. This model may require massaging to make it an cttective tool tor
residual staties. but the single largest ettect will be band-limitation since low- and high-
frequency high-amplitude noise in the wide-band pre-stack data will not contribute to the
correlanon. Generally, iterative statics-velocity analysis takes the brute structural stack to
TRA preliminary stack. leaving behind undesirable ettects ot intermediute processing.
Although the brute stack is diagnostic of static problems. the surtace location of these
problems may be masked by the subsurtace consistency of CMP gathers. Instead. the duta
can be stacked on both a shot and receiver basis. but statics in either domain will deteriorate
the stack in the other domain depending on static wavelength relative to spread length.
Typical problem areas tor statics are where gaps exist in shot spacing duc obstacles. but
geophones are usually continuous. For this reason, shot statics should first be investigated
across shooting gaps if static bust(s) occur.

Following application ot the best surtace consistent static solution. dvnamic
correction, front-end mute and relevant pre-stack noise attenuation. the data are stacked at a
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preliminary stage. The remaining processing steps typically required include subsurtace
consistent trim statics within CMP gathers. This technique ts applied under tight control as
these staties are generally dependent on data quality relative to any dominant retlector(s).
Following this process. the data are stacked to the final product and post-stack processing
methods are applicd to improve the CMP image. These technigues include cohereney and
bandpass iitering, ampiitude equalisation, and migration.

To illustrate the CMP stack tor this Nisku study. COF gathers are processed to tinal
stack (Figure 2.2.240). The largest variation in coherent retlectors across the line exists in the
continuity of the Mississippian-Bantt response. 1t is not known 1f this variation is geologic,
but well logs would suggest that the change may be due to multiples. To utilise the stack in
The multiple identitied at BOL during HSV A is well attenuated in the tull stack whercas
less attenuation is achieved in the partial stacks but signiticant moveout can be observed

from near to Far for event M4 between the two (event M4, Due to the high S N ratio of this

the multiple period. However, higher trequency content in the near stack makes the

correlation ditticult, A version of the stack autocorrelations limited to tar stack bandwidth

BOL. Also. the shallow autocorrelations now show a ringing responsc that can be correlated
with the modelled weathering TWT delay. but S/N is low. The multiple in the deeper tar
stack window is not expected to show this correlation since shots and receivers are not
coincident. The decper near stack window also does not show this lateral change in
periodicity as expected for a normal incidence section, but oftsets are less than 900m in the
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Figure 2.2.2a Full offset stack of processed SSP COF gathers. The
shallow section (0-600ms) was processed post-stack with AGC scaling,

‘ then the S/N of the whole section was enhanced by f-x noise reduction.
The Nisku response is considered to be the trough immediately following

‘ the trough-to- peak salt event. At the shelf location, Nisku response
(1115ms) is strong compared to response at the reef and embayment.
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Figure 2.2.2b Range limited f-x stacks of processed SSP-COF gathers.

The full stack (34-1800m, top) is the addition of the near stack

:-Z:eigom middle) and far stack (900-1800m, bottom). Near the

S S01r zone (where multiple energy is suspect from velocity

- dl{f;-S), d}fferences exist between the near and far stacks due
erential moveout between multiples and primaries.
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Figure 2.2.2¢ Windowed autocorrelations of near and far offset

stacks.

Shallow design window (top) suggests lateral changes in

sgtlnant reflectors, but suffers from lateral change in surface
ref?ecindltlon has variable but low fold, and lS.bl?S?d by.mlssing
Offsei ilf.on from base of weathering. Increased periodicity with

Or multiple M4 (near 100ms at BOL) is not clearly indicated

DY the deeper design window.
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shallow section. Also. primary amplitudes in the deeper section will dominate amplitudes of

surtace peg-legs. In addition. primaries may be correlating at the same lags. A short

Nisku illustrates that primaries correlate at lags comparable to the two-way weathering
delay. and first order interbed multiples between the primaries will also correlate at the same
lags. The shallow correfations display ringmg near {00ms sumilar to deeper events (Figure
2.2.2¢ op). Windowed correlations (Figure 2.2, 2¢. bottom) show that events correlate at
similar lags without moveout between near and far stacks. suggesting dominant primaries.

To improve Nisku resolution, multiple suppression should address the possibility of surtace

related and interbed multiples.

2.3 SSP Multiple Suppression

[n the present study. two sources of multiple contamination are expected. First. the
thick low-velocity surface laver is a potential generator of first-order peg-leg multiples,
Sceond. strong impedance contrasts above the Nisku level are a potential source of interbed
multiples. Available multiple suppression methods will be applied in Chapter 3 dependent
on identitied multiple characteristics.

One of the most widely used methods of multiple suppression is predictive
deconvolution (Robinson. 1967. Peacock and Treitel, 1969). This method has met with most
success when applied to marine data with water bottom multiples. but is equally applicable
to land data under proper implementation. However, because pre-stack application to land
data is difficult due to changing multiple period with oftset, predictive deconvolution is

usually applied to post-stack data. To improve the process, moveout etfects may be
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minimised by offset limitation in the stack so that the multiple becomes less distorted. [ the
vertical variation in geology is random then the autocorrelation is used to estimate the
multiple period. When well log data are available. it is typical to support operator design
based on ditferences in the autocorrelation ot primary-only and primary-plus-multiple
svithetics. However. predictive deconvolution is generally not applicable in the Nisku case
because of similarity between primary and full reflectivity autocorrelations. Given this lack
of basis for design due to coloured Ry(t), pre-stack multiple attenuation is typically left to
the CMP stacking process based on residual moveout (Mayne. 1962). or optimally by
weighted stacking (Schoenberger. 1996). When stacking is insuttictent at muitiple
suppression, prediction applied to near-oftset data may still be usetul in some arcas.
provided that a prediction design criterion can be derived from VSP's or Ry(1) inversion. In
particular. VSP detection ot interbed multipies of variable periodicity is possible using
“inside™ and "outside” corridor stacking (Hardage. 1983). Another method uses a prediction
filter derived trom the downgoing VSP wavetield to deconvolve multiples trom SSP data
(Hampson and Mewhort, 1983). However, redundancy in SSP ravpaths produce ditterent
amplitude relationships between primaries and multiples as compared to VSP (discussed in
Chapter 3). Multiple mechanism and source wavelet determine the commonality of the basic
operator shape but predictive operator weighting should be derived trom the SSP data, For
application away from the well, predictive operators should be based on lateral SSP
mapping ot the multiple mechanism events. Provided that the sampled VSP depth interval
extends above and below these events, VSP data can be used for unambiguous identification

ol this mechanism so as to validate these prediction design criteria.



An alternative multiple suppression method commonly applied to pre-stack CMP
gathers involves the Radon transform from t-x to tau-p space (Treitel et al. 1982). [n
transform space the tau () variab!z is chosen to detine a functional relationship tor Snell's
ray parameter (p) in terms of two-way time. ottset. and velocity. This relationship is chosen
to best suit data conditioning and transtorm performance can be improved by optimisation
criiena. Noise component energy computed as the sum ot squared amplitude ditferences
between the inverse transtorm and the onginal record can be minimised by selection of
transtorm sampling variables. Spectral characteristics ot the signal und noise also torm
constraints. The success of Radon filtering generally depends on the signiticance ot AVO
cttects. since far offsets are required to represent ditterential NMO. Also. structural and
residual static components do not contorm to this transtorm method.

In the context of SSP multiple suppression, many t-p multiple suppression
techniques implement either a parabaolic (PRT) or hyperbolic (HRT) Radon transtorm.
Primaries and multiples that overlap in x-t space may transform to jsolated events in «-p
space where separation criteria may he tormed on the basis ot muting or autocorrelation
betore the inverse transtorm. Autocorrelations may indicate that multiple periodicity is
constant in p so that pre-stack prediction can be applied in t-p space without ottset
dependent operator design. Automatic muting can be achieved in t-x space by passing
amplitudes that correspond to a select range of p values that varies with  as detined by
primary velocities or moveout. Inverse velocity stacking (INVEST. Hampson. 1986)
involves computing the torward PRT using corrected CDP gathers by summation at cach
normal incidence time along parabolic trajectories defined by moveout sampling at tar

oftset. The primary energy is inverse trarstormed based on tolerable residual NMO and the
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noise can be added back. When tast multiples coincide with deeper primary retlections.
small differential NMO reduces the success of the method by influencing NMO correction.
This problem may require trequency limitation or extra whitening to better resoly ¢ the target
events tor enhanced velocity analvsis. This prompted the incorporation of a whitening
technique into the optimised forward HRT (Sacchi and Ulrych, 1993). The tuned velocity
profile should opumise t-p filtering applied to full-band data on which interpretation may
rest. A similar approach has provided the best industry estimate of Nisku Ry(t) response tor
this SSP case study (Hunt et al. 1996).

One other pre-stack multiple suppression technique involves f-k separation (Ryu,
1982). In this method. a NMO correction may be applied that over-corrects primary energy
while leaving multiple energy under-corrected. This ullows f-K suppression of multiples by
muting the negative -k quadrant. This method is ineftective tor near ottsets where both
events share zero K values, but works well on far oftsets and provides enhanced data tor
velocity analysis. The method is applicable to CSP gathers since it is less sensitive to
structural effects. but application in the CMP domain may require binning of groups of
gathers to avoid aliasing. With sufticient.oftset (deep windows). a far stack with t-k
attenuation may be compared to a near stack. Full-otfset stacks betore and after t=k multiple
rejection are usually comparable since the improved S/N achieved by the filter is lost in the
stack due to amplitude reduction of components with moveout, while in the stack itselt the
moveout components provide the suppression. This method is similar to tau-p methods in its
reliance on far oftsets and difterential moveout for multiple discrimination. Neither method
is capable of preserving AVO eftects. Unlike predictive deconvolution. both methods are

also automatic in that the multiple period is largely irrelevant. These methods are viable
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intermediate processing aids. and in many cases provide substantial improvement in results
when applied carefully. Even if unsuccesstul. these methods may provide recognition

criteria for the ettects of multiple interterence.

2.4 SSP Amplitude Versus Offset

in the WCSB. AVO analysis has proven o be a retiable ool in the detecuon off
shallow gas. Historically. conventionat CMP retlection has been successtul in gas
exploration due to “bright spot” response associated with gas accumulation. However, large
retlection amphitudes can also be assoctated with non-gascous layers making reservoir
ditterentiation difficult. To compensate. Oslrundcr (1984) illustrates that discrimination can
be made based on the ettect that furge change in Poisson's ratio () has on the P-wave
reflection coetticient as a tunction of oftset. or angle of incidence (0). For a non-gascous
intertace. little change in o occurs and Ry(0) varies little with 0. For gascous interfaces, a
large change in ¢ 1s expected and Ry(8) varies significantly, even within the ottset limits of
pre-critical retlection. Based on this observation, pre-stack seismic data for any hydrocarbon
play can be analysed tor AVO effects as predicted by model studies. [n estimating o tor
lavers in the model. results from various authors suggest values tor shale ot 0.2-0.3 and
porous sandstone (gas saturated of 0.1 and brine saturated sandstone of 0.4). Ostrander
(1984) also suggests that for a given porous matrix. a weaker tramework (lower elastic
moduli) implies a larger increase in o from gas to liquid. This implies that a refatively strong
carbonate framework may be less detectable than sandstone ot similar porosity.

AVO ettects in carbonate cnviror}’menls may allow discrimination between shale

embayment facies and porous dolomite/limestone (Lower Nisku) overlain by seismically
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faster low porosity carbonate (Upper Nisku). Although normal incidence reflectivity otters
little amplitude distinction duc to low impedance contrasts. the Poisson's ratio contrast (8a)
is larger for the porous reef case so AVO analysis is possible. For AVO modcelling on the
embavment well, assignment ot a o valu;‘ to the Lower Nisku will be intluenced by shale
content. This open marine member is predominantly massively bedded dolomitised
mudstone. not fissile like a shale (personal communication. Lee Hunt. 1993). Ivis reasonable
to assume behaviour to be more like porous dolomite with regards to o. Poisson's ratio 1s
about 0.27 tor dolomitised anhydritic carbonate. and tor the porous case 1s about .28, A
predominantly shale open marine member would have a much higher o (an estimate tor
local shale is 0.4). whereas an unaltered carbornite member would be about (1.28-0.30. In the
reservoir zone. blocked shear and sonie logs give o values that compare to these predictions.
These contrasts in ¢ model to suggest an AVO decrease for porous reet build-up below
upper Nisku carbonate, with an AVO increase expected for the shale ott-reet case.

The Knott-Zoeppritz equations deseribe plane-wave amplitudes tor retlected and
refracted energy assuming no interbed multiples and only geometric wave etfects in
retlectivity computation. For retlected waves, Shuey (1985) simpliticd these equations to
include a small, intermediate and large angie term. Hilterman (1989) turther simplitied this
to a4 small angle term and a large angle term valid for 8 < 30 degrees, 86 =0.33 (or
Vi V.=2.0). and Rp(0.t) less than 0.33. Based on straight ray reflection, 0; values at the

Nisku are not expected to exceed 30 degrees nor are contrasts in ¢ expected to exceed 0.2

th

Retlectivities of adjacent strata may approach or exceed 0.33 but modelled conditions will

be within the limits of Hilterman's approximation.
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AVO is crucially dependent on data preparation, even under discrete reflectivity
conditions such as the well resolved Colony gas sand plays which oceur in the WCSB at a
shallower stratigraphic level than the Nisku. Current AVO techniques for deriving porosity
distinction criteria should be applied to multiple-free SSP data or atter successtul multiple
suppression. Attempts at Nisku AVO analysis following pre-stack multiple suppresston will
be biased if amplitudes are not preserved. Sinee the stacking process associated with the
Ostrander gather generation can suppress residual multiple energy, predictive suppression
may be more applicable tor AVO purposes as compared to 2D transtorms.

The success ot AVO at the Nisku level may require a more vigorous approach
including volumetric analysis and forward muodelling under assumptions of full retlectivity.
The complexity of retlector distribution requires more than two horizons are parameterised
to predict AVO response. Forward modelling can be performed using radial Radon
transtorms (RRT) which incorporate a Zoeppritz AVO detinition. Parameterisation tor this
modelling can be derived initially from logs and complemented by Ry(t) inversion of SSP
data away trom the well (see Chapter 3). The inverted retlectivity can be used to derive
impedance estimates from which blocked rock properties can be extructed. The full
reflectivity AVO response from the blocky model could be compared to SSP data, but the
net AVO response at Nisku level may be oo complex to allow robust modcelling.

[n Chapter 2. 1 have reviewed SSP processing techniques with emphasis on
application to a Nisku experiment. Preliminary analysis of the SSP data illustrates the
method and concepts, and multiple discrimination criteria indicate that suppression will be
ditficult. The processing techniques presented in this chapter are not new. but the approach

ot using COF gathers to facilitate multiple identification in the SSP experiment is non-
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conventional. | have shown that the multiples can be recognised on the basis of ditterential
NMO from stack data. during HSV A, and from autocorrelations. More importantly [ have
shown that each of these approaches have specitic limitations imposed by the data, Three
things are evident in the target zone. First. ditferential NMO is minimal. Second. primary
retlections share similar autocorrelation lags with multiples. Third. the multiple condition
varies fateraily. The lack of clear muitipie discrimination criteria poses i probicm ror
multiple suppression. In an etfort to overcome these ditficultics, wellbore data will be
introduced in Chapter 3 for the purpose of providing a course of action tor multiple
suppression. Because wellbore data provides criteria for derivation of a blocky impedance
model that can be used in multiple suppression, the wellbore data discussion will he
tollowed by an introduction to seismic modelling and inversion in Chapter 4. The overall
data analvsis and integration wall seck to provide avenues of approach tor satisfving data
processing objectives. [ the multiple mechanism(s) can be identitied on the basis ot
wellbore data and contirmed in SSP data at well locations, then the application ol existing
suppression techniques can be assessed for improvements to Nisku SSP resolution.

Based on SSP indicators, multiple suppression by predictive deconvolution may be
the best approach. [ have attempted to enhance the signal in the shallow SSP section for the
purpose of providing criteria for operator design to suppress multiples common to both the
shallow and deeper (target) portions of the SSP data. The application and turther support ot
this approach is presented in Chapter 5. The application of conventional AVO modelling
will be determined by the success of full-oitfset pre-stack SSP multiple suppression. The
near-oftset stack processed for prediction may represent the best porosity dictinction criteria

available, formed on the basis of character and timing (stack responsc) or acoustic inversion.

62



CHAPTER 3. PROCESSING METHODS FOR WELLBORE DATA
When non-reservoir tacies are encountered during Nisku SSP explorational drilling.
wellbore analysis may clarify pittalls in the SSP interpretation. In this Nisku study. wells

trom three distinet Facies are projected onto the CMP stack tor this purpose (see Figure

this chapter, tundamentals relating to the acquisition and processing of this wellbore data are
reviewed in relation to its integration with processed SSP data. The goal ot this chapter is to
use wellbore data as a tool in SSP multiple identitication and suppression.

VSP data will contribute to two arcas of this rescarch. First. well log processing
attempts to produce a synthetie seismic trace in time from impedance information in depth
using the convolutional model. VSP tirst breaks are used to control some adjustments during
the depth to time impedance conversion component ot this process. Sceond. maltiple
suppression may benetit from mechanism identitication. Later arrivals of a VSP expernnent
arc used to distinguish up-going and down-going energy, thereby identifving multiple
activity. Acquisition and source difterences between VS and SSP are discussed s this
relates directly to data integration and multiple suppression, Further use of Impedance
information tor modelling and inversion is presented in Chapter 4, and the methods are

implemented in overall integration with SSP data in Chapter 5.



3.1 Wellbore Log Survey and VSP Checkshot Processing

After delincation of structural or stratigraphic traps using SSP surveys. wells are
drilled and logs can be used along with down-hole seismic methods to improve the
tundamentally low resolution SSP results. Operational problems arise due to cased versus
uncased wellbores. Poor hole conditions and highly deviated wells may require cemented
cusing. producing anomalous VSP noise at depths ot poor cementing conditions where
compressional waves produce casing reverberation. Also. VSP tube wave resonance may
become more severe in acased hole. Cased holes are beneticial by allowing the use of multi-
sensor down-hole seismic array (DS A) tools to be used tor VSP. Casing and cement has
Litde effect on VSP cheek shot signal (first breaks) used tor editing and calibration ot the
sonic and density logs. Sonie veloeity is logged at a fine increment (typically at 0.3048m) by
measuring refracted waves trom the wall of the hole which must be done betore the hugh
velocity steel casing is put in place. In good hole conditions. tormations can be altered by
mudcake trom the drilling process which produces a decrease in the apparent velogity
measured by this logging process. VSP arrivals provide reliable compensation tor sonic dritt
induced by borchole etfects and also by tundamental trequency dependent dispersion.
Dispersion dictates that a 20 KHz sonic signal will propagate taster than a 30 Hz seismic
signal by up to 6% (Schlumberger. 1989). The shortest travel path of scismic (2=V t.
typically on the order of 100m) suggests that VSP check shot depths should be spaced at
I150m maximum (Hardage, 1983) while including depths (kncees) ot changes in lithology
(formation tops). borehole conditions. sonic character, drift data. and the sonic log top. VSP
recording should also include a seismic datum checkshot (it below topography) and also be
used to identify the base of weathering and possible surtace multiple mechanisms. Since
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detailed VSP checkshot acquisition increases well shutdown time. raw drift as provided by
conventional cased hole VSP should be validated before dritt compensation.

Computation ot raw dritt and validated selection of drift curve parameterisation
provides adjustment in sonic logs. For check shot VSP usage. geophone depth is reterenced
to the processing datum and the protile is shitted in time accordingly using an appropriate
replacement velocity. First break transit time 1s then measured and corrected to true vertical
time using deviated hole and oftset source co-ordinates. Raw drift is then the integrated
(summed) sonic time subtracted from the corrected shot time at cach shooting level. The
dritt curve is derived trom the raw dritt values. The check shot correction s then distributed
to the sonic times over each knee interval. and validated by checking integrated sonic time
against corrected shot time at cach shooting fevel (within accuracy of shot time). This
becomes more accurate with more shots, making VSP a viable tool in relating scismic
features to geological structure and extending resolution of impedance anomalies identified
by SSP retlections. Following adjustment. the integrated sonic interval transit times are then
used at the well Tocation to convert SSP time to depth. and 1in synthetic seismogram
generation tor retlection event verification.

The main objective of well log processing is to produce a synthetic seismic trace at
the well location from the sonic transit time using the convolutional model. In this model,
the earth is represented by a series of equal transit time layers parameterised by acoustic
impedance. In-situ density measurements are typically acquired using a neutron source. but
it not available an empirical relationship between velocity and density may be used provided
the geology is dominantly clastic. The normal incidence primarics-only reflectivity sequence
is then derived trom the time impedance, and from this the reverberatory impulse response is
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computed (Wuenschel, 1960). In general. multiples may occur either when the wave is
ravelling upward or downward. with multiple order detined by the number ot bounces in a
aiven laver. The process ot including extra path traverse effects may be viewed as the
addition of many delayed and scaled versions of the primary retlectivity. The delay for cach
suceessive multiple component depends on the two-way travel-path within the layer while
scaiing is governed by energy partitioning. (In reaiity. muitipic amplitudes are aiso reduced
due to extra spherical divergence and anclastic absorption associated with the longer travel-
path.). Following this computation. a wavelet estimate is generated and convolved with the
retlectivity to vield the svnthetie trace at the well location. The svnthetic seismogram is then
matched to scismic data to identity amplitude and phase misties. multiple problems, and tic
points tor horizons.

Once a synthetic seismogram has been produced, a standard processing practice is to
determine residual phase in the SSP data. Stacked traces from the well vicinity are rotated
tvpically at thirtv-degree increments and compared to the zero phase synthetic. The
comparison may be made using inverted impedance traces. but generally the time response
is employed as impedance inversion may not be applicable. When several wells are
available, lateral variation in phase adjustment suggest that averaging be applied for a result
closer to zero phase tfor improved interpretation.

The wellbore dataset under analysis includes compressional wave transit time (sonic
velocity «). density (p). and shear wave (B) well logs at three cased well locations, and also
VSP data. These three locations tie the SSP data with reasonable closencess. and these
locations are reterred to as reef, shelt, and embayment on the SSP data presented in the text.
The logs may be used tor AVO modelling in a blocky sense. although 3 is usually extracted
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only in the vicinmty of the reservoir. The sonic and density logs are usually extracted over a
more complete depth interval (Figures 31,1 3. 1.2.and 3.1.3). and will be used tor synthetic
seismogram generation atter conditioned depth to time conversion based on VSP check
shots. Shallow recordings were employed in the VSP surveys. but only to the degree ot
providing the minimum in dritt correction. Given the reet, shelt, and embavment wells, the
reet weil has the lcast devianon trom vertical (less than 3 degrees) and depths are given as
recorded. Both the shelt and embayment wells are deviated by about ten degrees. The well
deviation survey is used to adjust measured log depth and DSA woi depth to true vertical
depth (TVD) relative to SRD. Lateral VSP source oftset is incorporated for static adjustment
ot tirst break time for use in check-shot analysis. based on a straight ray approximation
reterenced to SRD using an appropriate replacement velocity.

When multiple checkshots are available trom a V'SP survey. the edited checkshot
velocity protile serves as the best depth to time (TVD to TWT) log conversion curve.
Transit times between checkshots are not integrated and scaled in this process but instead
the velocity protile is used to map depth points to time so that impedance may be converted
without the somie values. Depending on the destred output sumple rate and the veloceity
between checkshots. this may involve mapping one depth point to several samples or
skipping depth points at even increments within checkshots. In this way the depth log is not
assumed to represent sonic transit times that require scaling to tit the checkshots. The VSP
checkshots and the resuiting time logs are presented in section 5.2. Since the SSP is
corrected to SRD based on a smoothed model, bulk shitting is applied to the time logs to

compensate for residual datum corrections and thus make synthetics tie with SSP.
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3.2 VSP Wavefield Separation and Deconvolution

V'SP acquisition involves a fixed near-surface seismic source and downhole
geophones secured at various depths (Figure 3.2.1). Thorough descriptions of VSP methods
and their advantages are outlined by Hardage (1983). Unlike surtace-recorded data, V'SP
geophones respond to both down-going and up-going energy. allowing insight into
fundamental propertics ot propagating wavelets and reflective transmissive carth processes.
Multiples. mode conversions. and wavelet modifications can be identitied w improve the
structural, stratigraphic and lithologic interpretation of SSP data. Resolution s improved in
static sense by involving only a one-way near-normal path through the weathered layver.
Frequency content doces not sutter trom the attenuation ettects ot a tull two-way travel-path,
In analogy to the SSP method. retlectors may be identified below the well bottom. Vertical
(corridor) stacking may be used to timprove the SN ratio and discriminate against multiples.
Basic VSP processing attempts to separate the up- and down-going compressional
wavetields, discriminate against noise., and whiten the spectra ot the result. Following
processing, the VSP seismic response should be supertor to CMP data at well locations.
However. the VSP vibrator frequency sweep may not compare to CMP high-end frequency
content realisable from minimum phase surtace consistent deconvolution.

For land VSP acquisition, vibrator sources provide sutticient penetration power
without damage to cased wellbores, The zero phase nature allows precise time break
determination (provided propagational etfects on wavelet phase are small). und waveshaping
15 less constrained thun for an impulsive source. However. source ditferences may reduce
the usefulness of VSP in comparison to dynamite SSP data. [f a string of receivers was
employed then the damage caused by one ottset charge of dynamite might be justitiable
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Figure 3.2.1 In VSP acquisition both upgoing and downgoing waves are
recorded while SSP records only upgoing energy. Note the fundamental
differences in source signature and surface placement. Alsc, surtface
recorded multiples held different amplitude relaticnships than /3P
recorded multiples due to redundancy (bottcm).



compared to multiple vibrator sweeps. but DSA tools are not vet this technically advanced.
Fortunately, the source signature derived from a vibrator source at a fixed surface focation is
refatively consistent trom one tool depth to the next. In comparison, the SSP response that is
used to compare to the VSP response 1s derived from various surtace locations and shot
conditions.

Fora VSP,analysis of the vertical compressional wavetield invobves trace editing
and polarity corrections hetore any first break picking. The pre-processed records may
require suppression of refracted energy that can mask the down-going wave, but gencerally
fiest arrivals represent direct paths for a hortzontally layered model and small source-to-
receiver lateral ottset. These picks can be used during processing to facilitiate separation of
down-going compressional events from up-going cnergy. The evaluation ot the separation
process may be improved by tirst attenuating any coherent noise energy.

V'SP processing creates wavefields that are expressed in terms ot ditferent time co-
ordinates. or time trames. Figure 3.2.2 (left) shows that the arrival times for the down-going
wavetield will increase as the depth ot receiver inereases. On the other hand. up-going
retlection times from a subsurtace horizon will decrease with increasing recetver depth sinee
the receiver is moving closer to the reflector. In field record time (FRT). down-going
compression arrivals have opposite time-dip from up-going events suggesting the use ot f-k
tiltering for separation. Consider TT to be the tirst arrival traveltime tor dawn-going
arrivals. As shown in Figure 3.2.3 (right), a time frame (-TT) formed by advancing FRT by
tirst arrival time, by subtracting time TT. would tlatten the down-going wave while
increasing wavenumbers of up-going events. possibly causing aliasing. Simiiarly. a time

trame delayed by first arrival time (+TT) would flatten up-going events for zero source-to-
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recciver lateral offset and horizontal retlectors. as shown in Figure 3.2.3 (left). This time
shift eftectively places up-going compression events ina TWT time frame comparable with
CMP data. [tis in =TT time where corridor stacking is carried out. In this domain, corridor
stacking involves summation ot the up-going retlection energy along depth-limited lines of
constant time.

in the V'SP method. the main coherent noise modes are tube waves generated in the
wellbore by conversion ot surtace generated Rayleigh waves. Tube waves may be
controllable by a svnchronised source array, but generally a single vibrator unit is preterred
tor consistent source signature and processing is adapted o attenuate tube waves. In cased
holes. the wbe mode typically propagates down the wellbore as a high amphitude
reverberatory noise train with propagation veloeity considerably less that than
compressional velocity. The tube mode is also retlected at the bottom ot the hole so that it
exists also as an upgoing noise source. Hardage (1983) discusses tube wave phenomena
relative to V'SP acquisition,

Tube waves pose a problem tor VSP interpretations in two ways. These problems
become more serious when shallow reflectors are included. First, tube amplitudes are often
spurious due to casing conditions. making them hard to attenuate under TRA conditions
without compromising underlying compressional events. Second. due to partitioning. down-
going energy hus inherently higher S'N than up-going making it better to interpret down-
going multiples in =TT time. However, since common propagation direction implics
wavenumber similarity. tube suppression introduces more severe smearing etfects on
compressional amplitudes. For this reason it is usually better to remove down-going tube
waves and compressional events and interpret the up-going wavefield. since the up-going
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tube wave interferes only with retlections at arrival times well bevond the zone of interest.
With this in mind. the down-going wavetield can still be interpreted for multiples tollowing
t-k zero wavenumber rejection of the down-going tube wave and up-going compressions.
Also. the delay between first break and tube arrival increases with depth, making tube waves
fess of a problem in short period multiple evaluation when shallow retlectors are excluded.

Wavetield separanon is an important VSP processing objective where the down-
going compression 1s separated from the up-going compression. The processing strategy
may include a combination of t-k energy mode separation, static adjustment based on event
arrivals imes. cohereney tiltering. and subtraction. An ettective -k method ot removing
spatially aliased energy modes is througl{ application ot a moveout trajectory that tlattens
the event. transtorming to {-k space. rejecting near-zero wavenumbers. inverse transtorming
and removing the moveout. Down-gotng compressional energy may be isolated by Hauening
on the tirst break trajectory (-TT time with additional time delay) betore the 1=k transtorm,
and down-going tube waves are isolated in a similar tashion. However. a drawback ot the
t-k rejection method is that muting in the t-k domain is equivalent to mixing ot a limited
aperture in the x-t domain which results in extrapolation ot events outside ot the zone ot'real
data. In some cases poor t-k performance may require an alternate approach to wavetield
separation,

Another separation method involves median filtering (Stewart. 1983) ot the tlattened
energy mode betore subtraction of that mode in z-t space. In simplest torm, a three-point
median filter can be applied along the time axis for spike rejection. In a VSP separation
application. the tilter length is designed to attenuate specific out-of-phase energy while the

in-phase energy is enhanced. Optimal median rejection of up-going events across depth
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traces in =TT time should be realised by a filter fength corresponding to 1.5 wavelengths.
However. there is no constant wavenumber associated with up-going energy in -TT time
unless zones of constant veloeity are progessed. This strategy may call tor operators on the
order of 11 points in length. becoming less ettective when short period multiples are under
investigation. Dynamic corrections and structural effects are also an issue in median
rejection of up-going waves. Hence. if edge ettects ot an etticient t-k filter can be wlerated
by muting or tapering of the shallowest and deepest traces. then less overall wavetield
distortion may be achievable. The success ot the separation method will still depend on how
well tube waves behave, since residual tube energy will distort the separation process.
feaving spurious remnants and distorted up-going compressions, This noise can be attacked
based on some noise eriteria, such as spike rejection in time and space.

After the down-going modes are attenuated from the original gather. the remaining
energy in the delay zone between the first break and the up-going tube wave arrival should
be dominantly up-going compressional waves. The coherency and SN of this wavetield can
be turther enhanced to evaluate multiple generating mechanisms. [In VSP, all primary up-
going energy will intersect with the down-going compression at the depth ot the reflector.
This up-going energy gets reflected back down at the multiple generating interface. and back
up again at the depth of the retlecting interbed. The up-going interbed muitiple is first
detected at interbed depth where multiple delay relative to first break is the two-way-time
between the deeper interbed retlector and the multiple generator. {1 the generator depth and
interbed delay of the multiple can be measured. then a constraint can be placed on the
reflecting surtaces involved. The characteristic of preserving discontinuities is best tound in

a short median filter. However, if moveout or structural components are present. this filter

78



will not behave optimally so trim statics or dvnamic corrections should be applied atter -k
separation and betore short median S N enhancement.

Standard processing of VSP data acquired with a vibrator source mcludes a
waveshaping operation which involves shaping the trace spectra to that ot a desired residual
wavelet. This process takes place in the trequency domain by spectral-diviston within the
sweep bandwidth on a trace-wise basis. The desired wavelet is a whitened zero-phase
version of the input Klauder wavelet that has been moditied by propagation etfects, The
down-going compressional wavetield travels a shorter path than the up-going waveticld at
any given depth so that it sutters the least trom Q-attenuation. The initial down-going pulse
makes the best wavelet estimate for VSP deconvolution of up-going energy instead of
methods that make assumptions about reflectivity and wavelet spectra. Initially. a three-
point median tilter is applied in =TT time to boost the S N ratio. The resulting wavelets
contained within a specitied time window centred on the tirst break are used to derive the
frequency domain operators to apply to the separated up-going wavetield. Since the down-
going wavetield has a displacement polarity opposite to the up-going wavetield. the up-
going deconvolved result requires polarity change. It signal to noise is low, these wavelets
could be stacked to create an average. but trace-wise application better compensates for
propagation ettects.

The pre-processed VSP data tor each well illustrates the various time trames applied
in VSP processing (Figures 3.2.4a.b.c). These data are described in more detail in chapter 3.
Compared to surface peg-leg eftects between SSP and VSP data, the down-going VSP
surface source wavelet will be tollowed by a multiple of opposite polarity with lag equal to
the TWT delay ot the weathered layer. The down-going wavelet from the reef well displays
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Figure 3.2.4a Various VSP processing time frames (REEF). In FRT time, downgoing events dip to the
left while upgoing events dip to the right. In -TT time, each downgoing event is aligned in phase,
delayed relative to the initial downgoing compression by the TWT between the multiple generator and
the deeper reflector, and recorded only at depths below the multiple generator. In +TT time (bulk
shifted for display), each upgoing event is conditionally aligned in phase, positioned to the TWT at

first break delay time (+TT)

which they are recorded by SSP, and recorded only at depths above the multiple generator.
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Figure 3.2.4b Various VSP processing time frames (SHELF). Downgoing tube wave energy is aliased
in FRT and +TT time, but is unaliased in -TT time. Since only minor structure (deviation from
horizontal stratification) exists at this location, residual moveout exibited by upgoing events
in +TT time can be attributed to source offset and hole deviation. First breaks were optimized
by correlation statics along the first trough (time zero in -TT), and +TT time has been bulk
shifted for display.
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a mixed phase nature. indicative ot a short period multiple from above the VSP start depth.
Based on the GLI MY static model. the weathering delay should be comparable for the reef
and embayment locations while at the shelt this delay is greater. However. both ott-reet
V'SPs do not appear to be moditied in short lags to the same degree as at the reef. As no
source parameters were provided with the reef VSPLan vibrator sweep equivalent to the
shelt and embavment VSPs (10-96 Hz hinear sweep) s assumed. he wells are oftset trom
the SSP to an amount on the order ot 100m. and this may fimit the usctulness i surtace

multiple identification.
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3.3 VSP Corridor Stacking and Multiple Identity

The VSP method atlows investigation of multiple reflections present in conventional
SSP profiles. The object is to distinguish mulitiple events trom primaries at the zone of
interest and to identity the multiple generating mechanisims. The major multiple problem can
be identified tollowing wavetield separation. This is demonstrated for reet exploration by
Burton and Lines (1997). Any cvaluation ot muitipie suppression methods on S3P data
should be improved as a result ot VSP multiple identification.

Both the up-going and down-going waveticlds hold information regarding the

multipic waveftield. Preferably. TRA can be preserved to identify energy partitioning

associated with propagation. In the case of medium to long period multiples. events should
terminate sharply at the depth of the multiple generator and exist only at deeper depths. In
the case ot short period multiples. this wavetield varation may be temporally visible due to
phase distortion, but more subtle multiple effects may require the higher dynamic runge
available by decibel representation of amplitude spectra. Since the VSP source is consistent
for all shots. variation in spectral character should be nresent within a strong interbed sonc.
Amplitude variation within the inttial down-going compression may also indicate an
interbed multiple generator, but spectral indicators are less sensitive to TRA preservation.

in the down-going wavefield. the uppermost trace represents the total energy
entering the sampled zone. This energy consists of the nitial down-going event moditied by
the near surface response. This trace can be used to remove shallow multiples from decper
traces in various ways. Predictive deconvolution can be used to successively remove each
multiple on a basis of dominant energy or increasing period as designed from the

autocorrelation. and this is more applicable to longer period multiples. The timing relation is
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simply the delay ot the generating layer. so that short period multiples that cause wavelet
distortion may not be a weathering cttect but may come trom anywhere in the shallow
section. Instead. the whole trace could be used as a wavelet to be de-phased trom the deeper
traces {waveshape the whole trace to a band-limited spike). or the trace could be simply
subtracted trom the deeper traces. The result would be to preserve interbed multiple effects
venerated within the sampled VSP interval.

[n the up-going wavetield. multiples share a similar timing relation to the down-
going multiples but amplitude refationships are ditferent since the transmission coetticient is
directional. However. the same periodicity as derived from multiples in the down-going
wavetield should be applicable to predictive suppression ot up-going multiples. but
amplitude variations may hinder the correlation and the application.

Corridor stacking ot VSP gathers is applied to the up-going wavetield. For a zero-
offset source, horizontal layers without structure, and a non-deviated borchole, up-going
cvents are aligned in the =TT time frame. As in CMP stacking. the addition of traces with
coherent energy in phase causes the signal level of that energy to be increased over random
noise by the square root of the number of traces input. The objective is the same in stacking
up-going VSP encrgy. but the primary objective is to enable discrimination between primary
and muitiple events. There are essentially two regions of the VSP over which corridor
stacking can take place - termed "outside” and "inside" by Hardage (1983). Because
multiples are delayed in time relative to the interbed interface primary reflection. stacking
within a time window delayed slightly from the first break trajectory will represent all
primaries as well as any interbed multiples with period less than or equal to the time window

length. This is called the "short". "tront". or "outside” corridor stack and should be
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dominantly primarv ¢nergy. The stacking of arrivals that appear later in time will be called
the "long”. "back”. or "inside" corridor stack. This should include effects trom multiples
with period in excess of the delay window. In comparison. the term "tull” VSP corrnidor
stack is coined in this text to obviate the need of excluding a short delay window in the
stacking process. This stack contains all up-going energy so that multiple cftects with period
longer than the defay window used in the outside stack may be identiiied. The regronai
division between the inside stack and the tull stack is a viable tool in multiple
discrimination,

The process of autoconvolution (Sherift., 1981) has been applied to identity interbed
multiple components of the down-going VSP wavetield at the reet well in this Nisku study
(Molvneux ctal. 1996). Interbed multipI;‘s produced within layers were analysed by analogy
to the retro-convolution method as applied to reflection SSP (Ansteyv and Newman., [967), In
the case of the down-going wavehield, autoconvolution amplitudes exclude up-going
transmission and ravpath redundancy ettects recorded by SSP. This latter eftect was
illustrated previously in Figure 3.2.1 and Figure 3.2.2 tor the case of an isolated layer in a
homogencous haltspace bounded by horizontal lavers characterised by one-way transit tinie,
Considering ali possible ravpaths up to and including first order multiples. the up-going
wavetield contains all down-going raypaths plus extra raypaths due to two-way transit.
constituting redundance in SSP recordings. One of these extra raypaths will be classitied as
a peg-leg multiple. recorded by SSP as two events that share the same raypath and delay.
Since the trend tor impedance is to increase with depth, it follows that transmission should
be more efticient upwards (due to the directional nature of R;)). Although severest

transmission losses are included in the down-going autoconvolution. the applicability to SSP
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prediction operator design based on autocorrelations ot autoconvolutions rests with
including up-going transmission and identifving the order ot the multiple to be attenuated so
as to adjust the primary-to-multiple amplitude relation.

The method applied by Molvneusy et al (1996) tocuses on separation ot interbed
multiple components generated within the tinely sampled portion of the VSP (see Figure
3.2.1). To do this, the down-going wavetield s separated and surtace related multiples
generated above the sampled zone are removed by shatlow trace subtraction to boost
interbed multiples. The autoconvolution is generated at cach depth level and waveshaped to
restore the spectra. then cach trace is convolved with a series of retlectivities derived trom
the well log between trace depths (upwards) to modulate the primary amplitudes to relative
surtace amplitudes. Since autoconvolution etfectively ereates a time frame equivalent to
-TT time. the data can be stacked for comparison to SSP. This analysis concluded that
multiple interference at the reef location was caused by a near surtace etfect with a period of

OHOms.
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CHAPTER 4. FORWARD MODELLING AND REFLECTIVITY INVERSION

The objective of this chapter is to present a review and discussion on the available
methods pertaining to impulse response modetling. To help achieve the overall rescarch
goal. it would be beneticial to use models for multiple analysis. In particular. the normal
incidence seismic resolution could be extended at the well by maodel hased retlectivity
NN CTSION. SUCeess o this version i satstving normai incidence eriterta wouid lead to
alternanve multiple suppression technigues and thereby improve Nisku exploration.

4.1 Normal Incidence Synthetic Scismograms

To ftully understand the character associated with a complex reverberating
reflectivity sequence., a depth model must be derived trom which a seismic response may be
generated. From depths to Lithologic tops picked during the logging process. and trom
interpreted acoustic boundaries, the depth parameter members that require perturbation may
be identitied so as to generate svnthetic seismograms which nimic the observed suite ot
responses observed in proximity to the response of the reservorr facies. The character
response ot potential reservoir facies may be sutticienty different from that ot laterally
cquivalent nop-reservoir tacies so as to allow distinction based on normal meidence
synthetics.

Rock lavers that bound thin beds may ditfer signiticantly in impedance. The
retlectivity at the top will be opposite in sign to retlectivity at the bottom since the thin bed
is anomalously high or low in impedance. This pair ot closely spaced retlectors is referred to
as a dipole pair. [n the case of sufticiently small primary reflectivity (R,). the primary
response of such a dipole is the dipole effect on the wavelet plus the etfect of the net
difference in R, between both intertaces. The impulse response sequence (Ry) of an isolated
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laver is linear in R, tor R, = 0.3 (Robinson. 1967). meaning that for R,~0.3. the unbalanced
dipole can play a signiticant role in multiple generation. In this casc the short lag interbed
multiple reverberation represents the intrabed eftect (Schoenberger and Levin, 1974).
However. another R, sequence that adequately deseribes the primary response locally in
time may not account for future anomalous amplitudes in the true R sequence due to the
misrepresented role of energy partitioning in the impulse response. Henee. in order o model
R, tor non-clastic reservoir tacies and overburden associated with Devontan rect
hvdrocarbon plays. thin beds of anomalous impedance with sutticient lateral extent and
continuity nuy constitute a signiticant portion of R, Since any contributor to R., alse forms
a potential mechanism for multiple generation, these units should be well represented in the
torward modelling scheme. However. since thin beds can impose ditficulties upon the
averaging mechanisms associated with well surveys. detailed model parameterisation must
be limited to exclude thin bed aliasing caused by the physical size of the logging tool
(Walden and Hosken. 1988). Thin bed definition is still derived trom constrained time
conversions of « and p well logs. but local geology and. or several logs can contirm the
lateral existence ot'a thin bed so that logging problems are not mistaken for impedance
anomalies. [t is important to validate log resolution. Also. reflector continuity must satisty
Fresnel zone requirements (Sheriff. [977) in order to create a retlector for SSP. In the
context of this research, a reflector as identitied on the logs will be required to show a
primary response on the synthetics and be represented as a continuous event across the SSP
extents.

As soon as thin beds reach the impedance level to be a muitiple generator, the timing
of the impulse response becomes important. For WCSB sonic logging, « is expected to

39



reach 6km s at Nisku reservoir depth of 1800m. This suggests that a sample rate (ot) for
conversion to TWT without {osing R, intormation should be about 7 a=0.Ims. However.
since the logging tool 1s physically longer than 62, 4 minimum &t must be determined to
avoid altasing. The averaging of slowness (1t ) imposed by the logging tool is
cttectively a high-cut filter with response dependent on receiver separation. ot. and o, .. 1
The ot samphling used in depth to time log conversion should be chosen to minimise any
aliasing from the logging process. When sampling doubles from Ims to 2ms. there 1s
increased likelihood ot destructive interterence tfrom multiples coincident in TWT with cach
other and. or with primaries. The most accurate Ry sequence available from logs will avoid
alaised thin beds while preserving maximun resolution i event timing. Onee w(t) has been
convolved with the Ry, or Ry sequence. the high trequency content is lost and the data may be
resampled to mateh the sampling of the SSP VSP data.

Routine computation of broadband synthetics should be carried out using a block-
averaging interval dependent on the nature ot the log (Schoenberger and Levin, 1979,
Walden and Hosken. 1988). In an equal TWT model. blocking should be at least tms TWT
since larger values will generally underestimate both delay due to intrabed multiples and
attentiation due to transmission losses (Schoenberger and Levin, 1974). Sonic logging tools
have typical Fy on the order of 600-900Hz (Walden and Hosken, 1985) implying that
dt=tms (Fy=1 20t=300Hz) may lead to high trequency aliasing of log data. Within Nvquist
limits, the highest resolution estimate of what is actually sampled by SSP (ét=1ms) should
enhance synthetic character over that ot higher 3t values,

The dipole retlectivity effect associated with thin beds torms a loose resolution
criteria (Widess, 1973) that any bed thinner than one ¢ighth of the dominant wavelength
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{70 $) cannot be resolved (zero net response). This eriterion is based on an impedance
anomaly within unitorm halfspace and neglects energy partitioning by assuming sufficiently
small R, values so that Ry is a lincar function of Ry thence no signiticant multiples). This
and other resolution criteria as devised by Ravieigh and Ricker have been summarised by
Kallweit and Wood (1982). Although these criteria are measures that assess the resolving
power of wavelet deconvoived SSP VSPE. they are meaningiui oniy when applicd w peak
amplitude and corresponding TWT extracted from isolated traces. Hence, the task of
implementing these eriteria in the interpretation ot non-clastic sequences is non-trivial.

Adequate parameterisation ot the Ry sequence must also consider the signiticance ot
a tree surface in multiple generation. As illustrated by Wuenschel (1960). a poor match
hetween the computed and recorded signal may indicate signiticant free surtace
contributions to multiple energy. In general tor fand seismic. when compared to deeper
subsurface reflectors the weathering medium is expected to exhibit a high level of
attenuation (large Q) thus reducing and distorting contributions trom ghosting and peg-icg
mechanisms. In addition, the weathering interfaces may be very irregular due to sub-
weathering topography and its ettect on overburden under local depositional tactors, thus
decreasing the contribution to multiples by energy scattering. Hencee, the effects otan
anomalously low impedance surtace laver may be very ditticult to predict by normal
incidence modelling. This suggests that seismic modelling trom topography should be
adapted to surface multiples. The simpler normal incidence approach is to include a tree
surface and weathering reflectivity. Ghosting due to shot burial in the weathering layer can
be included by a shift and scale process. Notches in SSP data due to actual ghosting (at

frequencies nidtene=1v2Ty,) will be somewhat compensated tor by wavelet deconvolution
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so ghosting is omitted from the svathetic. (Ghosted sources may call for alternative spectral
whitening procedures). For these and other reasons. the object of synthetic analvsis is to
determine a match between seismograms and the seismic data. In this Nisku study. o 33H/
Ricker synthetic trom R, exeluding surtace multiptes matches deconvolved SSP character o

a satisfactory degree except in the region ot the reservoir.



4.2 Offset Modelling

More complex responses such as tocusing due to geometric horizon distribution may
form a recognition criterion and modelling might demand methods implementing the wave
cquation. Similurly. ettects associated with the interference ot multiples and primaries will
require careful reconstruction and manipulation of svnthetic gathers so as to re-create the
ettect ot stacking on the data. Errors in V.. intluenced by multuples will produce variable
character in stacked amplitudes due to variations in lateral moveout correction. This etfect s
compounded by amplitude variation with oftset. which is more ditticult to model laterally
due to purameter uncertainty.

To torward model pre-stack shot gathers, a trequency-otfset (1-x) wave equation
method was considered. This miethod is adequate tor complex structure and gives better
representation ot correct amplitudes than Kinematic ray tracing which produces constant
amplitude tor all dips. The approach is similar to the t-x migration algorithm but waves
propagate in opposite directions under user detined maximum dip. In this method. a band-
himited impulse source is downward continued to the bottom ot the subsurtace model. then
both source and receivers are upward continued to the surface. Reflectivity is introduced at
cach upward step calculated as the magnitude of the gradient of the velocity tield with the
sign of the vertical derivative of the velocity tield. Shot geometry is detined and variable
surface topography is introduced with surtace co-ordinates. The velocity tield is defined by
depth horizons. Density cannot be included tor AVO ettfects, and the one-way wave
propagation excludes multiples. The comparable normal incidence t-x approach that

includes diffractions is an alternate approach to modelling primary Devonian reet respanse.



but a practical approach that includes multiples is preterred. One such method involves the
use of autoconvolution and the radial trace transtorm.

The mathematical concept of lincar moveout is being developed as a direct indicator
ot Vv and as a multiple analysis tool (personal communication, Simon O Brien. [997). A
radial trace gather is detined as a detormation of a dvnamically uncorrected x-t gather 1o a
V-t gather. where radial velocity i1s given by lines of constant Xt When oftset data
comply with CMP assumptions. Snell's ray parameter (p) expresses the slowness ot
horizontal translation of the wavetront as p=dt dx —sint) Vixg. For media where Vi oo
constant. the tip ot a ray moves laterally as x=ct sint) so that a radial v-t trace contains all
energy that propagates at angle 0. This renders shot and receiver directionality constant in
TWT. making this domain usetul tor compensation ot wide-angle reflections. an important
component of post-critical water-bottom multiples. Fhe inverse transtorm can be usctul in
x-t shot modelling. The radial trace tor normal incidence propagation (¢4 -0y is detined by the
R sequence generated by auto-convolution of the Ry, sequence. The inverse process could be
used to derive R, that convolves with itselt to mateh the pre-stack CMP radial traces for all
0. However. the amplitude relationship between primaries and multiples 1s misrepresented in
the autoconvolution ot R, due to neglected transmission ettects and wavelet shaping by the
convolution process (squared amplitude spectra). To partially compensate tor these effects.
attenuation due to energy partitioning should first be incorporated based on impedance
estimates. Then, tollowing the autoconvolution. wavelet shaping should attempt to restore
the amplitude spectra. [n any case, the primary usage of this method is to investigate the

timing characteristic of multiples for identification purposes.
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Simple shot synthetics are computed in the radial trace domain using heterogencous
media parameterised in time by « and p. and optionally by B tor variable o. Radial trace
domain velocities (x t) are incremented within extrema of «. while the ume parameter
remains unchanged on the forward transtorm. On the inverse transform. moveout is
calculated using simple hvperbolic NMO cquations. while amplitudes are determined using
the Zoeppritz equations to include AVO ettects. The mann reason tor using the transtorm s
to compute multiples using autoconvolution and to incorporate simple AVO.

Hyperbolic retlection events that result from torward shot modelling in the radial
trace domain are distorted tor a combination ot two reasons, First, ringyv syne functions are
incorporited tor radial amplitudes instead ot spikes. Second. an amplitude interpolation
scheme 1s emploved on the inverse transtform to t-xspace. To minimise these effects, it is
best to convolve the source wavelet in the radial trace domain betore interpolation.
Primaries can be generated with or without all interbed multiples. or primaries with only
surtace multiples. To see the separate or combined ettects these energy modes. the vanous
outputs are maniputated algebraically.

Q-tiltering cttects on both phase and amplitude can be modelled using a migrauon-
like approach (Hargreaves, 1987). These etfects can be applied to a synthetic shot derived
from the geologic model. The Q time tunction is supplied tor zero ottset. and extrapotation
to far ottsct is based on V.. This analysis can complement model discrepancy analysis
when Q ettects are not included. and may also enlighten phase adjustment for spectral
flattening analysis. Attenuation effects are expected to be less of an influence on model

discrepancy than AVO effects.
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AVO "Mincomorates AVO effects into pre-stack shot gather modelling of the
primary and first order interbed multiple reflections generated from a single layer model.
The requirement is to know the overburden and laver parameters, which tmplies that the
multiple mechanism horizons are tdentitied as fayver boundaries, Since assigniment ot
Zoeppritz parameters must relate to local boundary conditions. the AVO horizon must form
the bottom ot the acoustie layer whose top generates the multiple. To tacihitate modelimg the
AVO ettects at a horizon whose response coincides with a medium period mulitipie
generated from above such a layer. successive models could be scaled and superimposed on
one another. This should alleviate the need tor the net faver response to be discerete relative
to the response of adjacent lavers. Amplitude and timing considerations that come into play
will determine the usetulness ot this exercise. Clearly this modeliing procedure requires

carctul interpretation of multiple generating mechanisms.
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4.3 Parametric Reflectivity Inversion for Multiples

To complement the interpretation of SSP data. optimised R, models can be generated
based on subsurtace () information. The source of initial model parameterisation and the
nature of the interpretation problems will determine the robustness of the method. The
exercise should ifluminate aspects ot any stratigraphic seismic play. In particular. the
objecuve tor this study s to dentity muluple mechanisms occurming within a compiicated
retlectivity distribution and to evaluate multiple suppression techniques.

The inversion method implemented in this section was moditied from an approach
applied o multiple contaminated synthetic seismograms (Lines, 1996). The objectis to
modity estimated R, values so that the resulting Ry synthetic adequately matehes normal
incidence seismic data. The convolutional model is non-lincar in R,.. and the time positions
are fixed. This method is somewhat similar to an carlier approach of parameter estimation
(van Riel and Berkhout, 1985) where the convolutional model was assumed lineur in R,. but
the number of reflectors and the tme positions were allowed to vary as non-lincar
parameters. Berkhout has since developed inverse scattering methods for removal of surtace
related multiples. Lines™ (1996) method should be more applicable to interbed multiples, but
the incorporation of a priori intormation on the number of reflectors and positioning will

determine this potential,
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4.3.1 Least Squares Methods

Least squares optimisation methods serve to identity a best tit model response given
inaceurate. insutticient. and inconsistent data. The biggest underlying assumption coneerns
the nature of the experimental data evror. The tormulation requires Gaussian crror
distribution about the mean. statistical error independence. zero mean error, and error ot unit
variance. Hithese conditions hold, then the tikelihood that the residual crror is duc o random
measurement error is related to the sum ot squares of residual cerrors. This quantity may be
expressed as a quadratic form in the parameter update veetor. and then the least squires
approach attempts to minimise the sum of squared errors with respect w parameter change
cocthicients. In other words, the computation ot parameter updates is automated so that the
ditterence between the data and the model response is minimised subject to constraints and
under an absolute or tractional error convergence criterion,

I the model trace 1s linear in parameters. then a perturbation of the model trace
about the initial guess is approximated by the first two terms of a Tavlor series expansion,
The verse problem is then formulated to iteratively solve a linear system ot equations

Adg=b (Lincs and Treitel. 1984). This inverse problem is posed in terms of the error vector:

¢=X-v=b-Adg residual error vector

b=x-vy model discrepancy vector

X data vector

v=vy+Adg model response vector

dg parameter update vector (solution)
g=g,+dg updated parameter vector

A rectangular Jacobian matrix
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The solution vector contains updates to the parometers. and the discrepancy vector contains
difterences between the data and the model response. The Jacobian matrix of members

Ay =dyedg, is composed of nrows and m columns. where a row exists tor cach data point
and a column exists tor cach parameter. Since cach column represents the derivative ot the
data vector with respect to cach parameter, and since each column would require
recomputation arter cach iteration, a considerable eftort is assoctated with computing
dervany es using difterencing operator caleulations. 1 a large number of pararmeters are
required. then an approximation may be required or an analvtic solution may be the best
approach. Once Jacobian and model discrepancy elements are computed. the parameters are
adjusted 0 a least squares sense until the convergence criterion is met. The convergence
criterion generally require that the quantity ¢'e be small enough,

The results are generatly non-unique since the system s underdetermined. To
combat the associated tendency for the Jacobian matrix to be deticient in rank and have
singularities. the Marquardt-1.evenburg method of damped least squares 1s adopted. The
level of damping generally depends on the quality of the initial guess (Draper and Smith
198 1), and may be viewed as a prewhitening procedure. In addition to damping. singuiar
value decomposition (SVD) is employed to constrain cigenvectors that contribute to the
solution. This process is referred to as 'winnowing'. The assignment of damping and
minimum singular value parameters is part of the interpretative implementation ot least

squares inversion.
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4.3.2 Inversion Formalism

To use the inversion process to invert tor multiples. the method is to obtain a R,
model that adequately deseribes seismic data, The comparison s made by torward
modeling using the one-dimensional convolutional earth model parameterised by Ri.(t). In
this model. the primaries-plus-multiples seismic trace is represented as yO=w(t)*R(t)
where ® denotes convotution ot the detined wavelet wt) with the carth's impuise response
tunction Ry(1).

To pertorm the least squares optimization. the normal equations Ag -b must be
solved. In this formulation. the difterence veetor is composed of differences between the
SSP data and the Ry svathetie. The parameter change vector contains updates to R, (1), and
the Jacobiun elements are derivatives of the data vector with respect to cach paramceter. It
Rntty is not highly reverberatory in nature, then the data are dominated by primaries and the
distinction between w(t)*Ry(t) and w(t)*Ry{(t) may not be signiticant. The model will then be
almost lincar in parameters and the approximation R(ty=R(t) allows derivatives to be
assigned simply as wavelet coefticients dx, dR, =w,. The rectangular Jacobian matrix is
composed ot n rows and m columns, where a row exists tor cach data point and @ column
exists for cach parameter (retlector). The Jacobian columns can then be visualised as single
wavelets delayed by the retlector position within data space.

in the case where multiples contribute significantly to SSP data. the approximation
Rp(0=Ry(1) does not hold. The model is then non-linear in Ry(t) coetticients and requires
iterative application of least squares. In this case, Jacobian elements are derivatives ot the
data vector with respect to each parameter. This derivative can be approximated by the
ditterencing method which involves perturbing each model parameter individually by a
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physically subjective amount and computing the resulting ditference vector. This can
become computationally intensive depending on the number of parameters and the size of
the data window.

Sources of unknowns in a convolutional model scheme that lead to the ill-posed
nature ot the procedure include wavelet phase and buand-limitation. The missing low-band
intormation s replaced by a blocky version of the log data in the ninal guess. but since the
minimisation is applied to band-limited temporal amplitudes the trend contamed in the
inverted R,(0) is easily altered. This information could torm a loose constraint on the quality
ot the initial guess and the solution. Although log generated R, sequences typieally display a
net positive integration because velocity generally increases with depth. the trend tor
windowed and blocked R, models may not agree.

The missing high trequency intormation represents unresolved thin laver ettects, and
this is part of the interpretation problem at hand. Although the best expected resolution
could be set according to a wavelength criterion. a character identitication criterion is still
required to achieve feasible reflectivity detinition. In essence. this inversion technique torms
such a criterion. but the detail of the initial guess detines this potential. Thin bed dipole
reflectors that affect energy partitioning may prove crucial to the scaling of successive
inverted Ry, sequences. Hence, modelling a sufficient number of layers reduces the
overdetermined nature of this technique but increases the underdetermined nature and hence
solution umbiguity.

[n the context of the present problem, this suggests a limit tor allowable reflection
coetticient size. However, it the layer (bounded by multiple generating surtaces) had
sutficient delay then the non-linear etfects may not be signiticant in the zone of interest and
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a lincar svstem would hold. When a multiple dominates primary retlection energy at the
same record time. the inversion process could adjust the secondary primary to obtain a best-
fit amplitude agreement instead of moditving the shallower primaries responsible for the
muitiple. The degree to which amplitude has been preserved and to which multiples
dominate the record will determine this tendencey tor tailure. In any case. the tincar inversion
approach must be applied iteratively to combat the non-iinear nature ot the model. The tinai
parameterisation witl be exact (but still ambiguous) only if the model is truly linear.

The input data required for inversion tor multiples take three torms. First, a wit) is
needed to convolve with Ri(t) before least squares minimisation between the model response
and the CMP daw Initially a 35Hz Ricker wavelet H00ms in length was used to produce an
aceeptable mateh to the data. The match was improved using an appropriate constant phase
wavelet estimate as extracted from the seismic data and constrained well log impedance
using STRATA "™ Since this extraction method assumes primaries only. the extraction
window was chosen to exclude the multiple contaminated zone near well TD. As expected.
the extracted wavelet provided less absolute error overall than the Ricker wavelet largely
due to amplitude spectra.

The next required inversion information is the CMP data. The best realisable
estimate ot the true normal incidence impulse response for this hortzontally stratified carth
comes trom the near otfsct stack. Ottsets were subjectively limited to within 34-1000m
during this parttal stack, and the stack is enhanced by mild t-x random noise suppression.
Since little structure cxists for this target. migration is not necessarily required and any
added noise due to the lower stack told need not be removed by editing as usually required
betore migration. [nstead. the t-x operator designed from 3 lateral traces provides sutticient
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smoothing without the damage associated with trace mixing. However. it the focusing
ability of migration is deemed crucial to amplitude preservation then t=x should only be
considered following migration. Following this preparation. the stack amplitudes were
windowed over 0.8-1.2s.

The tinal required input is the primary retlectivity sequence in time. As in any feast
squares optimisation procedure. this parameter vector requires an initial guess, Sources ot
initial reflectivity parameterisation will be determined by the resolution required by the
interpretation problem. Anyv combination of stacking velocities, well logs. or other
information may be incorporated to detine or constrain an inttial guess. Even checkshot
scaled sonie values should even be torced to meet this criteria sinee tirst break picks may be
in error due to transmission defay, giving velocities slower than actual. In carbonate
sequences where Q-filtering is usually mild. wavelet amplitude spectra should not show
significant change over limited depth extents unless intrabed multiples are severe.

In any case, the highest resolution reflectivity estimate avatlable comes trom well log
impedance constrained in time by VSP check shots corrected for source oftset and hole
deviation at cach well location. Once this model at logging resolution has been constructed.
the number of reflectors must be reduced to a reasonable number in @ blocky sense using
appropriate criteria. Initially, code was developed to select from a retlectivity sequence in

time values and indices of signiticant reflection coefticients above a certain threshold. The

-

results are generally dependent on the depth-to-time conversion block-averaging interval.
and henee lack geologic credibility and expected acoustic character.

Instead. blocky reflectivity should be parameterised using interpretation criteria. Duc
to the non-unique nature of this inversion. the number of layvers and reliability of retlectivity
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timing should be tested against the depth equivalent of the separated upgoing VSP waveticeld
to improve reliability. The VSP intormation was used to validate time-impedance blocking
and unbalanced dipoles were designed to mimic data character (in terms ot dipole
ditterentiating effect). As mentioned. thin bed eftects could render the inversion unstable
and should be interpreted with caution.

Optionaliv. one could use a match between dat hortzon times and primaries-oniy
svnthetic times to derive pseudo-checkshots using a wavelet estimate. This character
matching operation could be emploved by adjusting the depth-time curve i a layer stripping
approach until svnthetic time character closely matches data character at that time level.
This method assumes that there is little delay due to multiples. the wavelet is sutticient. and
primaries are being matched. This process was initiated at the Viking peak and proceeded to
the top of salt trough. These checkshot pairs can be validated against transit time integration.
with the required scale tactors optionally appliced to ransit nmes between checkshots. Using
this method. all scale tactors were within ten percent deviation. This method could be
implemented and improved tor the case where VSP checkshots are not available,
Alternatively, stacked sections could be inverted for acoustic impedance (and hence
retlectivity) based on the conditioned well data using STRATA "™ but in general this
inversion is not applicable to data contaminated by multiples. VSP checkshots are available
for this study so the preferred method 1s to map sonic depths to VSP time and thereby avoid
drift correction between checkshot depths. [ VSP checkshots were distributed as
recommended. then more reliable drift could be computed to optimise sonic integration.

When sonic logs are blocked in depth. slowness is averaged instead of velocity so as
to preserve timing ot the logs. but in this case the time-impedance version is blocked and
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uming is controlled by the checkshots. Following the manual blocking at well positions,
these data may be interpolated using horizons tracked from the amplitude envelope ol the
seismic data. With real data. the algorithm can restore errors in amplitude to some degree
but convergence under non-linear conditions is enhanced given a quality initial guess. Once
detined. the positions of the parametenised retlectivity will remain tixed but amplitudes
undergo iterative jeast squares adjustment o minimise the ditterence between the data and

the model.



CHAPTER 5. APPLICATION OF METHODOLOGY. RESULTS, AND DATA
INTEGRATION

[n this chapter | examine the application of the methodologies foilowing trom the
Nisku exploration data introduced in previous chapters. The integration and comparison of’
results is a non-trivial exercise influenced by differences between cach method. and
compounded by conditions ot data and geology. In light ot the SSP multiple condition. the
strategies adopted will tacilitate both the interpretation of and evaluation of multiple
identitication and suppression. The first goal of this chapter is to produce a wide band
primaries-only CMP stack trom SSP data by removing the effects of multiple retlections.
The second goal is to provide multiple distinction criteria so as to avoid misinterpretation,
The third goal is to derive a blocky primary reflectivity sequence that best describes the SSP
nearottset stack at well locations. To accomplish these goals. the first objective is to
maintain data integrity over a wide trequency bandwidth while dealing with or overcoming
any limitations imposed. The second objective is to turther assess. verity. and suppress the
multiple condition in the SSP data using available criteria. The degree to which these goals
are fultitled for this SSP experiment will determine the degree to which the thesis goal ot
improved (and reliable) Nisku resolution for enhanced hvdrocarbon indicators is met.

In the first section of Chapter 5. SSP COF gathers are processed and presented in
accordance to pre-processed data in Chapter 2 to evaluate the application and performance
of conventional multiple suppression techniques. The aspects of conventional processing as
applicd to this SSP experiment are first described. The resulting pre-stack gathers are
processed for predictive deconvolution to remove surtace peg-leg multiples. This is
attempted using lateral and temporal variation in SSP design criteria to provide appropriate
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criteria tor predictive deconvolution design. A Radon transtorm technigue is also assessed
tor applicability. The stack data before multiple suppression is used in data integration ftor
comparative identification ot multiple interference.

[n the second section of Chapter 3. log data and VSP data are processed in relation to
Chapter 3 to evaluate multiple generation and the use ot wellbore data in SSP multiple
suppression tor this experiment. Surface related multiples are suspect based on the SSP
static model and trom raw VSP's. and interbed multiples are expected based on the weltbore
impedance distribution. Aspects ot synthetic seismogram generation are considered in
relation to suspected multiples and event timing. The subjectivity of the derived blocky
acoustic models at cach well i1s discussed along with time conversion mtluence on synthetic
character. To complement the analyses. pre-stack VSP wavetields are processed and
interpreted in Hight ot the suspect SSP multiple mechanisms. The log data are correlated with
the VSP's to support the blocky models. but extra detail is included in these models tor
retlectivity mmversion.

The third section of Chapter 3 integrates SSP. VSP and synthetic data to allow robust
identitication ot SSP multiple interference in post-stack SSP data at well locations. This
incorporates the best multiple indicators: SSP oftset limited stacks for differential moveout.
V'SP corridor stacks for multiple period. and impulse responsce tor theoretical multiples. In
the tourth section, normal incidence retlectivity inversion is implemented using the blocky
model with and without near surface reflectors. The subjectivity of the blocking process
becomes important in light of the complex response. More importantly. inversion from
surface to target depth and below may be more appropriate than windowed inversion unless

surtace cffects can first be removed by conventional methods.
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5.1 Surface Seismic Data Analysis

The processing strategy adopted tor this Nisku SSP analvsis is outlined in Figure
5.1, Following geometry application. SSP processing was initiated by interactive picking
ot first break times. All shots and all otfsets (34-20537m) were picked for improved statistics
(excluding near ottset picks interpreted as direct arrivals). These data along with survey
geometry are required tor GLI T refraction analysis. Visual inspection of refracted arrivals
supported a three layver carth model, With topography varying over 803-878m, a SRD
clevation of 900m and replacement velocity comparable to subweathering velocity
(2900m s) ensures that the total datum static is a positive delay. This ensures data time zero
is positive thus avoiding zeroed amplitudes by static application. Given that the maximum
two-way retraction correction to datum is about 40ms delay tor this survey. the eftect off
misrepresenting t, in the NMO equation is small and a tloating datum is not required. The
first breaks were processed to the typical maximum offset of 20537m. suggesting a depth
smoother length of 137m and velocity smoother length ot 41 T4m as recommended under
software documentation. This is because the objective of GLI ™ staties analvsis is to
compute the weathering time delay at the expense of true definition of thickness and
veloeity.

[n this study case. shot holes were drilled to a depth of 24m in an etfort to reduce
surtace wave modes. With near oftset of 34m and group spacing ot 1 7m. if the shot is
assumed to be located at the base ot weathering or shallower, then the direct wave will be
sampled by one or two traces at best. Since this is not sufticient statistically, weathering
veloeity determination must rely on uphole times (700 to 950mys). This information is
utilised in the model along with inverted weathering thickness and subweathering velocity to
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h.surface consistentc scaling: shot + receiver I...3. (iter=%3%)
conditioning filter: 12/16-80/100hz
offset window: 357-1300m
time window at near oftset: 500-2200ms
~ime window trajecrory: 2900m/s
7.first treak picks: interactive, all shots
s.refracrtion static analysis: Hampson and RquLll GLI(2d)
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1.semblance velccity analysis: bin 3 cmp 1 offset
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.cmp sort: nominal zd4 fold
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model: 3 cmp mix band: 20/30-70/85hz
17.stack: nth root (n=1)
18 .bandpass: 12/15-100/120hz
19 .mean energy equalization: window: 750-2000ms
Figure 5.1.1. Conventional Nisku SSP stack label. The actual
processing stream adopted in this research is described in the
text.
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derive static adjustments. The static contributions from the surtace weathered laver indicate
significant potential for peg-leg multiple gencration (see Figure 2.1.7).

With the GLI "™ solution applied. there were no statics busts or high trequency
statics evident on shot, receiver. or CMP stacks. Surface consistent residual retlection statics
using stuck power optimisation (Ronen and Clacrbout. 1983) involves conventional lincar
inversion and correlation of squared amplitudes within a CMP gather. This method
generated sparse single sample static adjustments implying that short wavelength staties are
solved precisely by GLI '™ given quality and consistent tirst break picks. Typical failure of
refraction algorithms interior to GLI "M inereases processing ettort by demanding iterative
veloetty and residual static analyses. Since structural and residual NMO are misrepresented
in the CMP stack model. correlative retlection statics can tail independent of' S N level.
Although an improved stack can be produced by CMP trim statics. a loss oceurs in surface
consistency of statics and hence control of dynamic corrections. The more reliable Nisku
structural section is obtained with the GLI ™ solution based on quality first breaks trom
weathering laver(s) that conform to the CMP static assumptions.

Following static application. data scaling and wavelet deconvolution were pertformed
in a surface consistent manner. The design window tor these analyses ranged from 300-
2200ms at 357m to 900-2200ms at 1800m. This design window attempts to exclude near
offset noise as well as tar oftset eftects of increased Q-filtering and event tuning. Including
an oftset component in deconvolution design compensates for average offset dependence
over the survey in an average sense. The far stack suggests that this process is needed.
However, shot and receiver components alone may provide better compensation tor lateral

variation in spectra and hence w(t) recovery tor Nisku character. Otfset zones ot significant
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tuning are identified on raw autocorrelations and excluded in favour of a near otfsct
response. Also. 1800m is considered sutficient otfset for HSVA, AVO and multiple
identitication.

In the deconvolution process. a single operator design from the shot and receiver
domains simultancously was tested against an approach where the design was cascaded trom
the shot domain to the receiver domain. The single operator design used a standard length of
80ms and unity PW. The cascaded operator was applied with 100ms operator and 3%o PW
tollowed by a 80ms operator and unity PW. Nisku character changed tfrom a singlet to a
doublet suggesting higher resolution due to improved de-ghosting. For a 60ms wavelet. an
average ghost delay ot 60ms (T, 2) supports a 1 20ms shot domain operator while an
average weathering peg-leg defay of’ L)()n.1s supports a 130ms receiver domain operator.
However. since R, 15 coloured by dominant primaries correlating within these lags,
assumptions require that standard deconvolution be applied without including ghosted and
surface peg-leg extensions to the wavelet. For this reason the processing stream adopted in
this study employs the standard 80ms spiking operator. Unity PW provides sufticient pre-
stack noise. but lower values may provide slightly higher resolution with noise tolerated by
stack S N. Within the bandwidth 12:15-80:95 Hz. this operator provides a well-behaved
residual wavelet and preserves primary colour, Nisku character will stifl be influenced by
ghosting, surface peg-legs. and interbed multiples.

Following deconvolution, SSP data are prepared for velocity analysis. Logistically.
HSVA is designed based on data acquisition, S/N ratio. and velocity characteristics. Due to
the subtle nature of this play and due to unknown muitiple gencration mechanisms. lateral

velocity control was maintained using a tight spatial increment 0f 212.5m (25 CMP's). The
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first 100 CMP's were skipped so as to start with full tfold coverage (2400%0). then at cach
location 10 CMP's were binned on absolute offset using station spacing to ensure that all
oftsets are represented in the analysis. In accordance with the binning process. turther
enhancement to SN ratio is gained by band-limitation (15 20-70.80 Hz), t-k noise rejection
(non-hvperbolic events). front-end mute (first breaks and carlier amplitudes). and short AGC
scaling (200ms). Lhis processing improves the semblance caleulation as intflueneed by the
retlection signal. Next. parameter values are required to detine the appropriate suite of
hyperbolic trajectories.

Initially. the hvperbolic t-x semblance was calculated tor global velocity estimates
and diagnostic purposes. The stacking velocity tunction ranged trom [800-3300m s
incrementing at [00mM s to produce semblance from 36 hyperbolic trajectories at cach zero
offset time (a moveout increment near 8Sms for the Nisku). Processed COF gathers and
velocity spectra (see Figure 2.2.1) indicates primary energy from 800-1100ms and
significant related low-order multiple energy of variable nature occurring at later times
(1100-1250ms) and lower veloceity. Lack of direct indication of shorter period multiples in
the shallow section suggests that the deeper multiples are interbeds. However. the shaltow
primaries have less otfset and less attenuation so that the semblance ot a near-normal
incident weathering peg-leg may not be separated from primaries to the degree of peg-legs
trom deeper retlectors. Still the shallow stacking velocity semblance structure should
represent the same peg-leg mechanism as embedded in the deeper zone.

Subsequent detailed velocity analysis was designed to optimise NMO correction at
the Nisku level. With local stacking velocity near 3500mys at a normal incidence TWT of

I l0Oms, the semblance was parameterised by a velocity range from 2000-4500m. s with 101
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velogity steps of 25mys to give the maximum accuracy of one sample (2ms) between
trajectorics at the tar ottset (2037m). Depending on bandwidth. the tine increment does not
necessarily improve semblance resolution but removes round-ott picking error associated
with larger increments. For a trequency component of 100HZ at the Nisku levell significant
cancellation will oceur over a linear trajectory when absolute velocity error exceeds 30m s.
i'his ensures a picking precision of 2ms at the tar ottset. while accuracy 1s determined by
visual fitting ot hyperbolae to events (optimised by data preparation) during interactive
interpretation of supergather-semblance pairs.

The quality ot the vetocity analysis pancls in the shallow section was low, Largely
due to reverberating refraction modes. source generated noise, and groundroll. The low § N
ratio wis improved by implementing a -k approach in absolute otfset CMP domain. First.
NMO was applied using initial stacking velocities then CMP trim statics were applied and
the NMO was removed. Since NMO will distort wavenumbers of linear energy modes. pre-
NMO rejection is the best way to deal with reverberating retraction energy. (However.
aliased groundroll may become unaliased tollowing NMO). The apparent velocity trajectory
for low-cut rejection can then be detined near the retruction velocity. All data with fower
apparent velocity (including surface waves) are rejected. Also rejected are negative
wavenumbers associated with aliased groundroll. as well as aliased near offset shot
generated noise. These sources of aliased noise support usage of directional t-k rejection.
Semblance can then provide more reliable estimates ot shallow retlector position and
velocity distribution and can also be used as a direct measure of testing effectiveness of

multiple suppression.
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The near ottset stack (see Figure 2.2.2b) used tor wavelet extraction (STRATA My
at cach well site produced wavelets with near-zero residual phase at the reef. =30 degrees at
shelf. and 30 degrees at embayment. This variation could be influenced by various tuctors,
Minor intluence is attributed to the deviation of the otf-reet wells and the surface oftset from
the SSP. Aiso. the synthetics used by STRATA to extract the wavelets were generated unaer
a 2ms depth-to-time conversion. while a Ims block size was considered more appropriate.
Major intluence can be attributed to the ditterent weathering delay and ghosting period at
cach SSP location (again see Figure 2.1.7).

Bused on evidence supporting a surtace peg-leg multiple condition, the processed
COF gathers are deconvolved with operator lag set as the GLT '™ model delay. This
application has been attempted in three difterent designs. First. since deeper primaries are
known to correlate at lags similar to weathering defay. shallow window operator design is
preferred. Since the mechanism has an expected normal incidence nature, only near ottsets
with sutticient correlation gates are used in the design. Compared to multiple contaminated
SSP data (sce Figure 2.2.1¢) post-prediction pre-stack auto-correlations (Figure 5.1.2a)
show signiticant reduction in the level of near offsct ringing at the reet. but little change
oceurs in correlation over the target windpw. The desired ettect is to remove only the peg-
leg component of the correlation over the eftective lag window (near 100ms) where
primaries are known to correlate. The reef auto-correlations are now more comparable to the
shelf and embayment locations but the process has little effect overall.

The post-prediction near stack (Figure 5.1.2b) shows little change in data character

Nisku reflection should be suppressed. but only subtle changes can be observed. At the reef

L4



S1T

OFFSET shelf reef  embayment  BOL shelf reef embayment  BOL OFFSET
(m) (m)
0.0 0.0 0.0
Qol Oal -+ 0ol
002 0.2 = 0a2
053 = 0.3 == 0o/3
0cd 0.4 + 0ad
0® = 0.5 0]
006 0.6 0.6
Qa7 - (" 4 -+ TIME
008 - 0.8 (s)
Q0 9 - 0.9 ~ 0a9
10 1.0 ~ 140
LAl = lal = lal
102 =~ 1a2 = ol
1 [} 3 - 1 [} 3 =1 15 1 [} 3
lod -+ 1o4 -~ lad
125 +—— 1 o5 —L 1.5’
040 AT et 000 —— 0.0
-. G S 1 T L Ll ks -
. -ws'“ﬂ T L e 1
¥ T i e g P S - h“wﬂ4w|=  iy, T - Vo
| :” R i P’ , .
0.2 002 i- i
! tf&.u i “@f T £ 6
: -#z" oo g --
0.3 £ l,'.l 341, ‘,’éﬂ ot : 0.3 % i + 0.3
_ i ik 'i I'I'H “-.I E W i " '-1-;}1-. l:"ﬁ.-“ mﬂ.‘#" :
0.4 [ I;" ‘HI il | "t"":'nf. L|.1:, Km 0.4 -1l: ﬂi"l y"'ll Wi“*?‘ 0.4
Figure 5.1.2a Multiple attenuated SSP-COF gathers (top). Processing stream is gain, statics, spiking

deconvolution, f-k reject, normal moveout, bandpass, mean scaling, trim statics, predictive decon-

veolution (right),

and NMO removal

(left).

Prediction distance is set based on the modelled two-way

delay in the surface weathering layer, but adjusted based on interpretation of bandlimited autocorre-
lations of stack data. Operator length is 80ms designed over the shallow portion of the response

(150-800ms at 34m and 400-800ms at 900m).
and varies from 700-1300ms at 34m to 850-1300ms at 900m before NMO

NMO (right),

Autocorrelation (bottom)

design window is 700-1300ms after
(left).



NEAR OFFSET F-X STACK OF MULTIPLE ATTENUATED SSP-COF GATHERS

EMBAYMENT
SHELF REEF BOL
STN sozou 6 Zou 587q 4800. 3650, 2510u STN
0:0 ¥ TSI )'I"' I 9‘,2,’\:;: m‘ IRISTN 7 ST : F 0.0
F £ ,n;p',,\,;:,,;}) shh ( )m, ke )\i Wi =+
sh BRIl 5 1)5)». i34 =3
-+ r)a"h" 517 )S b 51 (‘ )'9 )) - +
1 :7;@;,.,, e ’;»_»r : =+ 0.1
o I ' - & a
+ ),5’7‘5}),) 2, 55)1;‘:}’?: &,\ ;) ) . ){ }1 }).‘)';)}, *a I EE
+ )',D,p‘» s ) ) ¥
0.2 ¥ i e ff-f««-«f gl e T o0
¥ *12‘“? o 2L ««Zﬁ*:z‘faﬂi‘?lé’ —— @’«« S 5T + 002
4 hvw" )))i,. Un k.u"i"’ 553 "’:s«« S e ¥
B e e R
O3 =F Iﬁ Py < ))n o A))B)”l)))”’h“l bm;» ) )
+ ;)R:;J ?,{h,,gg} ) P.} ‘)gm i))) "»1 Lm;}‘ » ) 'p; ;};}u"!»»nhl»;l ¥
E My Jn )',)F,’“ ,’)\’l’ ’W) ’11 ,.,; ’ ”*’?,}‘,r ’ g‘i e - -
Q4 ; »W» ) S AW ""f}r' RRERRL I ) S
o E.:_ P >~ N ‘ : x ‘i' L ? , ‘\“ «(4)"!:\\ \" ‘ ; 3 3 ' EE_ O o 4
B )}),, \D))\ll » | } b »: ) ; ’K) > ) ll Py :E
¥ »,m‘,}»pﬁm ,)y,)‘ﬁ; ’.' ’yg' ”’ b»'»n;ﬁ ;P‘));) »)”»’Pg’ )jnj -';,?:;e)f; I
005 _::1; i “\‘ “"\‘ - ™ ) " = ~ ((J) = - ‘ g T ,& f;— 005
# )»)»-)» > “ ’*” "'.\’ ”)) > > W, )"» -""') : &
= »‘» e r’ ? ’”o 5 i)) W’”}»é 4 D5 ." -
I ){ } )} e )»' ﬁ'nm)h 1’5 [f)iz,} ’\i) BRI ) n» ))1, L,\ f') ;;»’;’»;; +
Ous _:;: )’)W’»'” id , ) ' 84 i) i o })' ). .) ); ,‘ ). i ; :;:_ 0u6
¥ »)"»,‘nl Jnn); " ))' ") b ’}) .’)H‘,u))nlu.,) '?, '”IU’ 5 ])p)‘.}), ’, i U)’) {ny.)h’)»)’” ")}3))) 3;
= ’)’"”f Ha ol ’3”‘)””?’" W ”.‘>?’.'n"’n it st MV ‘,”’)i ’”?I;»::m"")li I
0.7 R : ) '["”M»"{’»N'D»"?’”’H’.)'"Pmmlmi “n’mnv:ﬁ“m””””"m f 0.7
e s ‘,).,,)))))) )“) »)))3 P W, »””H,))p»)h'Dn},')),l)jn)n,;h),))i))h»nn»nU»n”») ih) + o TIME
2 »»,,».»»»»)»»5;»»»»»’n{, )’ );»»»»»»»»»»;»»»n»)mmr'mm)nnnmﬂ"'"” ) T
T (AR )r"" i \ A 5
0.8 & AN ZRIHP )) "Vl H D»")m’ i ']-up')m W‘) 1"\]"‘ "v”"lh'm + ol ()
s IV S L B 2 d - Y C
M 'llllg— 5344 a ))’ A}\) ) Y 2 ¥ . ” V 2 ¢ »@}5 gg
ANNVIIE —  spppots “‘;“j&‘z“gg\« s ess ceg ««5; < + 0.9
Coal 2o e e “««««««%«“ g :
- e < \ X G o e &\«&( e -
Mississippian _ ”“D» g@*ﬁé{ﬁl@;\w‘/ s e el 1.0
Banff - ‘wy “"‘f‘ ) sy S «dx‘""f‘fﬁ‘fm/ F
— R LS &( T R S F
Wabamun - e s S s e 7555 P SESORAAIY) PP \»)) F
Sals «%mgw , L ek «\_ AAAAA i
e (‘{ LI o ) »n g ! ol
EE » 3 ’»\,’,.y/ ),» ‘(/\.1[ k.? D) )) Loeh! A 3 )’ 5 ,‘ ’Pm’ F
R 3 g»{l b:;" s ,? )})) » mjn »)))»,»»))»)mlui U >, 11 ¥
s .- 1953 - DY Ny, | et ul»)‘ 148 -
AE: D o ) e ! "(!,.); ';y i ) ) {k tatL IS ', & £ 1.2
2 ”’)'"’”» i ’Siii »w lﬁf?p}}}\).)),r;,)»’? ;f,nf? »ip W} it RN i
B3 mh »p»b»»m»wv Wi 31 gl }»): ”W,J,’) } { inm’mm’& bl ¥
o =3 ) o ALn i ..,.\ 1t 1 . 3
EE ~\‘« * O G g i€ \". = i ]. o 3
EE "’)’»ﬂ)\’\";);;;‘;)‘m?? ’ I )B‘i ){}:’2»» )):. H])nn)”;”; )));;\)i)))n)))) .)y)n);)»»ﬁ,; »)”){ )W}Bm]b EE
¥+ n)),,);l;)))))»n)))l)‘“»»)))'ft 11 '{”""z i »)»)D*”))a ) );))N))) b ))n;,p))))))“n)) ))))n' 2 DI *
L ‘ ) )n’))bbmm)’)»»» ))»5»»&' ; ’»)’)N“ £ 1.4
i o o
";wt;»mmmm» il B?kmn:»mmymmmnnnmm»n m
1N 1 5 , A R RSN o
sE b »”P EE
1.5 = P )W’»(;"”))'mh* A N A iy S "':'z,w”%‘l»"-’ nié o= 1.5
1]

Figure 5.1.2b Near offset f-x stack of SSP-COF gathers with multiple
attenuation by predictive deconvolution. The multiple under attack is
1iurface pegleg generated within the weathering layer. Energy near 1150ms
dis been boosted by the prediction process either by energy introduction

€ to inappropriate design, or by allowing another multiple of differen
beriod to stack with less interference.
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location, a subtle change occeurs at the Nisku. This appears to be a local effect refated to
shorter peg-leg periods in this area. Stack auto-correlations (Figure 5.1.2¢) show minor
improvement in shallow signal as compared to betore (see Figure 2.2.2¢) while signal in the

target cone appears unchanged. Band-limited versions of these data (Figure 5.1.2d) shows
frequencies where muitipies are strongest. Poor suppression petormance can be explained by
poor S N in the shallow scetion such that pre-stack prediction to remove peg-legs is not
reliable.

The second approach to prediciton was to include all oftsets in a pre-stack design
window over the target zone. This suppressed autocorrelation energy at operator lags where

primary energy is included (Figure 5.1.37sce also Figure 2.2.2¢). Although mappropriate.
this suppression allows multiple energy to correlate stronger at the BOL location near 220ms
delay corresponding to a second order surtace peg-leg multiple. Primaries still dominate the
correlation at the well locations. where the surtace peg-leg could propagate as a plane wave
or with less energy.

The third attempt at prediction design uses a post-stack approach to remove near
surface effects. Because of poor SN in the shallow stack. f-X noise attenuation was applied
tor enhancement. Autocorretations betore prediction (Figure 5.1.4a) show significant
ringing in the shallow window. Operator design was applied so as to remove shallow
reverberation, and post-prediction correlations (Figure 5.1.4b) indicate that energy in the
deeper window has become more balanced. Figure 5.1.4¢ compares the pre-processed near
offset stack (top) to after prediction (middle), and indicates signiticant change at the Nisku

with little change elsewhere. The Nisku anomaly is easily identified near | 120ms at the rect
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AUTOCORRELATIONS OF POST PREDICTION NEAR OFFSET F-X STACK
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Figure 5.1.2c Windowed autocorrelations of near offset f-x stacks

Of SSP-COF gathers with multiple attenuation by predictive deconvolutio:
Design window varies from 0-1300ms (top), 0-700 (middle), and 700-1300m:
(bottom) . Since the pre-stack prediction operator design is based on
the shallow data, this is where the most change is expected to occur.
Also, the character is now more consistent for the deeper window.
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BANDLIMITED AUTOCORRELATIONS POST PREDICTION
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Figure 5.1.2d Bandlimited autocorrelations (12/15-35/45Hz) of
of post prediction near offset f-x stack.
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Figure 5.1.3 SSP COF gathers with dynamic corrections (top) following prediction design over

a deep window (700-1500ms at 34m and 750-1500ms at 2057m) using weathering delay as prediction
distance. Autocorrelations (bottom) are computed over design window 700-1300ms. Primaries are
known to correlate at the lags suppressed by the prediction. The second order surface peg-leg
is now evident at the BOL location (near offset time about 220ms).



AUTOCORRELATIONS BEFORE PREDICTION

EMBAYMENT
SHBELEF REEF BOL

69704 387 }a 4800 3650,

STATION
0.0

STATION 80704

0.0
x

Ool = 0ot

0:2 F— LAG
® S
;E ) 2 » -.biu))l ( )

0.3 * y‘ﬁw'l'bi»p)‘»ﬂ’? 0.3

. EE ):?” » :, Y ») l ))y - »‘))’” e 'n .; ;».yj)", »N“:,):,ZP:’?'::' :

x R ? > DRI, by ]\. DTy, DB, I 3 vy SR »)' PR o
¥ ) h;) TR .DP'NS...»:):;W»»“,))) ottt » »:Lg: »;.,»,m B »

0.4 3F )'?’" PN, ol ! ,,d'; Pryyr) »n« %»‘y ’{: Y »‘».»um e “»;)»:)) ))»;:)" 0.4

- + ) 2063 ,:; iy nn.»" )’> l] '*) el Vo )-’") Yot ':”"' Do :»)' »)> n‘)m‘”’)*) ”'» .
* AT sy N)»n y ’)}' B e e N A T T LTRSS A 1S
full- band near-stack acor (0-700ms)

0L0 = - P E o ST T — — 00
': E—— .‘ e e il -—.:—..._ . i -'—__
1 -q-m--"_"m M ¥ =
= 1 e ey Wt L% ..‘g i

0al & A S . s ,:-_n + 0al
T B L N o 01 3
= _-ﬁw = 1
=+ wE = = e 3

0.2 _'f W _, ;.l‘i' %, J-_I‘LAG
t £ (s)
T lh::’- - P _,Ih.,m' b T
I r. -
he g _b'j hl" - -

e 3 - e o u,ﬁﬁ?‘,ﬂ"r“' i e B
£ N m"'&-"" "I'r-,'!" ""#" ¥ u#-hh.]..nll,-p-‘ujh" e 3
T i .nmnhﬂ»ﬂhm:»" S » [ P I D, e I 3
G mﬂ' I"'lr 7 P l'lul*l' bt th*.! ik, ?’"l’ E:’h""“' mlﬁ 'mu.'blh' *u,...ﬂ" " £

0.4 E 3 33 I'gmb, R, Tihe uh,”l v 1"';'}"" TR hlhmu ) ‘-,, et 5 =F 0.4
e _-_mu. e iy ln,. Iﬁ '."-‘I N e e

narrow-band near-stack (0- 700ms)

O e O -:: “‘-—"\ “’“‘“’ “‘““““\“’*ﬂ%:'ﬁ“«-“ e — e e Y e ::—— O o 0
¥ «‘-«(a_)&w« . &

Qol —EE , ‘*& - ; _EE_ Oal
T M4 o e "3»»— Simmmnios] M4
: ! « . i i - =
s .'l‘;:g? IO i“»)’ Y, vl T Tj«\ = S B 2 -5

0.2 F - ,: Sy i.e,,,,,‘,A‘_.‘ 4 omeca s 1141 ,.-««( £ ,_::_LAG
x ¢ ,.gb' : - ‘b;)))»», 1 -”D 3
: T P ) = ) 'h»»”%»m»"‘; P @
¥+ | ol » )) ) ) ) .

0.3 —i»:— ’ )’»:i::’:b ::“W»hm P»»)» 3 » >)))n))}» l) ” P n””‘ )H;\'"D' w =E 0.3
= 2 y). 1) BB i) 2 +
. w)) M»ﬁ)’»n»mm)»)»»»))‘»)»»»»m»» +
- :»’?»;?””:'):)»'»h) 1")077"))nm,m»»nn"“ i :.tH’m"\’”}”.”'";"'””’;;”"” :
- M (R USTIIRe SR T

Q%4 X ni: i\u\ ,',b:;n;pnl:;’;::;:]’ ’i’ln ! ’:’:'n l"””:)”mmm.nnn BRI nn'm‘ »n. -
. ' (| f NI v TR LS TTTR et i} } ~- i t +
F )mhn)l‘)))))))N))H“h“" NI »m.mnmmnnnmIpm)Mm»nm»mmnnmnmnn)n -

full-band near-stack acor (700-1300ms)

Figure 5.1.4a. Near-stack autocorrelations before predictive decon-
Volution. Inconsistency in amplitudes of the primaries correlating
near lags of 100ms and 200ms are likely to be caused by surface
related multiples. Shallow design assumes that shallow reflectivity
is white within the seismic bandwidth. Deep-window contamination
by shallow multiples could be causing inconsistent amplitudes
across the line (M4).
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Figure 5.1.4b. Near-stack autocorrelations following predictive decon-
volution based on shallow window design. The primary events correlate
more consistency in amplitude across the line near 100ms (M4) and
200ms. Interbed multiples may still interfere. Cascaded prediction
Operator design (3 passes, 120ms operator).
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on the narrow band stack (Figure 5.1.4¢. bottom). and appears to terminate laterally before
reaching cach oft-reet well location. Removal of surtace reverberation appears to have
provided a criterion tor reet identification given the apriort knowledge ot well results.

An alternative approach to multiple suppression involves the Radon transtorm. The
slant stack transtorm of the COF gathers(Figure 5.1.5a) involves transtorming points in x-t
space to lines in tau-p space. Hyperbolae transtorm to cliipses but when multipies and
primaries are coincident with little moveout ditterence, the corresponding energy is not well
separated in tau-p space. The hyperbolic velocity filter (HVFE, Mitchell and Kelamis, 19690)
transtorms points to lines restricted in p based on primary stacking velocity (Figure 5.1.5b)
essentially performing tau-p muting for multiple suppression. The inverse transtorm
autocorrelations (Figure 5.1.5¢) indicate less multiple contamination near 100ms lag at the
BOL location where moveout was the greatest. but the reverberation is sull strong at the
reef. HSVA (Figure 5.1.5d) indicates reduced multiple semblance. but only a tar ottsct stack
can benetit trom this S'N improvement and only where moveout is signiticant. The
parabolic Radon transform (INVEST '™y was tested and found to be comparable but
somewhat less effective than the HVF approach. largely duc hyperbolic distortion caused by
NMO streteh.

[n this section, some results have-been presented from the testing of conventional
multiple suppression techniques appliced to pre-nrocessed SSP COF gathers. In summary.,
conventional prediction and moveout discrimination methods have been illustrated to be less
than successtul in providing consistent treatment of peg-leg multiples laterally. In some
cases. a tar stack with Radon multiple suppression may be of use if frequency content can be
sacrificed (loss with oftset). However, prediction can be usetul in suppressing dominant
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Figure 5.1.5a Slant stack transform of processed SSP COF gathers (top)

0.4
and autocorrelations (bottom).

Decomposition variable is angle of emergence as defined by a near surface velocity of 2900m/s, and

ranges from -10 degrees to 80 degrees by an increment of 0.75 degrees (

design window is 700-1300ms at -10 degrees and 300-1300ms at 80 degrees.

to prediction design in tau-p space.

121 traces). Autocorrelation
There is no obvious benefit
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Figure 5.1.5b Hyperbolic velocity filter (HVF) applied to processed SSP COF gathers (top).
Decomposition variable is angle of emergence as defined by stacking velocity, and muting occurs
for all tau-p points existing outside the range defined by the limits of 90 to 110 percent of
stacking velocity. Autocorrelation (bottom) design window is 700-1300ms at 0 degrees and 300-
1300ms at 41 degrees., The signal is cleanerr than before by virtue of the hyperbolic nature of
the transform, but energy has been smeared significantly.
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Figure 5.1.5¢c Inverse transform tau-p SSP COF gathers (top) following hyperbolic velocity filtering
to exclude slant stack components with emergence angles outside limits defined by 90 to 110 percent
of stacking velocity. Autocorrelation (bottom) design window is 700-1300ms at 34m and 1000-1300ms

at 2057m. In comparison to before HVF, the multiple at BOL location has been suppressed but the reef
location still indicates a ringing problem associated with near surface reflectors.



8¢Ctl

Vrms SHELF REEF EMBAYMENT BOL Vrms

(nvs) SEFRERUS ROARBAGS ROARSALS REAVSRES  (mfy)
0.0 i e e el e R el P, B L ?S"?‘????%’ 0.0
1500 On]. ) __Ou].
2.00 0.2 =+ -+ 042
3.00 0.3 <+ e 053
4u00 0::4 - e 0u4
5:00 Ii" 0s5 == 4+ 045
7u00 § 0u6 —t= __Oue
o s 0s7 + + TIME
14.00 0.8 -+ T 6
19u00 0;9 = == Oug
25000 1.0 = luo
31.00 a1 ede -+ 1ol
38.00 ) -
12 + - lin@
45.00
53,00 Led = T L3
62.00 i; T b :‘5‘
AMPLITUDE
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primarics for the purpose of identitving weaker multiples at ditferent lags. and this
suggested multiple interterence in agreement with surface peg-leg delay. More importantly.
a robust prediction design based on the assumption ot random retlectivity distribution in the
near surtace does provide an Nisku response with anomalous behaviour at the reet location
and a more balanced autocorrelation over the deeper window. The synthetic seismograms
presented in the next section suggest that this Nisku responsc is in agreement with the
primary synthetic trom both otf-reet locations where the [reton and Ledue formations are
penetrated. The embayment penctrates the turthest, and supports significant primary energy
at that level. This supports the use of shallow data tor the predictive suppression of peg-legs

cmbedded in the deeper window.

5.2 Wellbore Data Analysis
The corrected VSP checkshot velocity is used to map depth logs to time. This was

done using a 1ms block-size. and the resulting logs were blocked more coarsely (Figure
5.2.1a.b.e) to detine retlectivity maodels tor inversion. The appropriate blocksize tor
conversion was tested using synthetics with samplings of 0.2, 0.5, 1.0 and 2.0ms (Figure

2.2a.b.c). In this analysis the time impedance trace is input into normal incidence
reflectivity generation tor primaries-only (right) and for primaries plus all multiples (left)
tollowed by convolution with a 35Hz Ricker wavelet before resampling to 2ms. Surtface
reflectors are excluded in the model by padding sutficient zeroes before the start of the log.
Autocorrelations (attached to cach trace) show similarity between primaries-only and
impulse response synthetics, explaining difficulty in prediction design. Significant
difterences exist between the [ms and 2ms block size, suggesting that this test should be
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Figure 5.2.la Wellbore log blocking at reef location. VEP interval velocitr tunction {a) as
derived from corrected checkshots provides constraints tor mapping woellbore log sanples to
time. The resulting product ot sonic velocity () and noeutron density (¢) provides acoustic
impedence (d) trom which to derive the retlectivity model at well locations,
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Figure 5.2.2a Comparison of depth-to-time conversion rates on
synthetic response for the REEF well. The impedence blocksize

before convolution with a 35Hz Ricker is annotated in microseconds
at the top. All traces are resampled to 2ms following bandlimitation
by the convolution process, and the autocorrelations appended to the
bottom are computed over the window 0.7-1.5s.

133



L(d

SYNTHETIC TEST FOR LOG AVERAGING BLOCKSIZE

BLOCKSIZE IMPULSE RESPONSE PRIMARY BLOCKSIZE
(us) 2000. 1000 500. 200« 2000. 1000. 500. 200« (us)
- = = L) | | | | | |
002 :. LA S LD l‘l‘ll'l *FFE FEREEFFN .l_l_l_l_l FEBRDW EEE W .: O 2
0u3 _:T' _i' Ou3
= +
:
0.4 = -%—ou4
:
1), s T+ 05
:
= EEaE ot = E
T =P Liii= Ty 11713 T11)) e mmmns EEEEE PPPEP 1
0.6 ? T ?r?:. ::::: Il!!"[l L _;?5 ::::: ————— -_-'--'.-.- -E- a6
T MY LILLE VRNDY fiikh PRRRR BRiib RRRRR phRpR +
0.7 _T FEBEE EEEEE  BEBAB  BEEEG _E‘-r-'_"__t'_"’_‘;‘ EREEe _._'!f"'_ _:F_ 0.7
" e BREEE  BERRE  EREERR E—— e e
% F#Fp—;uuu-ﬂn-—-q!-m;" - e 3
0.8 :L _m BhERE ;:: ::::: .:’._._. E :E‘;: ‘;“l ;;ll‘- _:":_ TIME
B 11 -__-J-—-_n- S — £ (s
09 e _-m i _-n___" — ==
g t : H_'-_n Li__»pawss _»yeee weesp LILEL Eeee= S B ¥ QS
3 —M*Mm! e 'i

1.0 S i 1.0
i :

o P L - R lal

ol 2 = = — — H _____ _“Fiiﬂ FrEFR ?

_?_ | ——— A — | == EFEFFE FEEEE £
£ * _-m'.' :'ﬁjbj-i)- --'.-h-'b'h_-'- 3 _-'-'- | i 3
1.2 F *;_ﬂﬂr—m—“——----——-~——— S o o 3 8 =% 1a2
1 P . FEEEE B R R +
3 =rrer pEaEE kbbb bhbbb -
! * FrEEs  Babee- BRMRR  BRRRE _‘I" s
- DIIID BBBES  BBRRD BRBBM S ©
¥ PEEEE  EEERE BREREE  BERRR B
T FEFFF  JYIR)  FPREF  FRRRR : i $
1.4 = — FFFpr SERNp BMADN RRay L0410 Liad) SLLRE LALLR - 1.4
- PEERR BEERE EEEEE  EEEEE | I
-.‘5 FEERE F1ddl BREFFD -'-b-; i

155 :T f".”! ..-:.:.:.;:. e I e e —i =5
+
B | | AUTOCORRELATIONS S

1o6 | e ——— Eeem—— pe— - | — — —:EluS
= SEFFP BENES SEEFR FEEER FEESR BOSSE PP PPPPP I
T ssxns JIPTT BRRER BERND ks NBERR RENDD  BRERE T

1.7 = wpmpw »ERB3 BIRBD PIDF) EEmEe e S e = 1.7
: D T D2 L e LT T DT N T Y - T
i Y 1y ek 233> 3II) sesss BEEes eses :

1.8 F— e “wrpyy  BRBRD  BEBBE BRRBR BBMBR - [ .Q
}. ..... B D R EE RN e T FEEFE BREEEP T
+ (AN ] .}'., BERBE  BREED '.;!._‘-.I BRRER EEFRF BENDB %

1.9 = PEFRD BBBRR 3333 »ssy  PRERR  BREEBR BEEEP FRRER ? A -

Figure 5.2.2b. Comparison of depth-to-time conversion rates on
synthetic response for the SHELF well. The impedence blocksize
before convolution with a 35Hz Ricker is annotated in microseconds
at the top. All traces are resampled to 2ms following bandlimitation
by the convolution process, and the autocorrelations appended to the
bottom are computed over the window 0.7-1.5s.
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Figure 5.2.2c Comparison of depth-to-time conversion rates on
synthetic response for the EMBAYMENT well. The impedence blocksize
before convolution with a 35Hz Ricker is annotated in microseconds
at the top. All traces are resampled to 2ms following bandlimitation
by the convolution process, and the autocorrelations appended to the
bottom are computed over the window 0.7-1.5s.
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performed tor all non-clastic environments (minimum 2ms is typical of industry software).
The Ims blocking was chosen to satisfy anti-aliasing requirements for the logging tool (note
lack of change within the zone of interest for tiner sampling), and implies a depth blocking
ot about 10 samples at the zone of interest. The depth-to-time conversions tor a.gne and p,
and the resulting I(t) sequence, are shown in Figures 5.2.3,.5.2.4. and 5.2.5 respectively.

In this Nisku SSP study. response at reef le". 2l is partially mas.keci by a highly
reverberatory R, sequence. Multiple mechanisms are expected to involve the Wabamun
carbonate and the underlying salt. At Wabamun depth of about 1600m (1050ms), interval
velocities increase to about 6000mys from 3200mys. Within 100m shallower in the section
(near 1000ms), the Mississippian and Banftf units both re.present velocity change to 5500mys
trom 4200m:s. At about 1350m (near 900ms), the Mannville Greup velocity increases to
4200m:s trom 3200m:s. and a cyclic distribution exists within this group (in particular, a
low density coal unit near 950msy, The salt laver 1 50m below the Wabamun (near | 100ms)
has a velo2ity ot about 3000m s as compared to the 6000m,'s background. In addition to
stgniticani changes in «. the p distribution 1n the section is clearly not related to a by
Gardner's equation, and this source of impedance contrast must be consicersd. Meanwhile,
the surtace velocity from uphole times is estimated to range from 700 to 950nmvys within a
40m thick layer that sits above a retracting layer with velocity of 2700mys. In addition to at
least tirst order interbed muluples involving the Wabamun, significant intrabed delay and
strong surtace related peg-leg multiples can be expected to occur.

Based on well log impedance, the complexity uof overall muliiple interference is
apparently caused by unrelated timing delays of various interbed mechanisms. These

mechanisms become related by producing first order multiples at an incidence time adjacent
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Figure 5.2.3. Velocity time logs at 1lms sampling for the Nisku
field. Times are adjusted to SRD (900m) during constrained depth to
time conversion using VSP checkshots. Logs are padded by velocity
extrema of 1000m/s (1000us/m) at top and 8500m/s (118us/m) at bottom
for display purposes. Geologic tops are given.
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Figure 5.2.4. Density time logs at 1lms sampling for the Nisku

field. Times are adjusted to SRD (900m) during constrained depth to
time conversion using VSP checkshots. Logs are padded by density
exXtrema of 1.0g/cc at top and 3.0gm/cc at bottom for display purposes.
Geologic tops are given. .
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Figure 5.2.5. Impedence time logs at 1lms sampling for the Nisku
field. Times are adjusted to SRD (900m) during constrained depth to
time conversion using VSP checkshots. Log values derived from sonic
and density logs. Geologic tops are given.
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to Nisku response. For this reason. well log synthetic seismograms are prone to
misrepresentation ot multiples because the timing of the events s crucial to the net impulse
response at Nisku level VSP's recorded in these wells should validate the existence and
temporal distribution ot retlectors. Also. VSP's should illuminate the depths at which
multiples are generated and thereby identify interbed mechanisms. The tocus will now be
shifted to VSP analvsis to provide a correlation between seismic and wellbore impedance
contrasts tor the purpose ot identitving key retlectors n the impulse response. Blocked
impedance models derived trom this analysis will be used tor retlectivity inversion.

The embayment and shelt VSP's are of the same vintage and shooting parameters.
The depth increment used 1in acguisition was 20m. resulting in an cffective vertical sampling
closer to 19m due to hole deviation on the order of 10 degrees. The reet well VSP was
acquired under different circumstances than the two other wells. The samphing was 13m and
the well deviation was less than 3 degrees. In industry., depth correction due o hole
doeviation is not usually pertormed unless deviation exceeds 10 degrees, but will generally
depend on target depth. Hence. results trom the off-reet” VSP's may not be as reliable as the
reet VSP.

The basic principles described in Chapter 3 were tested on the vertical compressional
component of the VSP data trom the three wells (see Figure 3.2.4a.b.¢). Both oft-reef
surveyvs suttered from tube wave contamination. and this energy was suppressed using -k
zero wavenumber reject following tube mode tlattening. The down-going 