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Frontispiece

Rule 31. Each successive fracture episode is th. very first to break an area.
This assumption of eternal crustal virgini.y assures mechanical isotropy
of an area and does not confuse readers with such complicated concepis
as tectonic herediry and pre-existing influences on fracture directions.

From: Wise, R.; 1982; Linemanship and the Practice
of Linear Geo-art; Geological Society of
America Bulletin v93, p888.

Fur the field geologist, eroded dykes may be viewed as full scale tests of the
Jracture strength of the Earths crust.

From: Pollard, D.D.; 1987; Elementary Fracture Mechanics
Applied to the Structural Interpretation of Dykes;
in Halls, H.C. and Fahrig, W.F. (eds.);
Mafic Dyke Swarms; Geological Association of Canada

Special Paper 34, p6.
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ABSTRACT

The presence of hydrothermal vents on the seafloor at present-day spreading centres,
and the lower than expected conductive heat flow values at ridge crests requires the
convective circulation of fluids in oceanic crust. The fractured nature of oceanic
crustal rocks further suggests that fractures rather than the rock matrix control the
fluid circulation and hydrothermal alteration. Study of the nature and role of these
fractures in the sub-surface below the modem seafloor is at present done only through
one-dimensional boreholes and seismic refraction studies. These fracture networks are
better described through analogues such as the ancient obducted oceanic crust of the
Troodos ophiolite, Cyprus, which provide a three-dimensional, well-exposed
cross-section through the oceanic crust.

The Spilia-Politiko area, Cyprus, was chosen to investigate the characteristics of
fractures in the sheeted dyke complex of the Troodos ophiolite. Sheeted dykes in the
study area were intruded along a fast spreading, ridge in the Tethys Sea
approximately 90 Ma. A jump of the spreading axis from the Solea graben to the
Spilia-Politiko area, a second ridge jump further to the east, and movement along the
South Troodos Transform Fault have contributed to the formation of five, partly
fault-bounded, dyke domains which are defined by their strike orientations. The
chemistry of the dykes and the distribution of hydrothermal alteration zones are
indicative of multiple, small, transient magma chambers. A later phase of amagmatic
extension, post-dating hydrothermal alteration, resulted in the formation of the
Mitsero graben structure through a roughly 12% extension of the crust.

Fracture characteristic data for roughly 3200 fractures were systematically collected at
41 locations in the different dyke domains and throughout a vertical section of the
Troodos crust, using a scanline mapping method. The mapped characteristics included
fracture type, orientation, aperture, length, termination mode, and mineral filling.
Fractures within the sheeted dyke complex of the Spilia-Politiko area are sub-divided
into two distinct sets: (1) fractures parallel to dyke margins; and (2) those related to
columnar jointing. The dyke-parallel fractures tend to exhibit longer trace lengths and
larger apertures than those related to columnar jointing. In addition, the dyke-parallel
fractures tend to contain epidote whereas the columnar joints were filled by calcite
which formed at a later time. Both fracture types formed as the result of contraction
during cooling of the dykes, such that fracture orientations are related to the
paleo-orientation of the dykes. Other fracture characteristics, such as trace length,
aperturs, and mineral filling, are generally consistent across the different dyke
domains suggesting that the tectonic and hydrothermal processes during the period
immediately following dyke emplacement were homogeneous. Fracture aperture and
trace length decrease with paleo-depth through the sheeted dyke complex, whereas the
occurrence of hydrothermal minerals increases with depth.
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Paleo-permeability of the sheeted dyke complex, numerically modelled on ihe basis of
fracture radius, aperture, orientation, and density data from the study area, ranges
from 10 to 10?m2. An observed decrease in the calculated paleo-permeability with
depth corroborates studies of modern ocean crustal permeability as reported from
Deep Sea Drilling Project borehole packer tests. Areas of intense hydrothermal
alteration are more fractured than unaltered dykes, therefore their calculated
permeabilities are higher, but only by 6%. The intensely altered zones are 50-100
metres wide and contain fluid inclusion and mineralogical evidence for the passage of
hot, circa 350°C, seawater-salinity fluids. They are considered to be the up-flow
portions of hydrothermal circulation cells which resuited in the formation of epidosite
bodies. Preferential fracturing along the dyke margins favours vertical permeability,
whick: facilitates vertical hydrothermal convection driven by heat from the small
mag.iua chambers. In the study area, the distribution of epidosite bodies suggests that
the hydrothermal cells have a mean cross-strike spacing of 5.3 kilometres. Restriction
of hydrothermal alteration to well defined zones higher in the sheeted dyke section
and an increase in the occurrence of hydrothermal mineral precipitation with depth
implies focussing of hydrothermal up-flow higher in the section. Because the amount
of fracturing in the diabase does not vary significantly from that of well-defined
epidosite zones it is concluded that the location of hydrothermal circulation cells is
controlled by the position of the heat source.

Study of the variation in dyke orientations provides a useful basis for establishing a
tectonic framework for sheeted dyke complexes. The study of fractures, alteration and
permeability in ophiolites within such a tectonic framework provides valuable
information about the fracture characteristics and permeability structure of the upper
oceanic crust. The permeabilities calculated for the study area give an indication of
the magnitude of permeability in oceanic crust at a spreading axis during
hydrothermal circulation, whereas sub-sea boreholes (e.g. DSDP hole 504B), with
present technology, can only provide information on permeability at off-axis locations
and may not be as useful for estimating permeabilities in active hydrothermal systems.
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1. INTRODUCTION

1.1 BACKGROUND

Oceanic lithosphere is composed of four layers, which from top to bottom are: Layer
1, marine sediments; Layer 2, extrusive and intrusive igneous rocks; Layer 3,
intrusive igneous rocks; and Layer 4, upper mantle (Cann, 1974) (Figure 1.1). The
Layer 2 rocks are further subdivided into Layer 2A, extrusive volcanic pillow and
flow lavas, and Layer 2B, intrusive diabasic dykes (Cann, 1974). Formation of this
oceanic lithosphere at accreting tectonic plate boundaries, through the injection and

cooling of magma, transfers heat from the mantle to the seafloor.

Conductive heat flow values measured near mid-ocean ridges are lower than those
predicted from conductive heat-flow models (Lister, 1972; Williams ¢t al., 1974,
McKenzie and Sclater, 1969; Sclater and Francheteau, 1970; Parker and Oldenburg,
1973). To explain the lower than expected values, hydrothermal convection was
postulated as a means to remove heat from the oceanic crust (Hyndman gt al., 1976;
Lewis, 1983). The discovery of the black-smoker hot springs, venting fluids with
temperatures up to 350°C, at the seafloor on the East Pacific Risé (Weiss ¢t al.,
1977; RISE Project Group, 1980), confirmed ghe importance of hydrothermal

convection in modifying the thermal structure of the oceanic crust.

The significance of hydrothermal circulation in the oceanic crust goes beyond its
effects on heat-flow characteristics. Hydrothermal circulation through oceanic crust
has clearly played a role of both economic importance (in the formation of metal-
sulfide deposits) and environmental significance (in the evolution of the hydrosphere).

A direct consequence of the circulation of seawater through the oceanic crust is






chemical exchange between the rocks and the circulating fluid. The fluid flux is of
sufficient quantity that it buffers the major element composition of the oceans (Von
Damm, 1990), and their isotopic composition, such as 6'*O (Gregory and Taylor,
1981) and ¥’Sr/*Sr (Holser, 1984; Veizer, 1988).

Fluid circulation in the oceanic crust, driven by thermally induced buoyancy effects,
includes seawater recharge into the extrusive volcanic rocks (Layer 2A) and fluid
movement into, and throﬁgh, the sheeted dykes (Layer 2B), toward the top of the
magma chamber heat source. The sheeted dykes (Layer 2B) are assumed to play a
major role in constraining fluid flow characteristics, because a large portion of the

flow path lies within them.

The effective bulk permeability of a rock mass will control the flow of fluids through
the rock. The in situ bulk permeability of Layer 2A {extrusive volcanic rocks) has
been measured in Deep Sea Drilling Project (DSDP) drill hole 504B as 4 x 10" m?,
whereas that for Layer 2B ranged between 4 x 10”7 and 5 x 10'* m? (Becker, 1989).
In contrast, experimentally determined permeabilities of unfractured basalt, diabase,
and gabbro are much lower than those of the fractured equivalents, at 9.9 x 107 m?
(De Wiest, 1966), 8.4 x 102 m? (Ohle, 1951), and 8 x 10 m? (Trimmer ¢t al.,
1980), respectively. Thus fluid flow through the rock matrix is not a likely
mechanism for the movement of fluids through the oceanic crust. The large difference
between the in situ bulk permeability of Layer 2 and that of unfractured igneous rocks

implies the presence of a large-scale interconnected fracture system within Layer 2.
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1.2 STATEMENT OF PROBLEM

Early efforts to numerically model hydrothermal flow systems in oceanic lithosphere
treated the rock mass as an equivalent porous medium (e.g. Fehn gt al., 1983), using
hydraulic properties and equations that assumed that the fluid flowed through the rock
matrix. Although the porous-medium modelling approach may be valid and necessary
for the very large scale (> 10 kilometres), it does not incorporate the presence of
fracture systems through which the bulk of the fluid flow is likely to take place
(MacDonald, 1983). Fractures have flow and transport properties that are very
different from those of the rock matrix. Both theoretical and experimental studies of
fluid flow in fractured rocks have shown that the flow through the fractures is
volumetrically more important than the flow through the rock matrix for low
permeability rocks (Romm, 1966; Snow, 1969).

Understanding the role that fractures play during the development of oceanic crust is
essential in the explanation of the nature of hydrothermal fluid circulation. The
geometry of fracture systems (including orientation, location and size of fractures, and
their degree of interconnection) is likely to be one of the major factors determining

the direction and volume of hydrothermal fluid flow in oceanic lithosphere.

1.3 PREVIOUS WORK

Studies of fracture systems in modern oceanic crust are limited to a few DSDP and
Ocean Drilling Program (ODP) drill holes (e.g. DSDP hole 504B off the Costa Rica
rift). The oldest fractures measured in such studies are related to cooling stresses

(Adamson, 1985; Simmons and Richter, 1976). In DSDP hole 504B, fractures with



varying orientations and inconsistent cross-cutting relations, but containing the same
mineral filling, suggest that pressure conditions strongly control fracture geometries
(Agar, 1990). This also shows that pore fluid pressures were higher than lithostatic
pressure (Agar, 1990).

Data obtained through indirect marine geophysical sensing methods (sonar, heat flow,
electromagnetic, etc.) do not allow accurate definition of the fracture geometry at
depth in the oceanic crust (Lewis, 1983). Wilkens et al. (1991) showed that a better
understanding of ocean crustal evolution requires that more refraction seismic
measurements be made, and that the links between the pore structure of oceanic

crustal rocks and velocity-porosity relationships be examines in greater detail.

Systematic (lateral and vertical) investigations of fracture characteristics in oceanic
lithosphere can more easily be made in ophiolites which are regarded as remnants of
oceanic lithosphere now residing on land (Church and Stevens, 1971; Anonymous,
1972; Church, 1972). So far, systematic studies of fracture systems have generally
been restricted to granitic massifs (e.g. Stripa mine, Sweden, Rouleau, 1984; Fanay-
Augeres mine, France, Long and Billaux, 1987), and sedimentary rocks (e.g. Lannon
quarry, Wisconsin, Lapointe and Hudson, 1985). They have further been restricted to
the study of present-day engineering and hydraulic properties of the fractured rocks,

ignoring the processes which led to the current rock properties.
1.4 PURPOSE AND SCOPE

The nature of hydrothermal fluid circulation in the sheeted dyke portion of the oceanic
crust is not well known and little studied. The purpose of this study is to investigate
the physical aspects of fracture systems that controlled hydrothermal circulation in the



FIGURE 1.2 INTERNAL STRUCTURE OF THE SHEETED DYKE SEQUENCE
IN THE TROODOS OPHIOUTE, CYPRUS (AFTER MOORES ET AL, 1990).
THE SHEETED DYKES ARE IN THE UNPATTERNED AREAS OF ENLARGED
MAP. INSET MAP SHOWS LOCATION OF THE TROODOS OPHIOLITE.
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sheeted dyke complex of a well exposed ophiolite, and to use this as an analogue of
the oceanic crust, to describe the development of Layer 2B of the oceanic crust and

the circulation of hydrothermal fluids through Layer 2B.

The Troodos ophiolite, located on the island of Cyprus in the Eastern Mediterranean
Sea (Figure 1.2), is one of the best documented ophiolite complexes in the world
(e.g. Panayioutou, 1979; Malpas et al., 1990), and it was therefore selected for this
study. Outcrop exposures provide a relatively complete cross-section through this
upper oceanic lithosphere analogue. In particular the sheeted dyke sequence, layer 2B,
is extremely well exposed and little deformed, providing ideal vertical and lateral
sections through the dykes and their upper and lower contacts.

Earlier studies of fracture systems in the Troodos ophiolite have been restricted to: 1)
the mapping of faults (e.g. Bear, 1960; Carr and Bear, 1960; Varga, 1991); 2)
descriptions of veins at isolated points, in the context of establishing the original fluid
properties and the extent of hydrothermal alteration, through fluid-inclusion studies
(e.g. Spooner and Bray, 1977; Richardson ¢t al., 1987; Kelley et al., 1992) and
stable-isotope studies (Heaton and Sheppard, 1977; Schiffman et al., 1987); and 3)
two-dimensional theoretical modelling of hydrothermal fluid circulation in a ridge-
parallel fault at a spreading centre (Strens and Cann, 1986). Structural studies (e.g.
Varga and Moores, 1985; Ramsden, 1987; Varga, 1991) outlined the structural setting
of the Sheeted Dyke Complex, in which the development of Layer 2B can be studied.

The principal objectives of this thesis are:

1) to use dyke orientation data and other structural observations to describe the

geological development of a carefully selected study area; this will include the



delineation of dyke domains in the study area, through analysis of dyke

orientations;

2) to characterize fracture geometry in the study area, and to describe the statistics of
the fracture data;

3) to determine whether differences in fracture characteristics are related to

stratigraphic position in Layer 2B, or to position in different dyke domains;

4) to estimate the permeability characteristics of the sheeted dyke section during the
early stages of its formation, using the fracture characteristics established

through objectives 2 and 3 above;

S) to integrate the geological and fracture-geometry databases into a self-consistent
model for the development of Layer 2B oceanic crust in the study area and, by

implication, elsewhere.

The field area ;:hosen for this study of the Troodos ophiolite lies in the area between
Spilia to the west, Politiko to the east, Mitsero to the north, and Pharmakas to the
south (Figure 1.2). The field area, which covers roughly 280 square kilometres, will
be referred to as the Spilia-Politiko area. It lies within the structure identified as the
Mitsero graben (Moores et al., 1990), formerly the Ayios Epiphanos graben (Varga
and Moores, 1985). The Mitsero graben is bounded to the north by the sedimentary
sequences of the Mesaoria Plain, and to the south by the Arakapas fault zone, now
renamed the South Troodos Transform Fault, to include part of the Limassol Forest
Complex (MacLeod, 1990; MacLeod gt al.,1990). To the west it is bcunded by the
Solea graben, and to the east by the Makhaeras dyke domain. The Mitsero graben



provides a cross-section through an ancient spreading centre (Chapter 2) which, in
combination with the undeformed nature of the rock units, allows along-strike and
across-strike interpretation of the fracture characteristics with respect to spreading
centres. The map view of the field area provides an oblique section, tilted to the
north, through the Mitsero graben structure, and it includes contrasting areas of
greater and lesser intensities of hydrothermal alteration. Earlier structural and
hydrothermal investigations carried out in an adjacent area to the West (Varga, 1991;

Schiffman gt al., 1990), provide a database for comparison.

Locations for measurements and sample collection were selected throughout the field
area to enable determination of the variation of fracture properties throughout the
Sheeted Dyke Complex and in immediately adjoining sections at the base of the pillow
lavas and at the top of the underlying gabbros. The collection of fracture
characteristic data requires fresh outcrops, because some of the fracture information
will be lost during weathering of the exposed rocks. Numerous fresh outcrops were

available for this study in the form of recent road cuts.

Fracture characteristics, including fracture orientation, trace length, censoring
(fracture continuation beyond the visible outcrop edge), termination mode (fracture
interaction with other fractures), surface roughness (fracture curvature and aperture
variation), mineral infilling, average aperture, and rock type were determined by
scanline survey (described further in Chapter 3) for 3221 fractures at 41 outcrop
localities. The data were used to compute parameters describing the distribution of
fracture characteristics. The parameters in turn were used to compare the fracture
characteristics of different sites, and to estimate paleo-permeabilities at specific levels
and locations in the ophiolite complex and, by analogy, in Layer 2B of the oceanic

crust.
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Almost 3300 dyke orientations, mostly at points in the Sheeted Dyke Complex, were
compiled from field measurements made during this study (848), and from the
literature (2428). The dyke orientation data, supplemented by published work on the
structure and history of the field area, were used to place this study of fracture

characteristics into a tectonic framework.

Samples of fracture filling minerals and rock matrix were collected from the field
area. They were used for: 1) micro-thermometric studies of fluid inclusions to
determine hydrothermal temperatures, salinities, and possible fluid sources; 2) stable-
isotope analyses of calcite (for C and O), to estimate the temperature and timing of
its formation; and 3) whole-rock geochemical analyses, utilizing X-ray fluorescence
techniques, to determine whether chemical signatures would indicate contrasts within

or between orientation-based dyke domains.

The extensive database generated by this study, particularly with respect to fracture
characteristics and dyke orientations, required computer management and
manipulation. Special programs were written for various tasks, including database
management, compilation of data based on various parameters, and the calculation of
derived properties such as orientation statistics and fracture permeability. The
introductory sections of Chapters 2, 3, and 5 contain flow charts showing the
programs used within each chapter, and the pathways followed during the data
manipulation process. Appendix D presents the program listings, input requirements,
output specifications, and a description of purpose for each of the programs written
for this study.



2. GEOLOGIC AND STRUCTURAL FRAMEWORK OF THE
STUDY AREA

2.1 INTRODUCTION

The purpose of this chapter is to use the orientations and geological relationships of
the dykes in the Sheeted Dyke Complex and the Basal Group, of the Troodos
ophiolite, to develop a framework within which to analyze the fracture geometry and
characteristics (Chapter 3) of the Sheeted Dyke Complex. Specifically, this chapter
undertakes: introduction of the geology of the study area; analysis of the large scale
features within the Troodos ophiolite through use of remotely sensed data; delineation
of dyke domains and graben structures within the Spilia-Politiko area, based on
orientation of dykes and geometry of faults; and description of a structural framework
for the field area. The basic geology of the field area, outlined in the following

section, is presented on the map in Figure 2.1.

2.2 GEOLOGICAL SETTING OF THE TROODOS OPHIOLITE, CYPRUS

The Troodos ophiolite underlies 3200 km? or about one third of the island of Cyprus.
It has a maximum elevation of about 2000 metres above sea level. The pseudo-
stratigraphy of the Troodos massif consists of three parts: the Plutonic Complex at the
base of the section; the overlying Sheeted Dyke Complex; and extrusive volcanic

rocks capping the entire sequence (Wilson and Ingham, 1959) (Figure 1.2).






2.2.1 Origin

The Troodos ophiolite formed 92-90 Ma above an oblique, possibly NE-dipping,
subduction zone (Robertson, 1990). Partial melting of a depleted mantle source is the
accepted origin for the Troodos lavas (Greenbaum, 1972; Robinson gt al., 1983).
Bishopp (1952) was the first to suggest that the Troodos ophiolite represented oceanic
crust. Subsequently, various oceanic settings were proposed for the Troodos ophiolite
including major ocean basin (Moores and Vine, 1971), narrow ocean basin (Robertson
and Woodcock, 1979), mature island arc (Miyashiro, 1973), island arc and seafloor
setting (Pearce and Cann, 1973), immature arc (Rautenschlein ¢t al., 1985; Thy et
al., 1985; Moores ¢t al., 1984), back-arc setting (Pearce, 1975, 1983), or a supra-
subduction zone environment in a nascent arc setting (Robinson and Malpas, 1990).
Although a variety of tectonic settings have been proposed, all authors agree that the
well developed sheeted dyke complex requires its generation at a spreading centre

environment.

2.2.2 Obduction and Emplacement

The emplacement processes of the ophiolite are a matter of controversy. Vertically
oriented flow banding of mineral phases such as pyroxenes within the residual mantle
sequence demonstrate the presence of a diapiric mantle structure. This shows that the
complex lay close to a spreading axis at the time of obduction (Moores and Vine,
1971; Nicolas and Violette, 1982). Based on a lack of evidence for major thrust
repetitions, Robertson and Woodcock (1979) suggested in situ uplift and rotation
overlying north-dipping tectonically underthrust crust of either continental or oceanic
origin. Biju-Duval gt al. (1976) and Moores ¢t al. (1984) supported ophiolite
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emplacement from the north. On the basis of paleo-magnetic evidence, a 90°
counterclockwise rotation of the whole ophiolite is believed to have taken place since
its formation in the late Cretaceous to the early Eocene (Moores and Vine, 1971).
This means that features presently trending north-south were originally east-west
trending at the time of formation and thus would be related to oceanic or back-arc
spreading along an east-west trending axis. Clube et al. (1985) stated that at least 60°
of the rotation had been completed prior to the Lower Eocene; the remainder was
completed by the end of the Lower Eocene. They suggested that an oblique
subduction zone beneath the Troodos ophiolite could provide the necessary driving

force for the tectonic rotation.

Regional gravity surveys indicate the presence of a high density (3.01 g/cm?), 30 km
thick slab beneath Cyprus overlying an up to 30-km-thick, lower density (2.7 g/cm?)
slab of possible continental crust which extends south to the Eratosthenes seamount
(Figure 1.2) (Makris, 1983). A gravity low centred over Mt. Olympos, at the centre
of the ophiolite (density = 2.55 g/cm’) is interpreted as a narrow pipe-like serpentine
diapir beneath Mt. Olympos (Makris, 1983).

Serpentinization of ultramafic rocks may have been, in part, responsible for the uplift
of the ophiolite (Allen, 1975; Gass, 1979). Robertson (1977) estimated 4 kilometres
of uplift for the ophiolite, which occurred in pulses. By Late Miocene the Troodos
ophiolite was a low island. In the Pliocene (6-2Ma) tht_: ophiolite was further uplifted
relative to the Mesaoria Plain (Figure 1.2) which was subsiding as a half graben.
Major uplift occurred during the Pleistocene (2 kilometres of the uplift occurred after
the Pliocene (Robertson, 1977, 1990)). During the last 200,000 years, 20 metres of
uplift have been documented (Poole et al., 1990). Most of the uplift is related to the
convergence of Africa and Eurasia (McCallum and Robertson, 1990). Stream terraces
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and incised valleys suggest that uplift processes are still active.

2.2.3 Plutonic Complex

The Plutonic Complex of the Troodos ophiolite (Wilson and Ingham, 1959) occurs at
the centre of the massif (George, 1975). The Plutonic Complex comprises massive to
foliated, tectonized harzburgite, dunite and minor lherzolite. Serpentinization of these
rocks ranges from 40% to 100%.

A sequence of melagabbros, olivine gabbros, and pyroxene gabbros is interpreted as
former magma chambers (Malpas ¢t al., 1989a, 1989b). The primary texture and
mineralogy of the gabbros are still preserved. Malpas gt al. (1989a, 1989b), as well
as Allen (1975) provide evidence for magma intrusions in multiple magma chambers.
These intrusions are spatially and temporaily variable; some are high-level intrusions
in the dykes (Malpas ¢t al., 1989b) and others are deep-seated, within the residual
mantle (Malpas ¢t al., 1987).

Discontinuous pods of plagiogranite (granophyre of Bear, 1960) composed mainly of
feldspar and quartz, occur above the gabbros. In the Troodos ophiolite, the
plagiogranites seem to be mainly associated with the gabbros and they are interpreted
as capping magma chambers (Malpas, 1989, pers. comm.).

2.2.4 Sheeted Dyke Complex and Basal Group

The Sheeted Dyke Complex (Gass, 1979) is 1 to 1.2 kilometres thick, Both the top



and the bottom of the section show a rapid transition (over 100 metres) from 95% to
50% dykes. At the top, the Basal Group (Wilson and Ingham, 1959) is a transition
zone upwards from sheeted dykes to extrusive volcanic rocks. Relations with the
gabbros at the base of the sheeted complex are variable, i.e. gabbro intruding dyke;
dyke cutting gabbro; and dyke originating in gabbro (Malpas et al. 1989a). These
fclationships reflect multiple magma emplacement events. The dykes are fine to
medium grained and of basaltic to andesitic composition. They were affected by later
sodium metasomatism, uralitization, chloritization, and epidotization. Mineral phases
in the dykes include quartz, plagioclase, actinolite, chlorite, epidote with subordinate
zeolite, prehnite, calcite, sphene, leucoxene, and iron oxides, hydroxides and sulfides.
The dykes were subdivided by Bear (1960), on the basis of mineralogy, into four
types: albite-diabase, quartz-diabase, epidote-diabase, and epidosite (epidote + quartz
+ chlorite). Epidosites and their significance are discussed in Section 5.2.

In the study area, diabase dykes vary from fine (and glassy) to coarse grained (Plate
2.1), massive to highly fractured and from virtually unaltered diabases to highly
altered epidosites. Plate 2.2 shows unaltered diabase dykes cutting altered epidosite
dykes, indicating that alteration was probably contemporaneous with dyke formation.
The bulk dyke mineralogy consists of quartz, plagioclase, homblénde, chlorite, and
epidote; and minor amounts of sphene, rutile, and chlorite. For example, the coarse
grained portion of sample O/C-6 (listing of samples in Appendix A.2) consists of 30%
albitized plagioclase, 30% secondary quartz, 25% chlorite, 5% pyroxene, 5% ilmenite
(associated with quartz and chlorite) and 5% epidote (associated with the quartz)
whereas the fine grained portion consists of 80% glassy matrix with small laths of
plagioclase, 10% quartz, 5% chlorite and 5% opaques. The quartz is anhedral to
subhedral.
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On the basis of dyke orientations, the Sheeted Dyke Complex can be divided into five
structural domains and three grabens (Verosub and Moores, 1981; Varga and Moores,
1985) (Figure 1.2). These domains include three graben structures, from west to east,
the Solea, Mitsero and Larnaca grabens (Moores ¢t al., 1990). These graben
structures may be separated from each other by bounding listric normal faults which
are thought to sole at depth near the dyke-gabbro interface (esp. Solea graben, Varga
and Moores, 1985). The grabens are composed of fault bounded blocks of pillow
lavas overlying sheeted dykes and sometimes gabbros and plagiogranites (Moores et
al., 1990).

2.2.5 Pillow Lavas

Extrusive rocks of the Troodos ophiolite are 0.2 to 3 kilometres thick and are
dominated by pillowed flows. Sheet flows, flow breccias, and hyaloclastites are also
present. Common mineral phases include quartz, plagioclase, diopside, celadonite
(formed at the expense of pyroxene), and glass. The lavas were initially divided into a
Lower (axis) and an Upper (off-axis) sequence (Gass and Smewing, 1973; Smewing
et al., 1975). Later geochemical work outlined two distinct geochemical suites
referred to as 1) the arc tholeiite suite and 2) the high MgO - high SiO, suite
(Robinson ¢t al., 1983; Rautenschlein gt al., 1985; Gillis, 1986). The rock types
include basalt, andesite and dacite, and their low grade metamorphic equivalents
(spilites and keratophyres).

The pillow lavas are variably altered, although fresh glass is locally preserved. The
presence of fresh glass throughout the extrusive sequence indicates that the alteration,

and thus fluid circulation, in the extrusive rocks was not pervasive and that the



alteration facies were not stratigraphically controlled (Robinson ¢t al., 1983). The
alteration appears to have been controlled by permeability variations, changes in
lithology and proximity to intrusions (Gillis, 1983). Gillis (1983) considered this to be
a reflection of variations in the hydrothermal recharge and discharge regimes in the

oceanic crust.

2.2.6 Circum-Troodos Sedimentary Sequence

The pillow lavas are locally capped by manganiferous umbers, which represent
exhalative rocks formed as a result of hydrothermal discharge at vents or fossil black
smokers (Oudin and Constantinou, 1984). The umbers appear to have ponded in
depressions on a seafloor comprising pillowed and massive flows (Robertson, 1977).
To the north of the Mitsero graben are the overlying calcareous sedimentary rocks of
Campanian to Oligocene age belonging to the Perapedhi, Kannaviou, Moni and
Lefkara Formations (Bear, 1960, Robertson and Hudson, 1974).

2.2.7 South Troodos Transform Fault

The South Troodos Transform Fault (STTF; MacLeod, 1990) is a linear east-west
trending zone to the south of the study area which consists of pillow lavas intercalated
with clastic wedges, overlying intensely brecciated sheeted dykes (Simonian and Gass,
1978). Its exposed length is 35 kilometres and its width varies from 0.5 to 1.5
kilometres (Simonian and Gass, 1978). Simonian and Gass (1978) suggested two
hypotheses to account for the swing in dyke orientation in the study area to the west

as the STTF is approached from the north: 1) the dykes were injected into the crust in
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a sigmoidal stress field formed between two spreading ridges; or 2) the dykes,
originally injected in a north-south orientation (present coordinates), were rotated by
continued movement on the fault. These two hypotheses imply opposite senses of
motion and offset along the transform feature. The first, supported by Varga and
Moores (1985) and Murton (1986) on the basis of comparison with the sonar surveys
of oceanic fracture zones, implies sinistral slip along a dextrally offset transform
fault, whereas the second, supported by Simonian and Gass (1978), Allerton and Vine
(1987), Bonhommet et al. (1988), and MacLeod ¢t al. (1990, 1992) on the basis of
paleomagnetic data and similarity to Icelandic fracture zones, imply dextral slip along

a sinistrally offset tranform fault.

2.2.8 Mineralization

Massive sulfide bodies within the extrusive sequence have been mined in five different
mining districts. The massive sulfide tonnage varies from 50,000 to 18,000,000
tonnes with Cu grades ranging from 0.5% to 4.5%. The ore bodies occur throughout
the Upper and Lower Pillow Lavas. Many of the deposits are overlain by a thin layer
of ochre, an iron-rich sediment which may have been formed by -the submarine
weathering of the underlying sulfide ores (Robertson and Hudson, 1974; Herzig et
al., 1990). Most of the larger orebodies appear to have filled depressions on the
ancient seafloor. They are commonly zoned, with massive ore overlying sulfide and

quartz ore which in turn overlies a stockwork of quartz and sulfide veins.

Minor sulfide mineralization is common in the sheeted dykes, generally in the form of
pyrite-quartz associations which are not economic. The ore-forming fluids are thought

to have been modified seawater fluids (Spooner, 1977; Spooner and Bray, 1977),



implying the existence of fluid-convecting cells driven by a heat source. Zones within
the lower part of the Sheeted Dyke Complex contain 30-50% epidosite (epidote +
quartz + chlorite assemblages) in sheets and pipes up to 1 kilometre wide, which
replace the diabase. These zones are regarded as the up-flow zones of the
hydrothermal systems. Their location directly above the gabbros indicates that the
heat source driving the systems was likely the underlying magma chamber
(Richardson et al., 1987).

2.3 STRUCTURAL GEOLOGY

Verosub and Moores (1981), with further refinements by Moores ¢t al. (1990) and
Varga and Moores (1985, 1990), divided the Troodos ophiolite into five domains and
three graben structures, based on the orientation of dykes within the Sheeted Dyke
Complex (Figure 1.2). Moores ¢t al. (1990) suggested that the Solea, Mitsero and
Larnaca grabens arr; fossil axial valleys of former spreading centres. The
characteristics of the Solea and Mitsero grabens are compared in Table 2.1 (the
Lamnaca graben was not included because of a lack of information). These grabens are
constructed of fault-bounded blocks, which are assumed to have rotated along curved
listric faults as a consequence of amagmatic extension (Varga and Moores, 1985). The
Mitsero graben, the focus of this thesis, has been considered to have formed both in
an on-axis position (Dilek ¢t al., 1990; Moores ¢t al., 1990; Varga and Moores,
1985) and, in an off-axis position Allerton and Vine (1991). This chapter, through an
analysis of dyke orientations, large scale lineaments, and faults, will assess the

validity of these two contrasting interpretations.
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Table 2.1 Comparison Between Mitsero and Solea Graben Areas

Mitsero

® smaller graben

® asymmetric

® small dyke rotations (avg. 18°)

® less amagmatic extension

@ southward swing in dyke orientation

® axis curves to west
& tectonic extension

® small isolated epidosites
fault controlled

B many small ore deposits

u west side more ore deposits
than east side

= a few deposits on axis

® (possible detachment zone)
® temperatures 300° to 350°C
® thicker sediment cover

® U.P.L thin

® L.P.L. thick

@ thick Basal Group

m thicker crust

® possible off-axis formation

Solea

® larger graben

® asymmetric

@ large rotations of dykes
(avg. 40°-50°)

® greater amagmatic extension

® dykes oriented north-south

® straipht axis

® magmatic/tectonic extension
> Mitsero

® large epidosite area cross
~cuts axis

® 3 large ore deposits

® west side more mineral

deposits (less than Mitsero)

® | deposit centred on axis,
others near

8 detachment at Kakopetria

® temperatures 300° to 350°C

® thinner sediment cover

® U.P.L. thicker

®m L.P.L. very thin

® thin Basal Group

® thinner crust

® possible fossil ridge
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The Spilia-Politiko field area encompasses the Mitsero graben structure and western
portion of the Makhaeras domain. This arca can be sub-divided into domains, on the
basis of dyke orientations. These dyke domains are useful in establishing the sequence

of events leading to the formation of the Mitsero graben.

The Mitsero graben is an asymmetric structure; its western portion is 12 kilometres
wide compared with a width of only 4 kilometres for the eastern portion (cf. Varga
and Moores, 1985). The graben has a minimum length of 8 kilometres parallel to the
north-striking axis. Its full extent parallel to dyke strike is obscured by the northerly
dip of the ophiolite units beneath the sediments of the Mesaoria Plain. The axis of the
graben is defined by an area of steeply dipping dykes with large variations in strike.
East of the graben axis, dykes dip steeply to the west whereas to the west of the axis
the dyke dips are shallower and to the east. The graben axis coincides with a 500
metre wide breccia zone described by Ramsden (1987), in which the dykes are
extensively shattered. The axis trends south from Mitsero village. As it nears the
South Troodos Transform Fault south of Apliki, the axis curves to the west,
suggesting that the graben and the fault interacted.

Discrete features at different scales, such as large scale lineaments, faults and dykes,
aid in developing a tectonic framework for the field area. Previously published work
on the interpretation of remotely sensed images of the Troodos Ophiolite has been
restricted to attempts to delineate domains within the entire complex (e.g. Moores ¢t
al., 1990).

The delineation of dyke subdomains within the study area required the manipulation
of a large amount of dyke orientation data; this was accomplished through the use of

the several programs written during the course of this study (refer to flow chart




Figure 2.2; Appendix D). These subdomains lie within the Spilia-Politiko area and are
distinct from the domains delineated by Varga an Moores (1985, 1990). Further
references to domains, unless otherwise stated, refer to the subdomains within the

Spilia-Politiko area.

The description of the structural geology of the study area is based largely on the
relationships and orientations of dykes and faulting. Domains were recognized on the
basis of different dyke orientations. These dykes were later rotated as a result of the
formation of the Mitsero graben. The Troodos ophiolite is cut by major lineaments
which are thought to be faults which developed during the formation of the ophiolite
and during its uplift.

2.3.1 Large Scale Features

Large scale lineaments in the Troodos Ophiolite are visible on Landsat Thematic
Mapper and Multi Spectral Scanner (Figure 2.3A) images. Using various
combinations of four wavelength bands (2 visible and 2 near infrared), a lineament
map was constructed (Figure 2.3B). These lineaments are thought to represent the
surface exposures of fault traces because many of them coincide with faults mapped
by the Cyprus Geological Survey Department (Bear, 1960), and with known fault
traces in north-south trending valleys.

The extreme relief of the Troodos ophiolite, in the form of north-north-east to
south-south-west trending valleys, adds a bias to the lineament analysis. Whereas
many valleys may be fault controlled, in which case their lineaments are important to

this study, it was not possible to exclude purely erosional topographic control for
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many of the lineaments. North-south lineaments were thus not included in the
lineament map unless they included several valleys. As a result some of the shorter

north-south trending lineaments may not have been noted.

The distribution of orientations of lineaments which lie entirely within the boundaries
of the ophiolite is similar to the distribution of orientations for the complete lineament
set (Figure 2.3B). On the basis of their orientation, the lineament data can be
subdivided into four sets (Figure 2.4). Set 1 consists of roughly east-west (70°-110°)
trending lineaments within the ophiolite boundaries that also cut the younger
sediments of the allochthonous Mammonia complex to the south, implying that the
lineaments formed during syn- to post-uplift fracturing caused by the
updoming/emplacement of the ophiolite. Set 2 are north-south (350°-010°) trending
lineaments that generally do not cut the sediments, stopping abruptly at the
ophiolite/sediment boundary, indicating these lineaments may have developed during
formation of the ophiolite in the oceanic lithosphere beneath the seafloor. These
lineaments trend paralle! to the paleo-spreading ridge as defined by Varga and Moores
(1990). Set 3 comprises NNW-SSE (150°) trending lineaments which cut the
ophiolite/sediment boundary indicating a late origin post-dating sediment deposition.
A fourth set of lineaments with curved trajectories lies just east of the centre of the
ophiolite. These are confined within the ophiolite boundaries. These lineaments were
the basis for the definition of the Mitsero graben axis by Moores gt al. (1990) and
Varga and Moores (1985). The lineaments greater than 6 kilemetres long are more
uniformly distributed with respect to their orientation than the short lineaments
(Figure 2.4). The longer set of lineaments shows a weak maximum at the same

azimuths as the shorter lineaments.
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The two lineament data sets (#2 and #4) related to the formation of the cceanic crust,
form a pattern similar to the fracture pattern found in clay model doming experiments
by Withjack and Scheiner (1982). These showed that dome-flanking fractures develop
primarily as normal faults. A north-south directed compressional event during
up-doming would result in a north-south oriented lineament pattern, whereas a
north-south directed tensional event would result in east-west directed lineaments. In
the case of the Troodos Complex, the majority of lineaments are oriented in an
east-west direction (Figure 2.4). Comparison with the clay modelling experiments
performed by Withjack and Scheiner (1982), indicates that the pattern of lineaments in
the Troodos Complex may have formed in an environment of either solely up-doming
or one of updoming combined with extension, with the maximum horizontal tensional
stress oriented in an north-south direction (present coordinates). Due to the 90°
rotation of the ophidlite, this translates to a north-south oriented maximum horizontal
compressive stress while the ophiolite was still part of the seafloor. Varga's (1991)
work on fault motion in the Solea graben documents a north-south compressional
event postdating the hydrothermal events. Compressional events result in more
north-south oriented lineaments unless the rate of compression was much smaller than
the rate of uplift (Withjack and Scheiner, 1982). The roughly north-south directed set
2 lineaments, which lie entirely within the boundaries of the ophiolite, could have
formed as a result of the compressional event which Varga (1991) postulated was
uplift related. Since these lineaments do not extend beyond the boundary of the
igneous rocks into the sediments, they likely formed while the ophiolite was still part
of the oceanic crust before substantial sedimentation had taken place, although the
uplift may have been part of the ridge process (Malpas, pers.comm., 1989) or
ophiolite emplacement process (Gass, 1979; Robertson, 1990). Sets 1 and 3 are likely
primarily related to the uplift and emplacement of the ophiolite, whereas sets 2 and 4

may have formed while the Troodos ocean crust was still forming,



2.3.2 Dyke Relations

Much information conceming the characteristics of sheeted dykes in ophiolitic
terranes, comes from studies done in the Troodos ophiolite (e.g. Cann, 1974; Kidd
and Cann, 1974), the Bay of Islands ophiolite, Newfoundland (e.g. Rosencrantz,
1980, 1982) and the Semail ophiolite, Oman (MacLeod et al., 1992).

Dip directions of dykes with respect to the spreading axis can be predicted from two
models: (1) a variable subsidence model in which dykes dip away from the axis, their
rotation caused by loading of lensoid volcanic piles (Cann, 1974, Rosencrantz, 1980,
seen in the Bay of Islands Ophiolite Complex, Newfoundland), and (2) a normal
faulting model in which the dykes dip toward the spreading axis (seen in the
Josephine ophiolite, California, U.S.A. (Harper, 1982; 1985) and in the Troodos
Ophiolite, Cyprus (Verosub and Moores, 1981; Varga and Moores, 1985).

In the Sheeted Dyke Complex of the Troodos Ophiolite, three dyke domain boundary
types have been distinguished (Moores ¢t al., 1990): 1) graben boundaries defined by
dykes dipping toward each other (the graben axis); 2) graben boundaries defined by
dykes dipping away from each other (the graben edge); and 3) intrusive contacts.
Dykes at the boundary of the Mitsero graben and the Makhaeras domain are steeply
dipping and dip away from each other.

In the study area, the following outcrop-scale dyke injection relations were seen:
dykes injected along dyke margins between two dykes; into the interior of a single
dyke, effectively splitting it; or in a cross-cutting fashion where the later dyke is

intruded at a different angle than the earlier dyke. In the field area -wnere a dyke
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cross-cuts another dyke, the younger dyke generally has the steeper dip. Dyke
propagation is controiled by either pre-existing fractures in the crust or the orientation
of the least compressive principal stress (Pollard, 1987). Alteration, where present in
the dykes is limited to a hydrothermal mineral assemblage (epidote, quartz and
chlorite). The hydrothermal alteration is patchy. In the most intensely altered
outcrops, not more than 50% of the exposed dykes are altered to epidosite
(quartz-epidote-chlorite assemblage). Unaltered dykes were seen to cut hydrothermally
altered dykes indicating the hydrothermal alteration was preceded, as well as
succeeded, by magmatic activity.

2.3.2.1 Basis For Dyke Domains

An analysis of dyke orientations in the Spilia-Politiko area was undertaken to
distinguish among different dyke domains and then to create a tectonic mode! of the
study area. Roughly 3300 dyke orientations were collected in the study area (848 by
the author with the remainder taken from various published maps, Bear, 1960; Carr
and Bear, 1960; Malpas and Brace, 1987; Ramsden, 1987; Figure 2.5).

To facilitate the interpretation of the variation in dyke orientations, dyke orientation
was estimated at node points on a grid with a spacing of 500 metres, superimposed on
a map of the field area. The density of data points was too low to allow estimation of
dyke orientation values at a grid node spacing of less than 500 metres. The estimation
method used to calculate dyke orientations at grid node points was a nearest
neighbour, exponential distance method. This method proceeded by searching for data
points within a specified radius of a node point (500 metres). A weight, exponentially
dependent on the distance from the data point to the node point, was assigned to each






data point within the specified radius. These weights were then applied to the
direction cosines of the orientation of the dyke at the data point. The normalized sum
of these values was used to compute an orientation for each node point. A more

complete description of the method is presented in Appendix D {program: GRIDEST).

In the field area there is a general trend in the strike of dykes from NW-SE in the
west through NE-SW to E-W in the east (Figure 2.6). There are abrupt changes, on
the scale of the 500 metre node spacings, in dyke strike at various locations in the
area. These abrupt changes in the dyke strike were used to delineate five major dyke
domains numbered 1 to 5 from east to west. From one domain to the next, the mean
strike rotates counterclockwise by roughly 25°. In the eastern-most domain (#1), dyke
strikes are roughly 070°, and progressively westward the mean strikes of dykes within
domains are roughly 045° (#2), 026° (#3), 000° (#4) and 324° (#5) (Figure 2.6).
Within the domains the dyke trends show no systematic changes in strike toward the
domain edges. A sixth, smaller domain, showing a bimodal distribution of dyke

orientations, at 018° and 113°, lies within domain 3, and is designated domain 6.

The gridded data were used to create a dip map of the Spilia-Politiko area (Figure
2.7). Less dip estimates than strike estimates (Figure 2.6) were made because about
30% of the literature dyke orientation data contained only strike information. There
are several areas characterized by opposing dyke dip directions. Areas of near-vertical
to vertical dyke dips generally coincide with areas where dyke dips change from
east-dipping to west-dipping. In the south-west of the field area there are areas of near
vertically dipping dykes which did not coincide with changes in dip direction (Figure
2.7); these lie in the Plutonic Complex.
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The consistent dip of dykes toward the lineament, defined by Varga and Moores
(1985) as the Mitsero graben axis, suggests that the subsidence model of Cann (1974)
does not apply in this area and that the dyke rotations are consistent with the normal
faulting model of Verosub and Moores (1971), assuming on-axis formation of the
graben structure. Boundaries separating changes in dip direction, were in roughly the
same positions as the graben boundaries and axis presented by Moores ¢t al. (1990)
for the Mitsero graben. The boundaries are thought to be more accurate than the
Moores ¢t al. (1990) boundaries which were based on LandSat-imagery-interpreted
lineaments (compare figures 1.2 and 2.5).

The graben axis and eastern graben boundaries subdivide domains 2 and 3 into three
sub-domains (labelled A, B, C on Figure 2.8). Domain 3C will not be dealt with
further as the sparseness of the data within its bounds precludes useful interpretation;
there were only 13 data points. Note that all stereographic projections in this study,
are plots of poles to dyke planes on lower-hemisphere, equal-area projections.
Although there is some overlap in the mean orientations of dykes between domains,
none of the 95% level of confidence circles of the mean domain orientations of
domains 1, 2A, 3A, 4, 5 and 6B overlap with each other, indicating that the mean
orientation of each of these domains is distinct (Figure 2.9). The standard deviations
of the dyke orientations are large enough that there is some overlap between the
domains. Domain 2B and 2C confidence circles of the mean orientations overlap
indicating they may "e part of the same domain. The boundaries of the sub-domains
within domains 2 and 3 coincide with boundaries established by Varga and Moores
(1985) and Ramsden (1987), which delineate the axis and eastern boundary of the
Mitsero graben (compare Figures 1.2 and 2.10). Domain 6 was subdivided into 6A
and 6B on the basis of distinct populations of dyke orientations. The dykes of the two
populations, 6A and 6B, are not spatially separated within domain 6. That the strike
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Mean 95% Level
Domain N Az, Dip (degrees)
1 147 164 80 14.0
2A 125 318 81 68
28 166 137 82 14.2
2C 253 13876 6.6
3A 266 116 71 59
3B 157 298476 11.0
4 587 9265 39
5 397 5580 79
6A 66 288 65 8.0
6B 63 203 63 8.1

95% Laevel = cone of 95% confidence wihin which
the mean Is located, in degrees
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of dykes is continuous across the graben boundaries indicates the dyke strike
orientations predate the graben formation. The formation of the graben structure

affected only the dip direction of dykes.

2.3.2.2 Geological Significance of Dyke Domains

The bi-modal distribution of dyke orientations of domain 6 (subdivided into 6A and
6B), lies east of Ayios Epiphanios in sub-domain 3B. Domain 6A dykes have a
similar mean orientation to domain 3B dykes. The domain 6B dykes may be later
intrusions related to a small, possibly off-axis, gabbro body which intrudes the dykes
of the Basal Group, near Ayios Epiphanios. The domain 6B dykes intruded the
original dykes of sub-domain 3B, in the area of domain 6, almost at right angles to
the original strike (85°) (see Figure 2.9 for orientations of the two sets of dykes in
domain 6). A rotation in the stress field may have resulted in the intrusion of these
dykes at a high angle to the existing dykes. Domain 6A dyke orientations, although
overlapping with 3B, may also have an affinity to domain 4; they have very similar
strikes, and equal but opposite dips. This may be explained in that the domains 3B
and 6A lie on opposite sides of the graben axis from domain 4 but they may have

been part of the same domain before the formation of the graben structure.

The graben axis, defined on the basis of dyke domain boundaries, closely corresponds
to a major curved lineament (Figure 2.11). In several other cases there is a
correspondence between lineaments and domain boundaries (e.g. portions of the
boundaries of domains 2B, 3A, 3C and 5). This indicates that portions of the domain
boundaries are controlled by the lineaments which may be fault traces. The magnitude

of possible offsets or rotations along these lineaments is not known.



|
I

LEGEND

/ Domain

Boundary
Lineaments

—— Sets 2 & 4

........ Sets 1 & 3
0 1 2 3 4 Sm
(v =

5340000C

g

N,

FIGURE 2.1

DOMAIN BOUNDARIES AND LINEAMENTS IN THE SPILIA — POUTIKO AREA, CYPRUS.

134



The domain boundaries do not appear to be influenced by the ophiolite stratigraphy
(Figure 2.10). The map view of the area is an oblique section through the ophiolite,
with deeper stratigraphic levels exposed to the south. Dykes, originally overlying
gabbros, and now eroded, may have originally had strikes similar to the dykes

presently exposed in the domain. Continuity of dyke strike with depth is exemplified
by domain 4 (figure 2.6).

Comparison of the angle of intersection between estimated dyke orientations at
adjacent nodes may indicate changes in the lithological properties of the rock. The
orientation of dykes intruding, for example, into pillow lavas, may be different from
those intruding into other sheeted dykes. This is because the structural fabric of the
pillow lavas is different from that of the sheeted dykes. The magnitude of the acute
angle of the intersection of poles to adjacent dykes (estimated) at grid nodes is
contoured in Figure 2.12 (Appendix D explains the methodology used to produce this
figure; program: GRIDANGL). This map shows that dyke orientations within the
Sheeted Dyke Complex proper (excluding the Basal Group) are very consistent on a
local scale; that is, there are few abrupt changes in dyke attitude within domain
boundaries. However, changes in rock type, such as the transition zone from the
Sheeted Dyke Complex to the Pillow Lavas (Basal Group), and the transition to the
Plutonic Complex at the bottom, cause abrupt local changes in dyke orientation. The

largest changes in orientation occur along the graben axis.

Within the Basal Group, changes in dyke orientation between adjacent grid nodes are
greater than in the areas of 100% sheeted dykes. Differences between the lithological
characteristics of the Basal Group (which has randomly located pillow screens among
the dykes) and thc Sheeted Dyke Complex (which has a well defined fabric) are a

likely cause of this discrepancy. This suggests a possible history for the formation of






the Basal Group as follows: initially the Basal Group was composed entirely of pillow
lavas and flows. They were subsequently intruded by dykes as the sequence increased
in thickness. Although presently the Basal Group contains nearly 100% dykes at its
base, the first dykes intruded into pillow lavas and flow units rather than into earlier
dykes. Later dykes intruded into these earlier dykes as well as into pillowed and flow

lavas, which are now seen as discontinuous screens throughout the Basal Group.

The boundaries of the Mitsero graben are defined on the basis of spatial variations in
the strike and dip of the dykes (Moores gt al., 1990; Varga and Moores, 1985). The
western boundary, separating the Mitsero graben and the neighbouring Solea graben is
not abrupt; the relationships of dykes between the grabens may be intrusive rather
than fault bounded (Moores ¢t al., 1990). According to Varga and Moores (1985), the
eastern boundary of the Mitsero graben with the Makhaeras domain is well-defined by
an abrupt change in the azimuth and dip of the dykes. However, the present analysis
shows that the dykes of the Makhaeras domain (which include the dykes of domains
1, 2C and 3C in this study) do not appear to overprint the dykes in the eastern portion
of the Mitsero graben, since there is no change in the strike of the dykes. The change
in dip directioh of dykes, between the Mitsero graben and Makhaeras domain, seems
to be purely a function of the rotation of the dyke blocks during the formation of the
graben structure. This implies that the dykes of the Mitsero and Makhaeras domains
formed contemporaneously and that the graben structure was superimposed on the

dykes at a later time.

A contour map of the magnitude of dyke dip (irrespective of dip direction) (Figure
2.13) shows that dyke dips tend to be steeper east of the Mitsero graben axis than
west of the axis. A band of dykes with shallow dips is in the western portion of the

graben, near the Basal Group/Sheeted Dyke Complex transition. Gaps in the data






coverage in this area make interpretation difficult. To the west of the Mitsero-Solea
graben boundary dyke dips are again steep. Within the Makhaeras domain, dyke dips
are very steep, shallowing only slightly in the eastern part of the domain. In the area
of the Plutonic Complex there is a sequence of dykes with a
shallow-steep-shallow-steep dipping pattern repeated from east to west forming an
undulating pattern. This pattern may result from unequal rotations of fault bounded
blocks in the area of the Plutonic Complex. Dyke trends in the Plutonic Complex
show a larger scatter around a mean orientation than do those in the Sheeted Dyke
Complex (Figure 2.12). This may be the result of the intrusion of dykes of various

orientations from different plutonic centres.

The available dyke data were not appropriate to determine the relative age relations
between the domains. However, a model of the geological development of the field
area, based on data presented in this chapter, does enable prediction of temporal

relations between the domains.

2.3.2.3 Dyke Geochemistry

To determine whether domains defined by the orientation of dykes were identifiable
on the basis of the chemical signature of the dykes, 20 whole rock analyses were done
on relatively fresh dyke samples, covering each dyke domain in the study area (see
Appendix B.2 for analyses and sample locations). These were combined with 417
analyses from ten road-cut sections available in the literature (Baragar ¢t al., 1989)
(Refer to Appendix B.2 for the road section location map and discrimination plots).
The geochemical data indicate that the majority of dykes from all domains plot as

low-potassium tholeiites on a Ti versus Cr diagram (after Pearce, 1975), and within
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the island-arc basalt field of a Zr versus Zr/Y diagram (after Pearce and Norry,
1979). Both depleted and undepleted suites are represented by the dykes in all
domains (classified on the basis of lower levels of incompatible elements and
Mg0>5.5%, Ti0,<0.85% and Cr>40ppm in the depleted suite - Baragar ¢t al.,
1989). Cross-cutting relationships of the dykes indicate that the depleted or undepleted
dykes have no consistent age relationship to one another (Baragar ¢t al, 1989). This
indicates that the two suites may be coeval. The dyke chemistry implies that there
were at least two magma sources operating contemporaneously within each dyke
domain. Although variations are present in the data, these variations are not consistent
with dyke domain boundaries. Therefore the dyke chemistry is independent of the

subdivision of the dykes into domains.

2.3.3 Rotational Axis For Extensional Deformation

It is assumed by most workers (e.g. Varga, 1991), that the dykes were originally
injected vertically into the crust. This means that any tilting present in the dykes now
is due to tectonic rotations that took place after their injection. The effects of rotation,
uplift and emplacement of the ophiolite are superimposed on the 'original orientations
of the dykes. Since a sheeted dyke sequence does not generally have any horizontal
marker horizons, it is difficult to determine the amount of rotation the cphiolite
complex has undergone during, for example, uplift. The only originally sub-horizontal
surface present in the field area is the sediment-pillow lava boundary. The dykes, in
the Mitsero graben, were rotated with respect to their original, vertical orientation as
a result of graben formation. The amount of rotation is used to calculate the amount

of extension in the study area,
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Although the sediments on the northern flank of the ophiolite presently dip 10° to 20°
to the north (Bear, 1960), they are thought to have been originally flat-lying. The
sediments and the lavas, however were not necessarily laid down on a horizontal
surface. Their tilting was caused by the updoming of the ophiolite during uplift and
emplacement (Cleintaur ¢t al., 1977). This rotation must be removed from the dyke
orientation data before dealing with the graben formation event because the graben
formation is thought to pre-date the final updoming of the ophiolite. Whereas the dip
at the sediment-pillow lava boundary is roughly 15° to the north (Cleintaur ¢f al.,
1977), the dome shape of the ophiolite dictates a 0° dip along the highest part of the
dome. The dip variation across the dome is not expected to change consistently;
however there is insufficient information to constrain the variation from north to

south.

The poles of the mean orientations of each of the dyke domains and sub-domains lie
on great circles; one for the west-dipping dykes on the eastern side of the Mitsero
graben and one for the east-dipping dykes on the western side (Figure 2.14). The
mean values for sub-domains 6A and 6B were not included in this manipulation
because they are anomalous in that a best-fit-circle including these data requires much
greater rotations than otherwise necessary to bring the dykes to a vertical position. As
discussed before, the dykes from domain 6 may have been intruded at a later time,
possibly after the formation of the graben. The pole to the great circle, f(.)l' the
western side of the Mitsero graben, lies at 098°/71° and that to the castern great
circle lies at 260°/73° (Figure 2.14). The mean effects of the ophiolite updoming can
be removed from the dyke orientations through a 3° clockwise rotation (viewed from
above), of the intersection (000°/3°) between the great circles, about a horizontal axis
trending toward 090°. It was assumed that the graben blocks were originally rotated

about a horizontal axis. Thus this axis, the intersection between the two great circles,
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must be brought back to the horizontal. The 3° rotation puts the great circle

intersection into a horizontal position.

The mean orientations of the various dyke domains, after completing the above
rotation, now lie on two great circles which intersect at 000°/0° (dip-azimuth/dip).
The dyke data belonging to the west and east graben halves can be rotated 19° and
-16°, respectively, about a horizontal axis trending 000°, so that the best-fitting great
circles become horizontal (positive rotations are clockwise looking down the axis, that
is, toward 000°)(Figure 2.14). This places the dykes approximately into their
pre-graben, sub-vertical orientation. Only the dykes within domain 4 are oriented

parallel to the rotation axis.

The amount of extension that has taken place, as a result of the formation of the
Mitsero graben, depends on the original dip of the dykes and the original dip of the
fault along which the dyke rotation took place (Figure 2.15A) (Norrell and Harper,
1988). This method of calculating graben extension assumes the faults were planar
and that their surfaces rotated with continued deformation, keeping the angle between
the dyke and fault constant (Axen, 1988). To enable dyke rotations to take place, fault
slip surfaces must either be curved or the fault planes themselves must rotate (Jackson
and White, 1989). The dips of dip-slip faults (Section 2.3.4 and Appendix A.S) and
the dips of associated dykes indicate a variation in the amount of extension from 0%
to 31% with an average extension of 12% (Figure 2.15B). The greatest amount of
extension is in the central portion of the west half of the graben (domain 4), where
dyke dips are the shallowest (Figure 2.13). The amount of extension is least near the
graben boundaries and near the graben axis. The dyke orientations near the graben
axis may have been affected by the large amount of brecciation in the graben shear

zone.
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2.3.4 Fault Geometry

The majority of the 136 faults examined in the study area, for which a sense of
motion could be established, are strike-slip or normal faults, whereas only three
showed reverse motion. At the outcrop-scale, less than one metre of motion was
indicated. Faults generally dip less steeply than the dykes they cut. In the field, fault
traces tend to follow the dyke margins for several metres and then abruptly cut across
a dyke to follow the next dyke margin. Slickenside striations, on fault plane surfaces,
were measured at 50 locations for a total of 136 data points (Figure 2.16, see
Appendix A.5 for plots).

Slickensides occur on both uncoated and mineral coated fracture surfaces, although
cross-cutting relations between the two variations were not seen. The slickensides
formed on various mineral surfaces; including, epidote, hematite, pyrite and calcite.
The direction of motion along faults, on the basis of slickenside striations, was in
general difficult to determine unless there was a marker (e.g. offset dyke) available.
Slickenside lineations indicate motion along faults ranging from dip-slip to strike-slip.
Fault types in the field area (Table 2.2 and Figure 2.17) indicate a predominance of
strike-slip faults. On the basis of fault orientations it is believed the north-south
trending dip-slip faults are related to block rotation during graben formation.
East-west strike-slip faults may be transfer faults; these were noted by Hurst ¢t al.
(1988) in the eastern part of the Solea graben. Some of the faults may be related to
the resolution of space problems arising during fatlt block rotations; the data are not

detailed enough to resolve this.
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TABLE 2.2 FAULT TYPE IN THE SPILIA - POLITIKO AREA

TYPE OBLIQUE SLIP TYPE OBLIQUE SLIP
LOCATION pip STR ll(g STRIKE SLIP LOCATION 0IP stip DiP STRIKE STRIK
NORTH-WEST 3 2 4 18 NORTH-EAST 1 - 1
G
E-wW 2 2 1 8 R E-wW 1 - 1
N-S 1 - 3 10 A N-S - -
B8
CENTRAL WEST 2 - 13 1?7 E | CENTRAL EAST 4 3 [
N
EW 2 - ] 5 E-W 3 - 1
N-S - - 7 12 N-S 1 3 5
A
SOUTH-WEST 10 8 10 12 X § SOUTH-EAST 1 1 1
!
E-W 4 5 2 3 S E-wW - 4 7
N-S 8 3 8 9 N-$ 1 1 4
TOTALS: DIPSUP = 21 NOTE: E-W and N-S refer to fault strike
OBLIQUE DIP SLIP = 15
OBLIQUE STRIKE SLIP 35
STRIKE SUP = a5
138
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Since many of the fault data may pertain to motions after the formation of the graben
there is little sense in rotating the faults using the graben rotation axes (discussed in
Section 2.3.3). The fact that this rotation does not simplify the interpretation of the

slickenside data implies that motion along these fault planes may have been syn- to
post-graben formation.

Several major faults, roughly paralle!l to the north-south dyke strike, cut the rocks in
the vicinity of the graben axis. These faults trend 170° from Kalokhorio, in the north,
to Gourri and Pharmakas in the south, and 190° from Ayios Epiphanios south to
Apliki and Palekhori (Bear, 1960), forming the eastern graben boundary and the
graben axis, respectively (see Figure 2.1 for village locations). It was not possible to

establish a sense of motion for these faults.

Of the 136 faults measured in the field area, 13 strike 90° to the graben axis trend
and 35 faults had dips too steep to enable unambiguous assignment of dip direction
with respect to the graben axis. The remaining faults trend sub-parailel to the graben
axis. Axis-parallel faults dipping away from the graben axis (63) dominate over
axis-parallel faults dipping toward the Mitsero graben axis (25). The dominance of
outward-dipping faults implies the spreading rate may have been fast, since
inward-dipping faults dominate over outward-dipping faults at slow spreading axes
(Lonsdale, 1977).

In the north, west of Ayios Epiphanios, both strike- and dip-slip fault movement was
E-W directed. In the south, near Apliki, the fault movement ranges from N-S on N-§
trending faults to NE-SW on NE-SW trending faults. Ramsden (1987) reported
similar findings in the area of the Mitsero graben axis. To the west, near Xyliatos,

fault movements are N-S on N-S trending faults becoming more NE-SW on generally
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NE-SW trending faults, to the south.

Between Spilia and Lagoudhera the slickenside striations indicate strike-slip movement
on WNW-ESE trending faults. South of the Plutonic Complex, near Alona, the
slickenside striations are more chaotic and give no consistent axis of motion. West of
Xyliatos, across the Solea graben boundary, the slickenside lineations on fault planes
indicate that the major component of fault motion was strike-slip E-W to NW-SE.
East-west trending dip-slip faults, west of Ayios Epiphanios, lie at shallow crustal
depths and may be related to the graben formation. The north-south to NE-SW
trending strike-slip faults in the south of the field area may be related to deflection of
dykes by movement along the South Troodos Transform Fault (Figure 2.18).

Epidote vein filling material, related to the circulation of hydrothermal fluids (Section
5.2 and 5.4), is found along some faults. Hydrothermal circulation and alteration is
contemporaneous with the formation of the Troodos ocean crust (Chapter 3 and 5),
suggesting these faults existed while the Troodos ocean crust was still forming. The
mean orientation of these epidote coated fault surfaces (Figure 2.19) is roughly
096°/72° (dip-direction/dip), roughly parallel to local dyke strike. The changes in the
fault orientation from area to area generally parallel changes in dyke orientations from

area to area (compare Figures 2.20 and 2.6).

Rotation of dykes may be accomplished by either simple domino-style block rotations
or rotations along curved fault planes. In the Solea Graben area, work by Varga
(1991) has demonstrated that planar faults link to form listric geometries. Given the
proximity of the two graben structures, the deformational style in the Mitsero graben
may be similar. Faults in the field area, taken from existing Cyprus Geological

Survey maps (Bear, 1960; Carr and Bear, 1960), show a radial pattern converging to
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the south and striking NW-SE in the west and NE-SW in the east (Figure 2.20). Fault
trajectories, for listric-normal faults, in the map view of the oblique section through
the ophiolite (down-section being to the south) should curve toward the graben axis.
The intersection point of these faults (by extending their trajectories) indicates a

possible zone of detachment along an east-west line just south of Palekhori.

A sub-horizontal fault possibly indicative of low-angle detachment faulting, like those
near the base of the Sheeted Dyke Complex in the Solea graben (Moores ¢t al., 1990;
Varga and Moores, 1985), was seen only near Platanistasa in the Mitsero graben; this
may be due to lack of sufficient exposure at depth, near the Sheeted Dyke - Plutonic
Complex contacl. A possibie detachment zone is inferred by Moores et al. (1990)
from the Cyprus Crustal Drilling Project Hole CY-4 near Palekhori (labelled as '4' on
Figure 1.2). A highly altered interval between a depth of 700 to 850 metres, at the
base cf the sheeted dyke sequence, is a transition from faulted and altered dykes
above 700m to relatively unaltered dykes and gabbros below 850m. Such a
detachment zone would lie within the Plutonic Complex; this is shown on a schematic

cross-section of the Spilia-Politiko area (Figure 2.21).

2.4 SUMMARY AND CONLCUSIONS

In summary, the following is concluded from the dyke and fault data in the

Spilia-Politiko area:

1) The Mitsero graben is roughly 16 kilometres wide (12 kilometres to the west of the
graben axis and 4 to the east). The axis of the graben is a curved lineament trending

south from Ayios Epiphanios.
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2) Five major dyke domains have been delineated on the basis of dyke orientations in
the Sheeted Dyke Complex. The domain boundaries are defined by abrupt, but
regular, changes in dyke orientation from one domain to the next. This suggests that

periods of magmatism with multiple intrusions are punctuated by periods of tectonic

extension.

3) Dyke orientations are more variable near the boundaries of the shected dykes with
the pillowed lavas and the gabbros. The systematic variation in dyke dip supports the
presence of an asymmetric graben structure. Rotation of dykes was along an axis

parallel to the graben axis.

4) Major and trace element geochemistry of the dykes neither supports nor refutes the
existence of the dyke domains. The geochemical patterns are indicative of a multiple

intrusive environment from at least two sources.

5) Lineaments, representing fault traces, match the dyke domain boundaries in various
locations. Cross-cutting relations suggests two sets of lineaments formed during the
formation of the graben while the remaining two lineament sets formed during the

uplift and emplacement of the ophiolite.

6) Faulting appears to have been concurrent with hydrothermal alteration, implying
faults were present at the earliest stages of the formation of the Sheeted Dyke
Complex. In the north, E-W dip-slip slickensides on faults may be related to graben
formation, whereas in the south, strike-slip slickensides indicate interaction with the
transform fault. Major faults bound the graben structure to the east, as well as
delineating the graben axis. To the west the boundary may be fault bounded, although

this is not clear.
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7) As stated in the introduction to this chapter, Dilek et al. (1990) implied the Mitsero
graben formed at the spreading ridge axis, whereas Allerton and Vine (1987)
suggested that the graben formed formed in an off-axis position after a ridge jump
caused abandonment of the spreading axis. If the former was the case, then evidence,
in the form of intrusive cross-cutting dyke relations, should be seen at the graben
margins. Such relations were noted at the western margin of the Solea graben
(MacLeod et al., 1992, quoting E.M. Moores, 1987) and at the western margin of the
Larnaca graben (Allerton, 1989). These relationships were not seen, during this study,
at the Mitsero graben boundaries, arguing against an on-axis formation of the graben

structure.



3. FRACTURE CHARACTERISTICS IN THE STUDY AREA

3.1 INTRODUCTION

Fractures within the sheeted dykes and along their margins form conduits for
hydrothermal fluid circulation and therefore control the distribution of the fluids.
Thus, knowledge of fracture characteristics is essential for inferring variations in the

permeability and hence fluid distribution in the oceanic crust.

In previous studies of the Troodos ophiolite, fracture characteristics have not been
measured in a comprehensive fashion, because these studies were interested in the
chemical rather than the physical interaction of the fluid and the rock (e.g. Gillis,
1986; Richardson gt al., 1987; Baragar ¢t al., 1989). Thus, it has in the past, not
been possible to compare fracture characteristics from one area of the ophiolite to
another in a rigourous manner. The purpose of this chapter is to present a detailed
evaluation of fracture characteristics and their variability in the Sheeted Dyke
Complex in the Mitsero graben. This evaluation is important in establishing the nature
and development of Layer 2B oceanic crust in terms of its permeability and

hydrothermal circulation characteristics.

Fracture geometry is controlled by the host rock lithology, pre-existing planes of
weakness and the externally applied stress field. In the study area, fracture
characteristics were measured in a variety of rock types including pillow basalts,
diabase dykes, epidosites, plagiogranites, and gabbros. The majority of fracture
measurements in the study area were taken from the diabase dykes and epidosites of
the Sheeted Dyke Complex and the Basal Group, because these areas are thought to

be analogous to Layer 2 of the oceanic crust.



Fracture geometry was mapped using scanline methods described below (after Piteau,
1970; Hudson and Priest, 1979; LaPointe and Hudson, 1985). The fracture data
collected for this study are used for the foilowing: 1) to group fractures into sets
based on their orientations; 2) to assess fracture aperture variation; 3) to assess the
spatial and temporal variation of mineral filling with respect to fracture sets; 4) to
evaluate the significance of fracture interaction with other fractures (termination
mode); 5) to determine fracture trace length distributions and the relationships
between fracture trace length and fracture type and mineral infilling; and 6) to
determine the fracture frequency within the mapped areas. The determination of the
trace length distributior and the fracture frequency were undertaken as part of the
process of the permeability estimation. The results of these analyses are summarized

at the end of this chapter.

The manipulation of the large amount of fracture data (3221 fractures) was facilitared
by the use of a series of computer programs written for this study. Figure 3.1 shows
a schematic of the use of these programs. Program listings and descriptions are in

Appendix D.

3.2 SCANLINE METHODOLOGY

In general, the scanline method entails mapping characteristics of fractures which
intersect a line or measuring tape laid out on a rock outcrop surface. Scanline lengths
varied from 18 metres (site: 1305) to 85 metres (site: 0122); the majority had lengths
of 30 metres. Figure 3.2 shows scanline mapping locations in the study area. In this
study, 41 rock outcrops were mapped throughout the field area. The scanline

numbering system is described in Appendix A. A total of 3221 fractures was
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recorded; the listing of the fracture data is presented in Appendix A.l. Fractures were
mapped in all dyke domains as defined in Section 2.3.2, with the exception of domain
1. No scanline fracture data were collected in domain 1 because, during field work,

this area lay outside the study area and was not mapped.

The scanline locations were chosen in a variety of geological settings including:
minimally altered dykes; dykes altered entirely to epidosites; dykes proximal to
gabbros and plagiogranites; and areas proximal to faults (Table 3.1). Mos: of the
scanline fracture measurements (76%) were taken from sheeted dykes. The remaining
fracture measurements came from gabbro (13%), plagiogranite (6%), and pillow lavas
(5%). The data from the different lithologies were kept separate for the analyses. The

analyses concentrated on the fracture data collected from the sheeted dykes.

The outcrop traces of fractures recorded during the scanline mapping were drawn on
overlays of photographs taken of the outcrops prior to the scanline survey. The
following characteristics were measured from each fracture: distance to fracture from
start of scanline; fracture type; orientation; trace length; censoring (fracture
interaction with the outcrop edge) and termination mode (fracture interaction with
other fractures); mineral filling; roughness (large scale fracture curvature and small
scale fracture aperture variations); rock type; and width or aperture of the fracture
(Appendix A.1 includes pictoral descriptions of some of the terminology of fracture
characteristics). Various schemes have been formulated to classify rock discontinuity
characteristics (Hodgson, 1961; International Society for Rock Mechanics (ISRM),
1978; Nelson, 1979; Hancock, 1985). This siudy used the terminology outlined by
ISRM (1978).




TABLE 3.1 Scanline Field Relations

Soanline Soanline [} Reock Related Lecation | Lecation

[ Length of Type Features {graben) | (strat.)
{m) Frectures

0000 18 76| disbese foult west |base SDC
0108 30 88| epidosite near fault * weet top SOC
0112 28 80| disbese |near gabbro/feult weet base SDC
0122 110 201 gabipleg gabtro west base SDC
0201 10 31) diskese weet base 8DC
0213 30 117 epidosite west |base SOC
0301 7 14] disbese weat BG
0302 13 47| disbese west B8G
0303 7 13} dishese west BG
0304 e 14] disbese weet BG
03008 10 11| disbeee weat B8G
0307 10 21| disbese weet 8G
0320 10 20] disbese sheer zone west top SDC
0401 20 88 epidosits weet 8DC
0404 20 18| epidosite west $0C
0413 30 69| disbese wes!  |SDC indier
o416 20 33| disbese west  |SOC indier
0428 60 195] disbese near feult weet |base SDC
0701 a0 69 ] epid/ged gabbro west |bsse SDC
1001 30 83| disbese sast top BG
1008 18 73] disbese west SOC inlier
1017 22 67| Jisbese weet |SOC Indier
1020 30 114] diabasa eent top BG
1037 30 948 } epidosite Phld\ouu top SDC
1107 25 79 | spidosite weet |base SDC
11" 30 121 | epidosite neer gabbro west |base SDC
1124 24 961 epidosite west |base SDC
1128 30 105 disbese weet top S8DOC
1134 30 68 epldosits west top SDC
1137 30 75 disbase osst BG
1204 25 94| disbase sast sSDC
1211 20 139 disbase neer fault sast base BG
1216 30 104 dia/pitl weet BG
1221 30 108 dis/geb pleglogr. west beee BG
1222 30 04} dia/plag plaglogr. weet | plagioge.
1227 20 61| disbess west B3
1305 15 39] epidosite west SDC
1307 20 61| disbase waest sSDC
1310 12 54 disbese west sOC
1316 30 108] disbese near plaglogr. west geb/SDC
1321 ao 109 ] epidosite weat sDC

Total (41) 1038 3221

Notes

SDC = Shestad Dyka Complex

B8G = Basel Group

pleg = plagiogranite

gab = grbbro

dia = disbse

pill = pillow lave

SDC inlier = {8 within the BG

weet = waetem haif of the
Mitsero Graben

sant = ssatem hall of the
Mitsero Greben

Meakheerae ® domasin 1o the sset
of the Mitsero Graben

A
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The following fracture types were noted in the study area: joints (regular planar
discrete features); fractures (irregularly shaped discrete features); and faults (larger
scaie discrete features showing evidence for movement). Dyke margin contacts are a
special case of joints with the attached genetic significance of being cooling joints.

Veins are fractures containing a mineral infilling.

3.3 EVALUATION OF FRACTURE DATA

The fracture characteristic data are evaluated in the remainder of this chapter by
comparing the various fracture characteristics on a per-scanline and per-domain basis.
The evaluation of fracture data includes a discussion of sources of bias, fracture
apertures, the grouping of fracture data based on orientation, fracture mineral filling,
fracture termination mode, fracture trace lengths and fracture frequency in the study
area. The trace length analysis results are important in determining fracture radius
distributions which are used in the determination of fractured rock permeability
(Section 4.3).

3.3.1 Sources of Bias

Fracture data collected during the course of this study are biased as a result of 1) the
method employed to collect fracture measurements; 2) the orientation of the
measurement surface (outcrop) and the orientation of the scanline with respect to the
fractures and the outcrop surface; 3) interaction of the edge of the outcrop with
fractures and artificially imposed trace length truncation. These are deait with in the

following three sub-sections.
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3.3.1.1 Scanline Versus Area Mapping

Fractures can be mapped through one of two methods, 1) the scanline or 2) the area
mapping method. The scanline metnod was defined earlier. The area mapping method
involves mapping all fractures within an area on an outcrop by noting the fracture
endpoint locations, rather <han the fracture-scanline intersection point (done in the

scanline method).

Fracture mapping over an area of outcrop, as well as along a scanline, was done in
two areas to compare the two mapping methods (Appendix A.6). The area mapping
technique is superior to the scanline mapping method, but it is more time consuming.
The fracture orientations and trace lengths mapped by the scanline and area-mapped
method give similar distributions of data points, as long as two or more non-parallel
scanlines were used along each outcrop. In the present study, fractures were measured
at each outcrop along at least two scanlines of different orientations. The scanline
method of mapping fractures is scale-independent as long as the length of the scanline
is much longer than the mean trace length of the fractures (Dershowitz and Hurda,
1992); this is the case with the scanline mapping performed for this study, since mean
trace lengths were of the order of 2.5 metres whereas scanline lengths were in general
30 metres (See Section 3.3.6 for trace length discussion and Appendix A.1 for

scanline lengths).

3.3.1.2 Orientation Bias

Orientation bias is the result of the preferential measurement of those fractures whose

orientations lie at a high angle to the scanline (Terzaghi, 1965). This results in a blind



zone of orientations within 25° of the scanline orientation in which the fracture
population is undersampled. The blind zones for each scanline area are plotied in
Appendix A.4. From these plots it is evident that the region of overtapping blind
zones for the individual outcrops is small. Terzaghi (1965) proposed a method to
overcome the orientation bias. The method implies that, 1) the fractures are regularly
spaced; 2) they are parallel; and 3) they are persistent beyond ihe limit of the
sampling area. These assumptions are not valid for this fracture data set. The
Terzaghi approach was applied to the fracture data of one scanline mapped outcrop to
test its usefulness (Appendix A.6). The results were compared with the set of tracture
data collected by area mapping the same outcrop. This comparison showed that the
Terzaghi correction to these data resulted in an emphasis of certain of the fracture
orientations which were not present in the area mapped fracture data. Hence, tie
Terzaghi correction was not considered useful for the interpretation of these data.
Thus, the bias correction as proposed by Terzaghi (1965) was not performed on the

data set from the field area.

As an alternative to the Terzaghi approach, to reduce orientation bias, fractures were
measured along at least two, roughly orthogonal, scanlines on the same outcrop. Most
scanline measurements were taken from vertical road-side outcrops, since these
provided the freshest rock surfaces. However, in many cases the outcrop orientation
varied on the scale of the scanline survey and, in several cases, adjacent outcrops

were used at a particular location.



3.3.1.3 Trace Length Bias

Trace length biases include size bias, censoring bias and trace length truncation bias
(Baecher and Lanney, 1978; Rouleau, 1984; and Rouleau and Gale, 1981). Size bias
results from the greater probability that fractures with long trace lengths will intersect
a scanline, causing yreferential sampling of those fractures. However, since shorter
fractures are less likely to intersect other fractures, their contribution to the overall
permeability of the rock is probably not as significant as that of the longer fractures.
This is supported by the permeability calculations done in Section 4.3, which show an
insignificant difference in the calculated permeability between networks of fractures,

all with sizes greater than 1 metre, and those with fractures greater than 0.01 metres.

A fracture is said to be censored when one or both ends of its fracture trace is(are)
ubscured by the edge(s) of an outcrop. Censoring bias is preferentially present in
fracture data sets with longer fractures since they are more likely to extend beyond
the boundaries of the sampling area obscuring one or both ends of the fracture
(Baecher, 1980).

Trace length truncation bias is introduced by intentionally setting a cutoff value for
the minimum length of fracture to be measured. In other studies, trace length cutoffs
of 0.5 metres (Rouleau, 1984) and 0.01 metres (Priest and Hudson, 1981) metres
were used. The cutoff length is imposed since time limitations generally preclude the
mapping of every fracture if adequate coverage of the field ar=a is to be obtained. In
this study, a cutoff value of 0.25 metres was used. The trace length truncation and

censoring are accounted for in the trace length analysis (Section 3.3.6).
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In summary. the fracture data collected in the Spilia-Politiko area are biased by the
data collection method. However, as shown above, the scanline method of mapping
fractures appears to sample adequately all orientations of fractures since the fractures
were measured using more than one non-paraliel scanline along outcrops of varying
orientations. Whereas the area mapping method of fracture measurement would
provide a larger sample of fractures at a particular location, it is more time
consuming and it, like the scanline mapping fracture method, requires the sampling of
multiple outcrop orientations in order to reduce orientation bias. The trace length size
bias was not corrected but its effects, with regard lo the permeability determinations,
are minimal (Section 4.3). Thus the fracture data set, while biased, is deemed to be

adequate for a reasonable =stimation of permeability.

A conventional method of fracture analysis is to divide fractures into sets on the basis
of their orientations. This is done in the case of conjugate joint sets or fracture
patterns related to geological structures (e.g. Spencer, 1977). Recall that this method
was used to determine the boundaries of the dyke domains in the study area (Section
2.3.2). The fracture data, in this study, are divided into subsets on the basis of three

parameters: fracture aperture, fracture orientation, and fracture type.

3.3.2 Fracture Aperture

Fracture aperture was one of the characteristics measured in the field. The measured
apertures will be used in the permeability calculations (Section 4.3). The
field-measured fracture aperture was the average width of the fracture mineral filling
perpendicular to the long dimension of the fracture exposed at the outcrop surface,

measured at several locations along the accessible length of the fracture. The



measurements, done using a millimetre scale, have an uncertainty of 0.2 millimetres.
Fracture apertures are quite variable along the length of individual fractures, therefore

it is difficult to obtain a representative value or fracture aperture in the field.

Several studies (e.g. Snow, 1965, 1969) suggest that the distribution of fracture
apertures is best represented by log-normal distribution. A histogram of fracture
apertures for fractures containing mineral fillings (Figure 3.3), indicates that they may
be approximated by a log-normal distribution. However, the standard deviation of
fracture apertures for all fractures and filled fractures is too large to ascertain whether
this is indeed the case. That for unfilled fractures is smaller and a log-normal
distribution appears to reasonably fit the data. The mean fracture apertures range from
1.1 to 11.0 millimetres (Table 3.2). These values are used later in the stochastic
generation of fracture networks for the purpose of determining permeability (Section
4.3).

Thin sections of fracture filling material in the sheeted dykes show that mineral filling
phases commonly consist of euhedral crystals (e.g. epidote rosettes such as seen in
Plate 3.1). These crystals show no effects of impediment to growth due to contact
with the opposite fracture wall. This indicates that the fractures were open to at least
the width of the filling mineral crystals perpendicular to the long axis of the fracture.
Therefore, apertures of fractures containing euhedral mineral fillings may represent a
minimum estimate of the aperture when the fracture was utilized by circulating
hydrothermal fluids. If fractures were open repeatedly with mineral filling occurring
each time, then the width of the aperture during any opening event may be less than
the total eventual width of the fracture.
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TABLE 3.2 FRACTURE APERTURE VERSUS DYKE ORIENTATION AND MINERAL FILLING

Average Aperture {(mm} Average Aperture {mm)
Mean Vv Fracture Mineral Filling
Data Dyke All sl Filled Fractures Unfilled | A
Scanline Type Orientatio |Fracture ’ Mean | Std.Dev.[iFractures] L [ Epidote Zeolite Calcite Total
Az. Di V) _ Unfilled
0000 | Oyke /] | ?%‘25 2.1] 8| 29 5.9 29| E[ 24 1.8 |
Rest 1.9] 59 1.8 2.5 191 S
0108 Dyke// | 118 6% 3.8] 62 3.7 2.7 2.8 3.2 1.6 0.5
Rest 2.6 8 1.2 4.0 14| T
0112 Dyke// | 102 40 1.1 12 1.0 7.3 00] O 2.0 0.9 0.4
Rest 1.3 50 1.4 7.0 1.1
0122 Dyke // 95 62 3.9] 9N 4.0 7.0 31] R 6.0 2.7 0.3
Rest 38§ 79 3.6 5.0 24] |
0401 Dyke // 85 76 1.7] 45 2.0 6.1 08 G 2.1 0.7 0.2
Rest 24 2 0.3 5.1 24| H
0413 Dyke // 96 45 14 41 1.4 4.4 071 T 1.4 0.2
Rest 1.2 3 0.5 3.8 1.1
0418 Dyke // n/a = 2.6 12.2 0.1
Rest 2.9] 31 29 4.6 2.6
0428 Dyke// | 102 40 0.8y 37 0.7 4.0 05} C 1.0 0.9 0.3
Rest 0.9] 81 1.0 3.7 08] 0
1037 Dyke// } 125 B85 24) 25 2.2 2.2 1.8 M 2.0 1.0 1.5
Rest 20 0 3.0 1.0 1.7] B
1124 Dyke // 7% 32 3.0 25 2.0 2.2 23] | 8.9 1.7 1.0 1.6
Rest 1.6 2 1.0 1.0 160 N
1134 Dyke // | 1256 43 5.1 27 5.7 2.3 4.2] E 6.7 2.5 1.6
Rest 5.9 9 11.0 3.5 46| D
1137 Dyke // | 247 62 1.9 9 2.0 1.9 1.6 2.7 1.1
Rest 3.9 6 1.6 2.9 15| D
1222 Dyke// | 268 80 1.6 16 1.4 2.1 1.7] A 1.4 1.0 1.2
Rest . 1.3 2 2.0 1.0 1.2 T
1321 Dyke // | 153 60 29| 54 2.8 2.7 1.8] A 2.9 1.0
Rest 2.9 0 2.0 1.0 1.9] S
Area1®* | Dyke// | 248 &1 1.7 34 1.7 1.8 15] E 1.8 1.0 1.1
Rest 1.6] 38 1.6 2.3 1.21 T

NOTE: all apertures were calculated as log-transformed values, and then presented in arithmetic form

*

n/a

Area 1 = Area mapped fractures at scanline 1137 location.
Scanlines 0112 and 0418 contained no mappable dyke margins.
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Comparison of filled-fracture apertures between dyke-parallel (+30°) and
non-dyke-parallel fractures (Table 3.2) demonstrates that dyke-parallel fractures
generally have a greater average aperture. Assuming that dykes are injected vertically,
this means that vertical fractures wcre open to a greater extent during hydrothermal
fluid circulation than were other, non-vertical fractures. This is to be expected in an
extensional regime where the maximum compressive stress is vertically oriented. The
implication is that fluids would be more likely to circulate in the vertical plane. This

implication is further discussed in Sections 4.3.2 and 6.3.5.

3.3.3 Fracture Orientation

An analysis of the orientations of fractures was undertaken to subdivide fractures by
orientation at each of the scanline locations, to assess differences in the orientations of
fractures within and between dyke domains, and to determine the origin of the
fractures. Fractures owe their existence to stresses applied to a rock body. Their
orientations are the result of the orientation of the applied stresses and the type of
stress (i.e. tens;ional or compressional). Fracture orientations are expected to show
axial symmetry about the mean stress direction in a pure tension stress field
(Dershowitz and Einstein, 1988). The orientation of shear related tension gashes
would be symmetric about a plane (Wilson, 1982). The orientation of fractures
formed as a result of contraction, stress relief, and thermal effects are related to the
anisotropy of these processes. Multiple processes will result in complex orientation

patterns (Dershowitz and Einstein, 1988).

The initial step in the analysis of fracture orientations was to determine whether the

data fell into clusters, were uniformly distributed or whether they followed some other

32



distribution such as a girdle distribution (Woodcock and Naylor, 1983). Stereographic
projections of fracture orientation data by dyke domain (Appendix A.3.1) reveal that,
although a lot of scatter is present, there is one dominant cluster of fractures per
domain. The mean orientations of the dominant fracture cluster in each of the
domains are similar to the mean dyke orientations for those domains. This implies
that fracture formation in the sheeted dykes is, to a large extent, controlled by cooling

on contraction along the dyke margins after dyke injection.

The fracture orientations were analysed on the basis of the dyke domains established
in Section 2.3.2. The orientations of dykes for each scanline area, are shown in
Figure 3.4. The fractures within each domain are treated together except for the
fractures in domain 4. To facilitate interpretation, domain 4 was divided into a
southern area containing the scanlines along a road section west of Alona in a gabbro
body in the sheeted dykes (refer to Figure 2.1 for locations), and a northern area
containing the remainder of the data. The dykes and gabbros in the Alona section are

separated, by a steeply dipping, normal, northwest-southeast trending fault.

Contoured stereographic projections of the fracture orientation data were used to
divide the fracture data into sets. Orientations of set boundaries were determined by
including all fractures within the contour level representing twice the concentration of
a uniform distribution, into one set (Robin and Jowett, 1986; van Everdingen ¢t al.,
1992). This method enabled the division of fractures into sets represented by clusters

or girdles.

The fracture orientation data in domain 6 contain two subsets, one represented by a
cluster distribution, the other by a girdle distribution (Figure 3.5). The mean
orientation of the cluster {(marked by a filled star on Figure 3.5) lies within 10° of the
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FIGURE 3.4 DYKE ORIENTATIONS BY SCANLINE. MEAN DYKE
ORIENTATION BELOW EACH STEREONET. AREA1 IS AT LOCATION

1137. SEE TEXT FOR FURTHER EXPLANATION.
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axis drawn through the girdle data subset. This implies that the cluster-related
fractures are approximately orthogonal to the girdle-related fractures. in an effort to
explain this distribution of girdle and cluster data, the spatial relationships of the
domain 6 data were plotted on the stereographic projection in Figure 3.5. This figure
shows that both the girdle and the cluster distributions are present in all three
scanlines of domain 6 indicating a domainal rather than local relationship. This same
cluster/girdle relationship is seen in eight areas (Figure 3.6 and Table 3.3): 1)
scanline 1204; 2) scanline 1211; 3) central domain 4 (comprising scanlines 0304,
0401 and 0404); 4) Alona dyke section scanlines; 5) scanline 0213; 6) scanline 1124;
7) scanline 1305; and 8) domain 6 (scanlines 1001, 1028 and 1037). The fractures
within the cluster distribution encompass the majority of dyke contacts (compare
Figures 3.4 and 3.5), tend to end in intact rock or extend beyond the outcrop edge,
and tend to contain epidote mineral filling. Those fracture data associated with the
girdle distribution generally terminate against other fractures, have shorter trace
lengths, smaller apertures, and preferentially contain calcite as a mineral filling (Table
3.4). Fracture trace lengths are further discussed in Section 3.3.6.

In domain 6, which lies east of the Mitsero graben axis, the girdle axis and cluster
mean pole are east dipping (Figures 3.5 and 3.6). At sites in the western half of the
Mitsero graben (dyke domains 4 and 5), the girdle axis and the cluster mean pole are
west dipping (Figure 3.6). The poles of the cluster distributions lie close (1 10°) to
the axes of the girdle distributions in all cases. The fact that the cluster/girdle
relationship occurs throughout the study area indicates that this effect is not due to,
for example, the local emplacement of a gabbro body, such as in the vicinity of
domain 6 near Ayios Epiphanios. The other scanlines, sharing this reiationship, lie at
distances of up to 12 kilometres from this gabbro body, far beyond its range of

influence. The most probable explanation is that the cluster of data points represents






AREA. DQMAIN 6
SCANUNES: 1001, 1028, 1137

CLUSTER MEAN POLE: 089/28
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13345
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FIGURE 3.6 CLUSTER/GIRDLE RELATIONSHIPS FOR DOMAIN 6, CENTRAL DOMAIN 4.
ALONA, AND SCANLINES 1204, 0213, 1305, 1211 AND 1124, STAR IS CLUSTER
MEAN POLE; 1, 2, 3 ARE THE EIGEN VECTORS FOR THE GIRDLE DISTRIBUTION;
N IS THE TOTAL NUMBER OF DATA POINTS ON THE STEREOGRAPHIC PROJECTION,
CONTOUR INTERVALS ARE MULTIPLES OF A UNIFORM DISTRIBUTION.

87



Domain Area Orientation Distribution ll
Cluster _Girdle None Too Few
2 0108 Y
1316,1321 Y
1037
1204 Y Y
0329 Y
3 1129 Y
1134
1211 Y ?
4 West Y
1227 Y
Central Y Y
1310 Y
I East Y
Alona D. b4 b4
Alona G. Y
S 0201 Y
[ oz1s Y 2
H 1107,1111 Y
1124 Y Y
1221,1222 Y
1305 I Y Y
1307 | Y '
s I A

Table 3.3. Orientation distributions for scanlines and dyke domains - West comprises
scanlines 1216, 1221 and 1222; Central comprises scanlines 0304, 0401, 0404; East
comprises 0306, 0307, 0413, 0418, 0701, 1008, 1017 scanlines. Alona D. represents the
dyke section, and Alona G. the adjacent gabbro section. 'Y’ means the column property
is present and *?* indicates a weak presence. The shaded cells show scanlines or areas
containing both a cluster and a girdle distribution of fracture orientations.

88



TABLE 3.4 Cluster / Girdle Distributions of Scanline Fracture Data
1200 [v1}] 0304, 0401, 0404 0112, 0122, 0423 213 % 1363 1007, 1628, 1137
Domasin’ 2 3 4 [ [ s 6
Total N: 9} 13§ m 1s 91 120 266
Distrid utics: Quater Girdle Cluster Girdle Girdle Qlaster Girdle Qluster Qluster Girdle Qluster Qaster Girdle
Cluster Ax 120°-160° 330°~J80° 025~ 150" 020°=-120" 020°-145° 015°~120° 212°-328°
|N: 60 31 2 113 80 128 154 ] 4 45 [ 54 147 19
Practare Type
coatact am ™ 0% 10% 10% 1" 1% % 1% 0% az% 0% % %
fracture % % % % % % ™ 10% 1% % 18% 2% 10% 1%
joint 62% 9% 5% 85% 56% 8% 9% 8% ST 63% 90% 50% 7% 4% 8%
Termina Mode:
Both eads free 1% ™ 0% % % % % % 10% % % 20% % 10% 2%
T junction as 19% 3% 4% o 3% 4% 9% 3% 30% 20% 42 1% 0% 2%
*H junction 17% "% 55% 2% 2% 19% 15% 0% % a9% 70% " 80% % %
s 1.3 % 0% 1% % 1% % 1% 2% % % (1.3 % a s 1%
Misaral
aose 69% m o5% 8% 2%% am 2% 2% 57% % 0% 6% S% 8% 8%
caleite 20% 2% % % % % 0% 0% 20% o ™ 19% 20% > ™
epidote ™ % 0% o% 6% A% % 2% 19% 1% % 2% 8% 20% S 1%
2eolite % % 0% . 1% 1™ 5 6% 4% % % 1% o 0% % 0%
chiorite % % 0% % 1% 2% . 1% % % 0% 0% % o% 1% %
pyrile % 0% 0% 0% 1% 1% % 1% % % o 0% 17 3 0% 1% 4%
celadanite % % 0% 0% 0% 0% % o% % 0% % 0% 0% % % 0%
bematite o% % 0% o% % 1% ™ % % 0% % ™ % % o% %
magnetite 0% 0% 0% 0% % o% 0% % o% % % o 0% o% o% o%
warte 0% 0% 0% o (123 0% 0% 0% 0% 0% ™ o% % o% o% %
Torge Seale Ronghaces
planar % am 1% 0% 90% a9% % 18% 80% om% 8% oa% am 9% ™ am
wndulatiag ™ ™ o% 1% 1% 0% 2% % % % ™ o% [ % 2% 0%
cusved % 10% 9% % 5% 1% ™ 1% % % % % o % ™ ™
stepped % 0% o% % o 0% % % % 0% % 0% % % % 0%
megular o% 0% 0% % % 1% 1% 2% % 5% % 0% 2% % % %

Nots: percentages ars based on the total number of iractures (N) within a particular chuster of girdle



fractures that formed either as dyke cooling margins or following the fabric of the
rock parallel to the margins. The girdle distribution of points, which lie roughly
perpendicular to the cluster fractures, are then most likely the poles to the columnar
jointing cooling fractures in the interior of the dykes (Figure 3.7). The columnar

joints perpendicular to dyke margins are commonly seen in the field area.

The division of fracture data into subsets was performed only on those fractures
containing a mineral filling and also excluded those containing only calcite. This was
done because unfilled fractures were unlikely to have been interconnected with the
fracture network at the time of on-axis hydrothermal circulation. Caicite-filled
fractures were also not included in the fracture sets because it is a late mineral phase
formed during late, probably off-axis, hydrothermal circulation (see discussion in
Section 5.3); the paleo-permeability analysis (Section 4.3) is only concerned with

fluid flow during hydrothermal circulation at the spreading axis.

Two sets of fractures were extracted from the fracture data per scanline area: 1)
fractures which have similar orientations to the dykes within the individual areas; and
2) the remaining fractures. The second set includes cooling fractures formed within
the dyke perpendicular to the dyke margins as well as some non—éystematic fractures.
These non-systematic fractures were included in the fracture analysis because they
contributed to the fracture network as fluid conduits since they were filled with
minerals derived from hydrothermal aiteration. Only those scanline areas with fracture
data subsets containing more than 30 fractures were used to give statistically
meaningful results. The fracture subsets, from the fourteen scanline areas with greater

than 30 fractures, are plotted on stereographic projections in Figure 3.8.
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The present orientation of the fracture subsets is different from their orientation when
they were still part of the sub-seafloor oceanic crust. Since that time, the fractures
have undergone rotation due to graben formation and uplift of the ophiolite (Section
2.3.3). On the basis of field evidence such as columnar jointing in the interior of
dykes and chilled margins along the edges of dykes, most fractures, appear to be
related to the initial cooling and contraction of the dykes after their emplacement.
Therefore the resultant fracture subsets were rotated to remove the effects of ophiolite
uplift and graben formation (Figure 3.9). The 90° counter-clockwise rotation of the
ophiolite (Section 2.2.2) affects the entire ophiolite in the same manner, therefore this

rotation is not done.

The rotations performed on the fracture data were done in the two steps outlined in
Section 2.3.3: 1) rotation of the fractures 3° in a clockwise fashion about a 090°
(with respect to north) trending horizontal axis to remove the effects of the ophiolite
uplift; and 2) rotation of the fractures about a horizontal north-south trending axis
(parallel to the Mitsero graben axis) by either 19° or -16° for those scanlines situated
on the west and east sides of the graben axis, respectively, to remove the effects of
the graben formation. Scanline 1037 resides in the Makhaeras domain, outside the
Mitsero graben, and does not appear to have been rotated during the graben
formation, therefore it did not have the second correction applied. Scanline 0108,
1134 and 1321 lie in the vicinity of the portion of the graben axis which trends at an
angle of 045° with respect to north, therefore they were rotated along an axis trending
045° rather than 0°.

Fracture orientation data plotted by sub-domain (Appendix A.3.1) as defined in
Section 2.3.2, reveals that the relationship between fracture orientations and dyke

orientations is similar from area to area. For example, scanline 1129, on the west side
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of the graben axis in domain 2B, has dyke-parallel fractures presently dipping steeply
to the southeast, whereas scanline 1204, on the east side of the graben axis in domain
2A, has the dyke parallel fractures presently dipping steeply to the northwest (Figure
3.10). From Figure 3.10, it can be seen that a 35° rotation about a horizontal axis
oriented 045° will bring the fractures in scanline 1129 to a very similar orientation as
those in scanline 1204. This 35° rotation is equal to the sum of the rotation of the
western graben half (19°) and the eastern graben half (16°), needed to bring the
dykes in each graben half back to the vertical (the rotations that the various portions
of the Mitsero graben have undergone are dicussed in Section 2.3.3). This tends to
corroborate the method (Section 2.3.3) of determining the amount of dyke rotation.
The rotation axis used here is not north-south (i.e. 000°) because the graben axis
trends north-east (045°) possibly as a result of the South Troodos Transform Fault,
south of Apliki. A significant result of the fracture study is that prior to the graben
formation and ophiolite uplift, the study area appears to have had similar fracture
orientations, with respect to dyke orientations, in all scanline areas, implying a similar

stress field during fracture formation for the whole of the study area.

The previous fracture orientation analysis dealt exclusively with fractures in the
sheeted dykes at;d gabbros. Field work in pillowed and extrusive volcanic rocks of the
Basal Group and of the Upper and Lower Pillow Lavas showed that systematic
scanline fracture mapping was not feasible in these areas. This was because the highly
curved nature of the fractures made the orientation measurements at the
scanline-fracture intersections meaningless. The pillow units tend to have curved
cooling fractures along their margins. The interiors of pillows tend to be highly
fractured (probably cooling related) - these fractures may be curved or planar and are
oriented radially about the centre of the pillow. In certain areas, the pillows are

highly brecciated (‘auto-brecciated’; Robinson, pers. comm., 1985), probably during




DOMAIN 2B DOMAIN 2A
west of graben axis ) east of graben axis

ORIGINAL DATA ROTATED DATA

N = 103
SCANLINE SCANLINE
1120 1204
ROTATION AXIS = 045°/0°; AMOUNT = S5°
Poles 1o Planes

Note: 35° ia the sum of 16" and 16° (figure 2.15 for explanation of rotation)

FIGURE 3.10 COMPARISON OF FRACTURE ORIENTATIONS WITHIN SUBDOMAINS 2A AND 2B.
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the cooling process. Flow units exhibit fracturing perpendicular to the upper and
lower margins cf the unit. Since this study is concerned primarily with the sheeted

dykes, fracturing in the pillowed and flow units is not treated further.

3.3.4 Fracture Filling Minerals: Type and Distribution

The precipitation of minerals in fractures is indicative of the passage of fluids. Many
of the mineral fillings in fractures in the study area, especially epidote and quartz,
were precipitated by hydrothermal fluids (Section 5.4). In order, to determine the
extent of hydrothermal fluid circulation throughout the study area, it is necessary first

to determine the spatial and temporal inter-relations of fracture filling minerals.

The oblique exposure of the ophiolite in the study area means a depth section through
the ophiolite can be studied (up-section is to the north). Information on fracture
characteristics throughout the section can be used, by analogy, to provide information
on fracture characteristics and conditions that may have existed in a vertical section of
oceanic lithosﬁhere. For example, variations in fracture mineral filling are dependent
on the temperature and fluid compositions, as well as which fractures are open at the

time of fluid circulation.

The fracture-filling minerals include epidote, zeolites, quartz, calcite, chlorite, pyrite,
and minor occurrences of hematite, magnetite, jasper, celadonite and clay minerals.
Their modal abundances vary with proximity to hydrothermally altered zones and with
rock type. For example, the concentration of epidote vein-filling increases in the
immediate vicinity (within 20 metres) of epidosite zones and zeolites are more

common in gabbros than in diabases. Celadonite-filling is restricted to the Pillow
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Lava units, with rare occurrences in the upper part of the Basal Group in the study
area. Rare occurrences of 5 centimetre wide hematite and magnetite veins were noted
in areas of extensive epidote mineralization. Clay minerals were seen mainly in areas
of faulting, as part of the gouge, and in the Pillow Lava units as alteration products of
the extrusive rock. Plate 3.1 shows a typical relationship of vein filling material to the
diabase. The vein is filled with euhedral epidote and anhedral to subhedral quartz. In
many fractures the epidote forms rosettes which nucleate from the walls of the

fracture (Plate 3.1).

Fracture frequency does not change with depth or laterally throughout the study area
(Figure 3.11; and discussed later in section 3.3.7). There is an increase in the
occurrence of fracture-filling minerals from the top to the bottom of the Sheeted Dyke
Complex (from the volcanic rocks in the north to the gabbroic rocks in the south) (see
Appendix A.3.2.2 and A.3.2.3) which is, therefore, correlated with a reduction in the
number of fractures devoid of mineral filling with increased depth in the section (e.g.
compare the northern (higher) and southern (lower) portions of domain 4) (Table
3.5).

The variations with depth in fracture mineral filling abundances are indicated in

Figure 3.12 and Table 3.5 and then discussed in the following paragraphs.

The orientations of fractures filled with epidote tend to form clusters in all domains
and have orientations similar to dyke margins for all dyke domains. Twice as many
fractures in domains 2 and 4 (30%) contain epidote as do those in domains 3, 5 and 6
(15%). This may be because fractures in domains 2 and 4 lie deeper in the section.
No consistent variation in frequency of epidote veining is observed in an east-west

direction, however, the abundance of epidote is lowest higher in the section,
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TABLE 3.5 FRACTURE FILLING BY DYKE DOMAIN. EACH CELL CONTAINS THE FOLLOWING
INFORMATION: LINE 1 —~ NUMBER OF MINERAL FILLED FRACTURES; LINE 2 -~ % OF
DOMAIN'S FRACTURES WITH THAT MINERAL FILLING; LINE 3 — WHERE POSSIBLE,
THE MEAN ORIENTATION OF THE FRACTURES FOR THAT MINERAL. 'w’ INDICATES
WEAK CLUSTERING ABOUT THE MEAN. DOMAIN 4 WAS SUBDIVIDED INTO NORTH
(4N) AND SOUTH (4S) SUBSETS. N IS NUMBER OF FRACTURES IN EACH DOMAIN,

DYKE DOMAINS
MINERAL 2 3 4N 48 s 6

N=S08 N=302 N=715 N=848 N=719 N=266 |
NONE § = 238]  189] 406] = 119]  483| 223
43% 55% 52% 14% 65% 79%
320°/79" 292°/69"° 213°779°|  000°/59°w 234°/90° 274°/59°
EPIDOTE 179 62 199 235 112 33
3% 18% 25% 27% 15% 12%
087°/79° 100°/50° 060°/69° 120%/59°
ZEOLITE 25 6 42 404 51 7
5% 2% 5% 47% 7% 2%

!_ 120°770° 120°/69* 082°/69° 090°/69" 32Ny
CALCITE 87 7 (1) 0 69 9
18% 2% % 0% 9% 3%
i 087°/79 100°/50° 060°/69° 120°/59°
CHLORITE 4 0 3 52 2 3
1% 0% 1% 6% <1% 1%

_ 090°/50°
PYRITE [ 7 53 2 ) 7
1% 2% 7% <1% 0% 2%
% 140°/79° 069°/59*

CELADONI 2 0 0 0 0 0
<1% 0% 0% 0% 0% 0%
HEMATITE 7 0 24 52 20 0
1% 0% 3% 6% 3% 0%

087°/79'w 100°/50° 222°/89°
MAGNETITE 0 5 0 0 0 )
0% 1% 0% 0% 0% 0%
QUARTZ 1 ) 4 0 1 0
<1% 0% 1% 0% 1% 0%

234°/89°
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PIGURE 3.12 VARIATION WITH DEPTH OF VARIOUS FRACTURE PROPERTIES INCLUUDING TRACE LENGTH, DYXE AND FRACTURE FREQUENCY,
Mmmmmmmmmmuwwmmmm
SUBDMVIDED INTO DYKE PARALLEL (RLLED CIRCLES; SOLID LINE) AND OTHER (OPEN CIRCLES; DOTTED LINE) FRACTURES. DEPTHS ARE
RELATIVE DEPTHS BASED ON SCANLINE LOCATION IN THE FIELD AREA (REFER TO SCHEMATIC STRATIGRAPT C COLUMNS TO RIGHT).
SMOOTHED LINES ON GRAPHS CONNECT MEANS OF THE DATA POINTS AT EACH DEPTH.
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especially in the Basal Group. Epidote is more common in the area of epidosites
(Figure 3.13). In some epidosites, even though the rock is largely composed of
epidote, epidote veining is not as common (i.e. scanline area 1107 - see Figure 3.2

for scanline number locations). Epidote is also common in the gabbros.

Zeolites are quite rare within the Sheeted Dyke Complex, away from the lower
boundary to the Plutonic Complex, and in the Basal Group. Fractures containing
zeolites have similar orientations as those containing epidote, especially in domain 4.
Zeolite abundance increases sharply in the gabbros and dykes of the southern portion
of domain 4 (Figure 3.14 and 3.12).

The frequency of calcite vein filling is greatest in the vicinity of shear zones and
plagiogranites (Figure 3.15). No calcite was noted in the gabbros. Its distribution
shows no consistent east-west variation. In general, calcite-filled fractures tend to be
oriented 30° to 90° away from dyke orientations in domains 3 and 4, and have
similar orientations to those of the dykes in domains 2 and 5. Many of the calcite vein
orientations do not cluster with the mean dyke orientations (Figure 3.16). The
orientation of i‘ractures containing calcite coincides with those containing epidote and
zeolites in domain 3, and with those containing epidote in domain 5. In places where
cross-cutting relations can be discerned, calcite always post-dates epidote mineral
filling. In fractures containing both epidote and calcite, the calcite always post-dates
the epidote.

Mineral filled fractures in the dyke section, excluding those containing only calcite,
(Alona area, domain 4) fall into two groups, a cluster with mean pole at 284°/45°
(dyke-parallel) and a girdle with axis trending 278°/51°, whereas those in the gabbro

section (Alona area, domain 4) lie in one cluster, whose mean pole trends 277°/45°,
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FIGURE 3.16 CALCITE VEIN ORIENTATIONS BY DOMAIN
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similar to that of the dyke-parallel fractures (Figure 3.17). The field relations indicate
that the gabbro was emplaced into the dykes; the gabbro may have intruded along the
normal fault which lies at the eastern edge of the gabbro body. The existing sheeted
fabric in the dykes (284°/45°) may have dictated the fracturing in the isotropic
gabbros. The girdle set of fractures within the dykes (axis trend: 278°/51°) was not
dominant in controlling fracturing within the gabbro, and were probably cooling

fractures internal to the dykes.

Unfilled fractures have similar orientations to filled fractures (Figure 3.18 and
Appendix A.3.1 (plots of complete orientation data set by domain)). In domain 6,
fractures with no mineral filling comprise 83% of all fractures in the domain, for the
other domains this varies from 18% to 76% (Table 3.6). Fractures containing no
mineral infilling constitute 51% of the complete data set. The majority of fractures in
the eastern portion of domain 4 (scanlines: 0306, 1216, and 1227) and the northern
portion of domain 3 (1001, 1008, and 1028) contain no mineral filling. The frequency
of fractures containing no mineral filling is also higher and more variable near the top
of the section in the Basal Group, especially in the area east of the sheeted dyke
inlier; it is los'vest near the base of the Sheeted Dyke Complex. The southern portion
of domain 4 (Alona section) contains a much greater proportion of fractures that

contain mineral filling, than the northern portion of domain 4.

Fractures devoid of mineral filling imply they were either not present, closed, or not
interconnected to the fracture network at the time of hydrothermal circulation, or the
fluid chemistry may have been such that nothing was precipitated in the fracture. The
similarity of orientations of filled and unfilled fractures may indicate a similar origin
for both. Unfilled fractures in the northern (upper) part of the study area indicate an
absence of hydrothermal fluid circulation in large parts of the upper sheeted dykes (in
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DYKE SECTION GABBRO SECTION

MINERAL MINERAL
FILLED FRACTURES FILLED FRACTURES

POLES TO PLANES

FIGURE 3.17 ALONA SECTION DYKES AND GABBROS. TOP PLOTS = ALL FRACTURES
LOWER PLOTS = MINERAL FILLED FRACTURES (EXCLUDING FRACTURES CONTAINING
ONLY CALCITE).



DOMAINJ3

DOMAIN 4 DOMAIN 4
NORTH ALONA

GABBROS

POLES TO PLANES
DOMAINS DOMAING

FIGURE 3.18 ORIENTATIONS OF UNFILLED FRACTURES 8Y DOMAIN, SOUTHERN PART
OF DOMAIN 4 (ALONA) IS SUBDIVIDED INTO DYKES AND GABBROS.
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Table 3.6. Number of fractures containing no minerals as a percentage of all fractures
(numbers taken from Figures A.1.2 and A.3.2.2.
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the Basal Group) (implications of this are further discussed in Section 6.3.6). The
frequency of unfilled fractures is the greatest in the eastern half of the Mitsero Graben
(Figure 3.19). When this is compared to the contour map of the concentration of
mines, gossans and mineral occurrences (Figure 4.3), it is seen that this area
coincides with a low in the concentration of mineralization. Possible explanations for
this include: the fractures may have been closed in this area at the time of
hydrothermal fluid circulation or not interconnected to the fracture network; or the
heat supply in this area was not great enough to sustain fluid circulation for the time
needed to form mineral deposits, as well as, precipitates in the fractures. Because
unfilled fractures are assumed not to have been utilized by fluids and therefore did not
contribute to the hydrothermal circulation system, these fractures were identified and
factored out of the data set during the later trace length (Section 3.3.6), intensity
(Section 4.3.3.1), and permeability calculations (Section 4.3).

3.3.5 Fracture Termination Mode

Fracture termination mode refers to how the fracture ends. Possible termination
modes include: 1) both ends free (mode 0); 2) forming a T-junction with another
fracture (mode 1); 3) forming an H-junction with other fractures (mode 2); 4) one
(mode 3); and the rare cases of both ends (mode 4) splayed and 5) fracture
termination against a fracture at one end and splayed at the other (mode 5). Of these,
the most common was the T-junction; except in domain 5 where it was the H-junction

(Table 3.7). Fracture termination modes are mainly of use in inferring relative age of

fracture formation.






17
270/75

95
270/70

61
010/75

11

Table 3.7 Fracture termination mode by dyke domain. Termination mode: 0 = both
eads free; 1 = 'T’ junction; 2 = 'H’ junction; 3 = one end splayed; 4 = both
ends splayed; 5 = "T’ and splay. Each cell contains the number of fractures
within a particular termination mode, followed by the orientation of the mean
plane if the data are clustered about 2 means. Note that fractures with a censoring
of '2’ (both ends obscured) have no termination mode assigned to them.
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Fractures that have both ends free can form anywhere in the rock. It is likely these
fractures are the oldest, since subsequently forming fractures would be more likely to
terminate against a pre-existing fracture. These fractures are less abundant than T- or
H-junction fractures. Fractures that terminate against another fracture (T- or
H-junctions) are assumed to have formed later than the fracture they terminate
against. Thus, fracture termination mode can be used as a crude indicator of the
relative age of fracture formation. A plot of the ratio of the number of fractures with
both ends free to the sum of the number of fractures with T- and H-junctions, can
thus indicate the presence of areas of relatively younger (low ratio value) or older
fractures (high ratio value). No consistent variation was noted across the study area in
an east-west direction (Figure 3.20). There is no overall variation in termination mode
with depth in the Sheeted Dyke Complex (Figure 3.12). There is also no significant
variation in termination mode by rock type. All termination mode types have the same
distribution by trace length (Table 3.8). Table 3.9 indicates that mode 1 (T-junction),

mineral-filled fractures are the most common in the study area.

From the stereographic plots of the termination modes of fractures by scanline and
dyke domain (Appendix A.3.6), it is apparent that fractures with both ends free tend
to follow cluster distributions, whereas the orientation of H- and T-junction
termination mode fractures are more uniformly distributed, yet their mean orientations
are very similar. The more uniform distribution of T- and H- mode fractures may be
the result of fracture formation over a longer period of time, such that fractures that

formed later have a greater variation in their orientation.

On average 92% of all fractures (by scanline) terminated against another fracture
(Table 3.10). Since fracture frequency appears to be fairly uniform along measured
outcrops, the fracture data set is highly connected, that is, most fractures are
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TABLE 3.8 Trace Length versus Termination Moda

For Compiete Data Set

Numbeor of fractures per cell

Trace Termination Mode
_Length 0 1 2 3 4 5 - Total
<0.5 4 23 83 1 i 16 108
0.5-1.0 11 176 364 6 1 2 64 624
1.0-2.0 54 456 273 11 2 100 896
2.0-3.0 35 219 75 8 112 449
3.0-40 23 140 2 8 133 326
4.0-5.0 10 43 S 1 127 1686
5.0-6.0 4 29 4 116 153
6.0-7.0 2 12 74 88
7.0-8.0 3 39 42
8.0-9.0 1 3 14 18
9.0-10.0 4 12 14
>10.0 6 3 2 2 27 40
ofe 1 11 808 34 ] 5 834 2944 |
Percentage of fractures normalized to column totals
Trace Termination Mode
Lon%: 0 1 2 3 4 5 —~
<0. 2.67 2.07 7.80 2.94 20.00 1.92
0.5-1.0 7.3 15.87 45.05 17.65 25.00 40.00 7.67
1.0-2.0 36.00 41.12 33.79 32.35 40.00 11.99
2.0-3.0 23.33 19.75 9,28 23.53 13.43
3.0-4.0 15.33 12.62 2.72 23.53 15.95
4.0-5.0 6.67 3.88 0.62 25.00 15.23
5.0-6.0 267 2.61 0.50 13,91
8.0-7.0 1.33 1.08 8.87
7.0-8.0 0.27 4.68
8.0-9.0 0.67 0.27 1.68
9.0-10.0 0.18 1.44
>10.0 4.00 0.27| 0.25 50.00 3.24,
Total 100 100 100 100 100 100 100
Porcentage of fractures normalized te row totals
Trace Tormination Mode
Length 0 1 2 3 4 5] - Tota!
<05 | 3.70] 2.0 53.33 0.93 0.93 14.61 100
0.5-1.0 1.78 28.21 58.33 0.96 0.16 0.32 10.26 100
1.0-2.0 6.03 50.89 30.47 1.23 0.22 1118 100
2.0-3.0 7.80 48.78 16.70 1.78 24.94 100
3.0-4.0 7.08 42.94 6.75 2.45 40.60 100
4.0-5.0 5.38 23.12 2.69 0.54 68.28 100
5.0-6.0 261 18.95 2.61 75.82 100
8.0-7.0 2.27 13.64 84.09 100
7.0-8.0 7.14 92.86 100
8.0-9.0 5.56 16.67 77.78 100
9.0-10.0 14.29 85.71 100
>10.0 15.00 7.50 5.00 5.00 67.50 100
Termination mode: Trace Length: Is in metres
0 ends free 2 H 4 splay + T - consorad
1 T 3 splay 5 double splay
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TABLE 3.9 Mineral Filling versus Termination Mode For Complete Scanline Data Set

Number of fractures per cell

Term Mineral Filling
mode || Zeolite | Epidote | Calcite | Chlarite Pytite | Hematite [Magnelite| Clay Coladonitd None Total
[} 15 37 27 3 2 3 0 1 0 90 178
1 150 229 130 13 40 M 4 6 0 595 1201
2 79 118 57 7 8 13 1] 2 2 565 851
3 5 6 1 2 (1] 2 (1] (1] 0 19 35
4 1 1 (1] (1] 1] 1] 0 0 [¢) 2 4
S 2 2 o [+] 1] 0 1] (1] [1) 3 7
- 87 219 62 26 23 53 1 9 0 401) 881
otal 339 612 277 51 73 10S 5 18 2 1675 3157
Percentage of fractures normalized to column totals
Term. Mineral Filling
Mode | Zeolite | Epidote | Calcite | Chlorite | Pyrite |Hematite {Magnetite| Clay [Celadonitd None
0 4.42 6.05 9.75 5.88 2.74 . 5.56 53
1 4425 37.42 46.93 25.49 54.79 32.38 80.00 3333 35.52
2 23.30 19.28 20.58 13.73 10.96 12.38 ARRI 100.00 33.73
3 1.47 0.98 0.36 .92 1.90 1.13
4 029 0.16 0.12
3 0.59 033 0.18
- 2566 35.78 22.38 50.98 31.51 50.48 20.00 50.00 23.94
- Total % 100 100 700 100 100 100 100 100 100 100
Percentage of fractures normalized to row totals
Term Mineral Filling ]
mode Zeolite | Epidote [ Calcite | Chlotite Pyrite |{Hematite IMagnetite| Clay _Celadonite None Total i
— 0 |  B843] 2073] 15.7] 1.69 T12]  1.69] 056 50.56 100]
1 1249 18.07 10.82 1.08 3.3 283 033 0.50 49.54 100|
2 928 13.87 6.70 0.82 0.94 1.53 024 024 66.39 100 I'
3 14.29 17.14 286 5.7 5.71 54.291 100
4 25.00 25.00 50.00 100
S 28.57 28.57 4286 100
- 988| 2486 7.04 295 261 6.02 0.11 1.02 4552 100]

1




TABLE 3.10 TERMINATION MODE STATISTICS BY SCANLINE
USING MINERAL FILLED FRACTURES.

Scanline | Total** Termination Mode Yo **

Mapping # 0 1,2
0000 74 2 58 96.7
0108 66 5 27 84.4
0112 68 1 44 97.8
0122 238 15 110 88.0
0401 49 3 18 85.7
0413 48 3 32 91.4
0418 32 4 18 81.8
0428 152 11 114 91.2
1037 38 0 26 100.0
1124 37 0 30 100.0
1134 44 0 35 100.0
1137 36 2 24 92.3
1222 32 0 21 100.0
1321 56 4 45 91.8
Total 970 50 602 92.3]
Area

Mappin

Areal* | 98] 5] 85] 94.4

* Areal = AREA MAPPED FRACTURES AT SCANLINE 1137

**Total = TOTAL MINERAL FILLED FRACTURES

*** % TERMINATION = TM1,2/ (TM1,2 + TM0)*100

NOTE: SOME FRACTURES WERE CENSORED AT BOTH ENDS, THUS

A TERMINATION MODE WAS NOT MEASURED.
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connected to other fractures. Permeability of fractured rock is enhanced by high

connectivity of fractures (discussed further in Section 4.3).

3.3.6 Fracture Trace Length

In this section fracture trace lengths measured in the study area are analyzed to arrive
at the distribution type and parameters (mean and standard deviation) describing the
fracture trace lengths. Fracture size distributions will be derived in Section 4.3.3.2,
using the fracture trace length distributions determined here. The relationship of
fracture type and fracture mineral filling to fracture trace length is also examined with

respect to the division of fractures into the dyke-parallel and dyke-normal sets (done
in Section 3.3.3).

Fracture trace length distributions are dependent on the processes forming the
fractures. A spatially uniform process would result in exponential trace length
distributions, whereas multiple processes (such as breakage) may result in log-normal

distributions of fracture trace lengths (Dershowitz and Einstein, 1988).

The mean orientations of the fracture data subsets (Section 3.3.3) are very similar for
all the scanlines. To provide a summary of the trace length data, they were combined
by set. The shape of the histograms in Figure 3.21 suggests both the log-normal and
the exponential distribution may be fit to the fracture trace length data. This is also

suggested in a literature review by Baecher and Lanney (1978) and a study by
Rouleau (1984).






Methods proposed by various authors to overcome trace length biases were
summarized by Rouleau (1984). This study follows the data collection approach of
Rouleau (1984) and also, in common with that author, uses Baecher’s (1980) method
of maximum likelihood to correct for trace length bias. This method uses a closed
form expression to estimate the mean of a progressively censored sample assuming an
exponential distribution of fracture trace lengths. Since there is no closed form
expression available for the log-normal distribution (Baecher and Lanney, 1978), the
mean and standard deviation of the log, transformed trace length were estimated using
a commercially available program which provides a fracture size analysis routine
(FracMan produced by Golders Associates, Inc. (Dershowitz et al., 1991)). The mean
and standard deviation of the original trace length distribution were then estimated
following the method presented in Bury (1975, p.279).

The mean of an exponential distribution and the mean and standard deviation of a
log-normal distribution, based on the trace length data, were computed (Table 3.11).
The estimate for the mean of the exponential model, included correction for trace
length truncation and censoring. Size bias was not corrected for because no simple
method has been derived to estimate the parameters of the exponential and the
log-normal models that also accounts for the censoring and truncation bias (Rouléau,
1984). This error may be important for the case of line-sampled data (Priest and
Hudson, 1981; and Pahl, 1981) but its effects are reduced by the observation that in
general the outcrops which were used in the scanline surveys had widths that were at

least 2 times greater than the mean trace length.

On the basis of Chi-square and Kolmogorov-Smimov goodness-of-fit tests, the
FracMan program (Dershowitz gt al., 1991) indicated that a log-normal distribution
provides a better fit of the trace length data than does an exponential distribution. The




TABLE 3.11 FRACTURE TRACE LENGTH STATISTICS

ALL DATA (N = 1062) SET 1(N = 517} SET 2 [N = 545
CENSORING = = 0 1 2 0 1 2 0 1 2
N 284 348 ~330 163 238 116 121 210 214
NORMAL
SUM (Mi| 376.71| 1014.39 1300.2 196.6| 446.64| 294.02| 180.11| 667.75| 1006.18
MAX (M) 10 15 15 4.8 9 12 10 15 15
MEAN (M} 1.326| 2.264| 3.940 1.206| 1.877| 2.535 1.489| 2.704| 4.702
STD.DEV. (M) 1.004|  1.901 2.947] 0.793 1.329]  2.335 1.213]  2.312]  2.964
LOG-NORMAL*
LN() 0.261 0.139 0.375
LN(STD.DEV.) 0.351 0.316 0.345
o (M) 1.381 1.208 1.544
STD.DEV. (M} 0.500 0.391 0.549
BIAS CORRECTED PARAMETERS
EXPONENTIAL®®
# M) 9.226 5.500 14.246

* PARAMETERS FOR THE LOG-NORMAL DISTRIBUTION WERE COMPUTED USING FRACMAN (DERSHOWITZ ET AL, 1991)

THE ESTIMATED MEAN AND STANDARD DEVIATION WERE COMPUTED FROM THE FOLLOWING FORMULAE:
4 = EXP(LN() + LN(STD.DEV.}"2/2}
STD.DEV = SQUARE ROOT {EXP(2LN() + LN(STD.DEV.}* 2)[EXP(LN{STD.DEV. " 2}-1]})

** EXPONENTIAL MODEL MEANS WERE CALCULATED FROM: p = SUM (CENSO +CENS1 + CENS2}/NUMBER OF CENSO) - 0.25
{(WHERE SUM IS THE TOTAL LENGTH OF FRACTURES FOR EACH LEVEL OF CENSORING, AND
0.25 IS THE TRACE LENGTH TRUNCATION).

1
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results (Table 3.11) show that the mean trace lengths of Set 2 (dyke-parallel cluster)
are longer (mean trace lengths (1.5 metres (log-normal model); 14.2 metres
(exponential model)) than those of Set 1 (girdle distribution of orientations) (1.2
metres (log-normal model); 5.5 metres (exponential model)). Censoring of 75% to
95% of all fractures results in the estimation of a long mean trace length in the
exponential model.

Fracture trace lengths are related to fracture plane size (see discussion in Section

4,3.3.2). Longer fracture trace lengths are indicative of greater fracture radii and thus
possibly greater interconnectivity of fractures. The association of longer fracture trace
lengths and greater fracture apertures (Section 3.3.2) with dyke parallel fractures also
indicates an anisotropy in the permeability parallel to the dyke margins (Section 4.3).
The result that the log-normal distribution provides a better fit to the trace length data

is used in the determination of the fracture radii distributions in Section 4.3.3.1.

Trace lengths were measured at three different scales in the study area using the area
mapping method. These included the 1137 scanline area (data presented in Appendix
A.6), remotely sensed lineament and fault maps from the literature for the study area
(Figure 2.11 and 2.12), and remotely sensed lineaments of the whole ophiolite (Figure
2.3A and B). The trace length distributions for the three different sampling scales
have similar forms (Figure 3.22). This suggests that the trace length population may
be self-similar as a result of the different scales of mapping. By extension, this
similarity may continue down to the microscopic scale as well (Jaeger and Cook,
1969). The ophiolite, and therefore the study area, is fractured at all scales of

measurement.
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The 20 to 50 metre scale of sub-seafloor packer-test permeability studies (i.e. Deep
Sea Drilling Project Hole 504B; Becker, 1991) is on a similar scale to that of the
outcrop fracture mapping done during the course of this study. The permeabilities to
be determined in the study area will be compared with those from beneath the

present-day seafloor (Section 4.3).

3.3.6.1 Mineral Filling By Trace Length

Since longer fractures are more likely to intersect other fractures, they are more likely
to be conduits for hydrothermal circulation. Thus there may be a correlation between
hydrothermal mineral filling and fracture trace length. For that reason, a comparison

was made of fracture trace length and fracture mineral filling.

Plots of mineral filling versus fracture trace length by dyke domain are presented in
Appendix A.3.3 for domains 2 through 6. The statistics are presented in Table 3.12.
They demonstrate that, whereas there are differences between type of mineral filling
and associateti fracture trace length within individual domains, the differences are not
consistent from domain to domain. The mean trace lengths of fractures filled with
epidote and zeolite are longer than those filled with calcite (exception: domain 6). It
should be noted that there is considerable overlap in the standard deviations of the
trace lengths (Appendix A.3.3). In all of the domains, fractures without mineral
filling have an average trace length of 1.61 metres. The mean trace lengths for
unfilled fractures within each domain is less than the mean trace length for filled
fractures. The longest fracture trace lengths are generally associated with the dyke
margins (compare Appendix A.3.4 and A.3.5). Assuming that the dykes were
originally vertical (Section 2.3.2), these fractures were likely open to hydrothermal



TABLE 3.12 AVERAGE MINERAL FILLING VERSUS TRACE LENGTH STATISTICS

DOMAIN
2 3 4 5 6

FILLING MEAN MEAN MEAN MEAN MEAN
MINERAL # OF LENGTA-J # OF [LENGTH # OF |[LENGT ' # OF |LENGTH| # OF |LENGTH

FRACS.| {metres F&ACS. (metres)| FRACS.| (metres)| FRACS.| (metres)| FRACS.| {metres)
EPIDOTE 179 2.15 62 2.75 434 2.31 113 1.94 33 1.63
ZEOLITE 25 2.98 6 2.94 446 1.86 51 1.04 7 2.09
CHLORITE 4 3.1 0] : 57 2.03 2 1.24 4 1.01
CALCITE 87 1.88 77 2.26 51 1.76 69 1.75% 9 3.98
HEMATITE 7 1.99 0 - 76 2.65 20 1.59 0 -
MAGNETITE 0 - 5 2.38 0 - ) - 0 -
PYRITE 8 3.38 7 2.29 55 2.5 0] - 7 1.52
CLAY 6 2.76 0 - 9 2.22 2 4.14 2 2.18
NONE : 235 1.62 189 1.44 522 1.58 484 1.66 223 1.72

TRACE LENGTH VALUES CALCULATED IN LOG TRANSFORMED
FORM AND PRESENTED IN ARITHMETIC VALUES IN METRES.

921



circulation at the time of active spreading or extension perpendicular to the ridge axis.
Thus mineral fillings deposited by hydrothermal fluids are more likely to be

associated with sub-vertical fractures which have the longest trace lengths in the study

arca.

3.3.7 Fracture Frequency

Fracture frequency, regardless of fracture orientation, along all scanlines, varies from
1.11 to 4.78 fractures per metre (Figure 3.11). In all but two of the fourteen scanlines
with more than 30 mineral filled fractures, the filled-fracture frequency is much
greater than the unfilled-fracture frequency (Table 3.13). There is no strong consistent
variation in an east-west direction (Figure 3.11), although there is a slight increase in
fracture frequency in a north-south direction (Figures 3.11 and 3.12). The fracture
frequency appears to be somewhat higher in the southwest. The frequency of dyke
contacts (the number of dyke margins per metre of scanline survey) increases further
to the south in the field area. In the eastern half of the graben structure, the dyke
margin frequency is higher then in the western half. However, in the south-west the
dyke margin frequency is higher deeper in the section (Figure 3.23), this is not the
case in the eastern portion of the field area. Fracture frequency is further discussed in
Section 4.3.3.1 with regard to the determination of fracture intensity in order to
calculate permeability. Fracture frequency along the measured length of scanline,
presented in Appendix A.3.8, indicates fairly consistent frequencies. These plots were
produced using a moving average 5 metre wide window in 1 metre increments along
the length of the scanline. Some of the areas show cyclical frequencies (e.g. scanline
0000, 0112, 0428, and 1316); the lows coincide with the dyke margins whereas

higher frequencies coincide with the interiors of dykes.



TABLE 3.13 FRACTURE FREQUENCY BY SCANLINE

Scanline " Length Total Total Unfilled Unfilled Filled * Filled*

m # Frequency # Frequency # Frequency
0000 37.4 76] = 2 2 0.1 74 2
0108 31.5 88 2.8 22 0.7 66 2.1
0112 25.1 90 3.6 22 0.9 68 2.7
0122 148. 290 2 52 0.4 238 1.6
0401 31.3 68 2.2 19 0.6 49 1.6
0413 30.6 59 1.9 1 0.4 48 1.6
0418 21.6 33 1.5 1 o 32 1.5
0428 67.6 195 2.9 43 0.6 152 2.2
1037 30.9 96 3.1 57 1.8 38 1.2
1124 25.6 96 3.7 54 2.1 37 1.4
1134 32 68 2.1 11 0.3 44 1.4
1137 31.7 75 24 38 1.2 36 1.1
1222 31.1 94 3 62 2 32 1
1321 30.2 109 3.6 50 1.7 57 1.9

*NOTE: THE FILLED COLUMNS INCLUDE FILLED FRACTURES BUT EXCLUDE THOSE

ONLY FILLED WITH CALCITE. FREQUENCY = # / LENGTH

8Z1
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3.4 SUMMARY

Many characteristics of the fractures in the study area havz been discussed in this
chapter. The fracture characteristics measured in the field area are summarized as

follows:

(1) Aperture: fracture apertures appear to follow a log-normal distribution. Euhedral
minerals in fractures indicate fractures were open beneath the seafloor, during
hydrothermal fluid circulation. Vertical and sub-vertical fractures tend to have
opened to a greater extent than non-vertical fractures, in agreement with stress
conditions in an extensional spreading-ridge environment.

(2) Fracture orientation: in the sheeted dykes, fracture orientations tend to fall in
cluster/girdle relations interpreted to reflect their formation as cooling
fractures along dyke margins (cluster) and in the interior of dykes (girdle).
Rotation of fracture orientations are consistent with those of the dyke
orientations (Section 2.3.2) from domain to domain suggesting the majority of
fractures in the area predate graben formation. There is a tendency for
fracturés in a cluster distribution to be longer, dyke-parallel, and to be filled
with epidote, whereas fractures in girdle distributions tend to have shorter
trace lengths, have H-junction termination modes, and be filled with calcite.

(3) Mineral filling:49% of measured fractures contained a mineral filling. The
frequency of mineral filling increases with depth in the ophiolite. Domain 6
fractures are 83% unfilled, unfilled fractures in the other domains account for
18 to 76% of the total. Epidote occurs throughout the field area at all levels
but is more concentrated in domains 2 and 4 (30% of filled fractures) than in
domains 3, 5 and 6 (15% of filled fractures). Calcite is more concentrated in

areas of shear zones and plagiogranites. Calcite deposition always post-dated
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epidote and zeolite deposition. Epidote and zeolites in fractures show no
consistent cross-cutting relations, indicating either variable hydrothermal
conditions or contemporaneous deposition over wide areas. Hydrothermal

epidote in dyke-parallel fractures implies that these fractures were open during

hydrothermal circulation and crustal accretion whereas calcite in fractures
perpendicular to the dyke margins implies these fractures were open during
uplift of the ophiolite.

(4) Termination mode: Fractures with mineral filling tend to coincide with fractures
of termination mode 0 (both ends free), whereas unfilled fractures tend to have
T- and H-junction termination modes. Fractures with H-junction termination
modes were more randomly oriented than those with both ends free or one end
abutting against another fracture (T).

(5) Trace length: The calculated mean trace lengths by orientation set is 1.2 metres
(log-normal distribution) or 5.5 metres (exponential distribution) (set #1) and
1.5 metres (log-normal distribution) or 14.2 metres (set #2); with a mean of
1.4 metres (log-normal distribution) or 9.2 metres (exponential distribution)
for the entire data set. The trace length distributions at different scales of
measurement (scanline, study area, ophiolite) show similarities in their
distribution and all appear to be best modelled by a log-normal type of
distribution.

(6) Fracture type versus trace length: dyke margin fractures tend to have longer trace
lengths. Fractures with trace lengths less than 2 metres tend to be more
randomly oriented.

(7) Min ling v length main): the mean fracture trace lengths of
the various mineral fillings are different, yet there is significant overlap in the
standard deviations of each population within, as well as between, domains.

Unfilled fractures in all domains have a mean trace length of 1.6 metres.




4. APPLICATION OF FRACTURE CHARACTERISTICS TO
ROCK PROPERTIES

4.1 INTRODUCTION

Fluids circulating in a rock mass may utilize different fractures or sets of fractures at
different times. This implies that the permeability of the rock changes through time.
Permeability is an intrinsic property of fractured rock, dependent on the amount of
interconnected space in a rock, be it primary porosity or secondary fracture porosity.
The permeability, in part, controls the direction and magnitude of fluid flow through
a rock mass. Fracture properties, as described and characterized in the previous
chapter, are applied here to estimate the relative age of fracturing and stress

conditions, and to determine bulk rock permeability.

The bulk permeability of fractured rock is a measure of the ability of fluids to
circulate through the rock. Bulk rock permeability has been determined in past studies
of the oceanic crust in several Deep Sea Drilling Project boreholes (e.g. S04B,
Anderson and Zoback, 1982). Only Nehlig and Juteau (1988) have previously
attempted to determine the permeability of ancient oceanic lithosphere. They
calculated permeability for the Semail ophiolite, Oman, and the values they
determined were much greater than those determined from DSDP boreholes. In the
present study, three methods of determining permeability are applied to the data from
the Spilia-Politiko field area.

The permeability calculations required a number of computer programs to be written,
including PARAPLAT and SNOWPERM (Section 4.3). Additional programs were

written to simulate fracture trace lengths from a given distribution of fracture radii
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(ELLIPSE) (Section 4.3.3.2). The flow chart in Figure 4.1 shows the relative use of
each of the programs. The program codes are listed in Appendix D, and are
accompanied by a short description of the programs, their input requirements and

their output results.

4.2 RELATIVE AGES OF FRACTURES

The age of fractures is important to calculating the permeability, because the fracture
data collected in the field reflect an integrated history of hydrothermal fluid
circulation. It was not possible, from the field data, to establish clear cross-cutting
relations for the age of formation in more than 2% of the fracture intersections. This
precluded the possibility of establishing the fracture age relationships in a quantitative
manner. Since most fractures are thought to have formed by contraction as a result of
cooling, they most likely formed at roughly the same time. This study is more

concerned with the utilization history of the fractures.

Observation of relative ages based on mineral filling and sequences of mineral filling
within fractures resulted in determination of a simple fracture utilization history.
Fractures containing epidote were likely infilled at an earlier time than those
containing calcite (refer to Section 3.4.4). Multiple utilization of individual fractures
also bore out the same relationship, with epidote pre-dating calcite. The relationship
between epidote and zeolite filled fractures is ambiguous; they may be
contemporaneous. In many cases it was not possible to determine the age relations (of

either formation or utilization) between neighbouring fractures.




FRACTURE
DATA SEEK

PARAPLAT

mD

FracMan
(FracSys)

FracMan
(FracWorks)

123

RESULTS FROM
CHAP. 3

MAFIC

LEGEND

L/—\I :
-
S =

FIGURE TABLE

FIGURE MAP

C D

INPUT DATA

PROGRAMS

4 O

COMMER- THIS
CIAL STUDY

FIGURE 4.1 FLOWCHART OF DATA AND PROGRAMS USED IN CHAPTER 5. COMMERCIAL PROGRAMS

AS IN FIGURE 2.2 AND 3.1. MAFIC = FRACTURE FLOW MODELLING PROGRAM.

yel



135

In conclusion, it was, in general, not possible to determine the relative ages of
formation of fractures. Since a majority of the fractures appear to be related to the
cooling of the dykes, it is assumed these fractures formed quite early, soon after the
dyke cooled enough to allow brittle deformation to take place. The relative ages of

fracture filling by circulating fluids indicates that both epidote and zeolites precede

calcite deposition in fractures.

4.3 PALEO-PERMEABILITY

In this section, permeability is calculated from the measured fracture properties of the
rock in the Spilia-Politiko area. The permeability that is determined in the following
sections is a paleo-permeability because only fractures containing a mineral filling,
evidence of past fluid circulation, are used in the calculations. The purpose of this
section is to determine whether the sheeted dykes of Layer 2B oceanic crust and those
of the Troodos ophiolite have similar hydrogeological properties. The hydrogeological
properties from the Spilia-Politko area are then used to extrapolate to sub-seafioor

hydrogeological conditions discussed in Section 6.3.

Intrinsic permeability, k, is based solely on the rock properties. Hydraulic

conductivity, K, however, incorporates properties of both the rock and the fluid,

where p is the fluid density, g is the acceleration due to gravity, and g is the dynamic
viscosity of the fluid (Freeze and Cherry, 1979). Perm'éability may be determined
from field measurements during well tests (e.g. pumping tests or slug tests; Kruseman

and de Ridder, 1983), or from calculations based on orientations and apertures of
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actual fractures (e.g. Snow, 1965) or on simulated fracture networks (e.g. Dershowitz
¢t al., 1991). In the Spilia-Politiko field area, hydrothermal sub-seafloor circulation is
thought to have occurred in the late Cretaceous (Staudigel et al., 1986). Present fluid
circulation conditions may not bear any relation to the circulation of the past, nor to
the conditions of interest for this study. Field measurements during well tests are
therefore not a suitable means of determining paleo-permeability, instead, calculations

based on fracture characteristics, will be used to estimate paleo-permeability.

Bulk rock permeability includes two components; the fracture permeability and the
matrix permeability. The permeability of unfractured igneous rock is of the order of
10 to 10%m?, whereas the permeability of fractured igneous rock can be up to 10 or
12 orders of magnitude greater (Section 1.1; Frecze and Cherry, 1979).
Permeabilities measured as part of the Deep Sea Drilling Project at various boreholes
range from 1072 to 10*"m? for Layer 2B (e.g. Anderson and Zoback, 1982). The
difference between fracture and matrix permeability is great enough that the matrix
permeability can be considered negligible, and the bulk of the fluid flow will thus be
through the fractures. The fractured nature of the rocks of the Sheeted Dyke Complex
(and of the extrusive and plutonic rocks) in the study area dictates that their
permeability is controlled by the fractures.

It was assumed for this and subsequent permeability calculations of the study area,
that the fracture apertures are uniform across the fracture plane. This assumption is,
strictly speaking, not valid, since fracture apertures vary across the fracture plane
(Gale, 1987). It was not possible to collect field data on apertures that would reflect

these variations.
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It is simpler to treat a fractured rock mass as an equivalent porous medium if the size
of the area of interest is much larger than the dimensions of the largest fractures. This
is the assumption used in previous numerical studies (e.g. Fehn ¢t al., 1983). These
earlier studies did not have access to a fracture database, such as presented in Chapter
3, for the oceanic crust. The determination of the size of such a representative
elemental volume also depends on the fracture interconnectivity. The finite size of
fractures strongly affects fracture network interconnectivity and, as a result, the
permeability. Permeabilities are calculated for rocks, beneath the seafloor in present
day systems (e.g. Anderson and Zoback, 1982), on the basis of packer tests, which
measure flow rates through sealed-off intervals, whose borehole lengths are of the
order of 30 metres. At this scale the permeability is fracture controlled and cannot be
accurately approximated by a porous medium equivalent. Fractures were measured at
a similar scale in the field area. Therefore permeabilities calculated for the individual
fractured rock blocks, in this study, will be based on a fractured medium
permeability.

The permeability of hand samples of diabase, while not tested, appears low on the
basis of the few micro-fractures seen in thin sections in areas away from macro-scale
fractures. A difficulty here is that testing of hand samples results in the determination

of a present-permeability not a paleo-permeability.

Various methods have been presented in the literature describing the calculation of
fractured rock permeability (e.g. Snow, 1965, 1969). This study applies three
different methods to the Spilia-Politiko area. (1) The simplest method is a parallel-
plate model (Norton and Knapp, 1977) in which the permeability is based on a single
set of parallel fractures. (2) Snow (1965, 1969) presented a model in which

permeability could be calculated from the apertures and orientation of various sets of
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parallel fractures. A model by Bianchi and Snow (1969) is an extension of Snow's
(1965, 1969) model, that accounts for all fractures regardless of set affinity. Both
methods 1 and 2, are deterministic in that they use the properties (aperture and
orientation) of the measured fractures in the calculations. (3) Dershowitz et al. (1991)
developed a model in which the calculation of permeability is based on the stochastic
generation of fracture sets using fracture distribution parameters such as fracture size,
shape, and orientation. In such a model the location, orientation, and apertures of

fractures are statistically equivalent to the observed fractures.

Each of these three methods will be used to calculate the permeability of the fractured
rock mass within the Sheeted Dyke Complex. The resuitant paleo-permeabilities from
these methods are compared with each other and, in Chapter 6, with permeability
determinations from Deep Sea Drilling Project and Ocean Drilling Program bore hole
tests and from the Semail ophiolite.

4.3.1 Parallel-Plate Method

The longest fracture traces and those with the largest apertures are oriented sub-
parallel to the dyke margins (Chapter 3). The dykes in the study area are now tilted to
varying degrees as a result of rotation during the formation of the Mitsero graben
(Chapter 2). Hydrothermal fluid circulation is thought to pre-date the formation of
this graben structure (Chapter 2 and 5). If the dykes were originally vertical then the
dyke margin fractures were originally vertical, and there will be a tendency toward
vertical fluid migration. A parallel-plate model! for fluid flow, can therefore be used

to calculate permeability in the dykes. This method, however, assumes that cross-flow
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(flow in directions other than dyke-parallel), is negligible, and that fractures are

continuous within the region of interest.

From the discussion in Chapter 3 it is apparent that not all fractures are parallel to the
dykes; that is, there is more than one set of fractures. Fractures are not continuous
throughout the measurement region, as evidenced by the trace length distributions
determined in Chapter 3. The assumption of continuous fractures results in an
overestimation of the permeability magnitude, while ignoring the effects of other
fractures may underestimate the permeability. This method is not appropriate for the
Spilia-Politko area, especially where there is more systematic fracture data available
to do a more detailed permeability calculation. Nevertheless, since this method was
used by Nehlig and Juteau (1988) to calculate paleo-permeability for the Semail
ophiolite, Oman, it will also be applied to the Spilia-Politiko area data. This enables

direct comparison of results from the two ophiolites.

The parallel plate model of Norton and Knapp (1977) uses D’Arcy’s law (D'Arcy,
1856) for flow through porous media (Figure 4.4A). Appendix A.7 gives a detailed
description of this method of permeability calculation. A listing of the program
PARAPLAT, used to apply the parallel plate model is given in Appendix D.

The results of applying this method to the data of the Spilia-Politiko study area, using
those mineral filled fractures whose orientation falls within 20° of the mean dyke
orientations for each domain, is summarized by domain in Table 4.1 (full results are
in Appendix A.7.1). The set of dyke-parallel fractures was too small to use.
Therefore, a somewhat greater dispersion (20°) about the mean dyke orientation was
used to form the set of ‘dyke-parallel’ fractures. For fractures containing a mineral

filling (excluding those containing only calcite) an overall parallel-plate mean




TABLE 4.1 AVERAGE PERMEABILITY MAGNITUDES BY DOMAIN AN

FRACTURE MINERAL FILLING - PARALLEL PLATE METHOD

All Minerals | No Minerals Epidote Zeolite Calcite
Domain || Permeability | Permeability | Permeability | Permeability | Permeability
(m?) (m?) | (m? {m?) (m?)
2 1.917€E-09| 2.399E-10| 6.124E-10| 1.520E-09| 1.746E-09
3 4.720E-10| 8.524E-11| 3.310E-09| 3.874E-12| 2.378E-10
4 1.214E-08( 4.394E-12| 1.491E-08( 7.064E-10] 7.924E-12
5 9.352E-09| 3.264E-09( 4.105E-08| 8.353E-09] 9.277E-09
6 3.865E-09| 9.362E-10{ 2.963E-08| 2.294E-08| 7.010E-09

Permeability in units of m3.

Values are the mean of the log-transformed permeability from
permeability calculations presented in Appendix A.7.1.

All values are in exponential notation, for example 8.8E-07 is 0.00000088.

0%1
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permeability of 3.3x10°m? was calculated. On a per-mineral basis the mean calculated
permeability varies from 8.2x10°m? to 9.5x10"m? for epidote and zeolite filled
fractures respectively. The calculated permeability was consistently lower in domains
3 and 4 than in the other domains. The calculated permeability values for the different
mineral-filled fractures can be equated to a time integrated permeability covering

different stages during the hydrothermal process.

The permeability calculated for epidote-filled fractures is of roughly the same order of
magnitude as that for all fractures from throughout the study area. The permeability
calculated for the zeolite- filled fractures was slightly higher in the south west of the
study area (Alona road section), than elsewhere. This area is characterized by gabbros

containing more zeolite-filled fractures.

A small decrease in the parallel-plate (vertical) permeability is noted with increased
depth in the sheeted dyke section (10° to 10"'%). This decrease is closely tied to the
decrease in the fracture apertures with depth (Section 3.3.2).

4.3.2 Bianchi and Snow Method

Most rock contains fractures of varying orientations. These may be subdivided into
multiple sets of sub-parallel fractures. A model presented by Snow (1965, 1969)
allows the incorporation of multiple sets of parallel fractures, by calculating the
permeability from the sum of the permeabilities of separate sets. Bianchi and Snow
(1969) extended this approach to include all fractures regardless of their orientation.

This latter approach is followed here.
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The Bianchi and Snow (1969) method was applied to the Spilia-Politiko area fracture
data for the following six sub-sets: (1) all fractures; (2) unfilled fractures; (3) filled
fractures; (4) epidote-filled fractures; (5) zeolite-filled fractures; and (6) calcite-filled
fractures. In addition, the method was also applied to these six sub-sets for all
fractures within 20° of the mean dyke orientation of the station, for a total of twelve
subsets. This latter subdivision was done for comparison with the results from the
parallel-plate method (in the previous section 4.3.1). The fracture orientation data
used in these calculations, were rotated, as outlined in Section 2.3.3, to remove the
effects of graben formation and ophiolite tilt. A listing of the program, SNOWPERM,
used to apply the Bianchi and Snow (1969) model, is given in Appendix D.

Permeability is represented mathematically as a tensor, of nine terms. The tensor can
be diagonalized to its three principal components which coincide with the magnitudes
of the maximum, intermediate and minimum flow. These are the eigen values of the
tensor and are, by convention, referred to as the maximum permeability (k,);
intermediate permeability (k;); and minimum permeability (k,). The eigen vectors

associated with the eigen values give the orientations of the principal permeabilities.

Average permeability magnitudes, calculated by this method range from 3.1 x 10"? to
1.2 x 10m? for the Spilia-Politiko area (Table 4.2A). The orientations of the
principal permeability directions for the six sets of fractures (using all fractures, as
noted above) show a very consistent k, orientation of roughly 256°/13°. The
maximum and intermediate principal permeabilities, k, and k,, on the other hand,
show considerable variation for the various subsets (Table 4.2B). The six sets of
fractures within 20° of the mean dyke orientations have a consistent k,, oriented
parallel to the poles of the mean dyke orientation for each of the areas, constrained by
the choice of fracture set (i.e. dyke-parallel fractures). The calculated permeability
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TABLE 4.2A AVERAGE PERMEABILITY MAGNITUDES — BIANCHI AND SNOW (1969) METHOD

Compilete Data Set Fractures Within 20° of Mean Dyke Orientatons
Mean Maximum__Minimum Mean Maximum _Minimum

All fractures 1.26-06 1.7E-02 1.6E-09 All fractures 10E-09 1.3E-04 2.2E-18
Unfilled fractures 28E-09 1.3E-04 4.2E-18 Unfitled fractures 3.1E-12 1.3E-04 5.7E-18
Filled fractures 16E-07 1.7E-02 16E-12 Filled fractwres 12E-09 1.5E-05 2.2E-18
Epidote filled fractures 1.6E-07 1{1.7E-02 1.0E-12 Epidote filled fractures 9.2E-10 1.5€-05 2.2E-18
Zeolite filled fractures 49E-09 1.7E-02 2.2E-18 Zeolite filled fractures 1.1E-09 1.7E-06 1.1E-11
Caicite filled fractures S.2E-10 7.0E-05 6.1E-18 Calcite filled fractures 3.7E-11_ 1.8E-07__ 9.6E-13

Average permeability = (k1 + k2 + k3)/3

Values are average in each case of all scanline loactions.
Permeability values in m2

TABLE 4.2B AVERAGE PERMEABILITY ORIENTATIONS — BIANCHI AND SNOW (1969) METHOD

Complete Data Set Fractures Within 20° of Mean Dyke Orientations
k1 k2 k3 ki k2 k3

All fractures 121/79 347/06 260/14 All fractures 120/74 021/46 277/15
Unfilled fractures 106/80 340/08 247/07 Unfilled fractures 049/71 152/69 278/14
Filled fractures 091/79 185/00 267/13 Filled fractures 111/71 041/66 27719
Epidote filled fractures  129/71 355/04 267/19 Epidote filled fractures  099/73 088/70 278/20
Zeolite filled fractures 053/72 150/43 24114 Zeaolite filled fractures 104/64 106/68 277/25
Calcite filled fractures 353/67 116/51 251/11 Calcite filled fractures 122175 007/54 268/16

Average k1, k2, k3 were computed from the
k1, k2, and k3 values for each scanline.

I |
I
k1, k2 are in girdle
distributions

All values are in exponential notation, for example 8.8E-07 is 0.00000088
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magnitudes and directions for all twelve subsets of the data for each scanline are

summarized in Table 4.2 and are given in full in Appendix A.7.

Permeability anisotropy (defined in Figure 4.2), which is the ratio of k, to k; to k;,
indicates that in 82% of cases k, = k, > k; and in 18% of the cases k; > k, > k;.
These results are tabulated in Appendix A.7 and are only summarized here. The
values were transformed to log,,, since the results spanned 16 orders of magnitude.
The lowest value of the ratios of log,q(k;) to log,q(k;) was 0.27 whereas that for
log,o(ky) to log,q(k;) was 0.10; the highest values of the ratios of log,.(k,) to log,q(k,)
and of log,q(k;) to log,o(k;) were both 7.68. These data indicate that the permeability
tensor is anisotropic with k, = k, > k,. This is caused by the existing anisotropy of
dyke-parallel fractures in the dyke fabric.

The main conclusion to be drawn from these observations and calculations is that fluid
circulation was most likely mediated by dyke-parallel fractures, and thus occurred
largely in the vertical plane. This is demonstrated by the fact that the minimum
principal permeability k, tends to be parallel to the pole to dyke planes, and thus, the
maximum and intermediate principal permeability directions lie in the plane of the
mean dyke orientations. The maximum and intermediate permeability magnitudes tend
to be very similar and significantly larger than the minimum principal permeability

magnitude.

The permeability orientation results by domain in the Spilia-Politiko area, plotted on
stereographic projections, reveal that the maximum and intermediate principal
orientation directions closely follow the mean dyke orientations for each domain
(compare Figure 2.9 and principal permeability orientations by domain figures in

Appendix A.7.2). This consistency heolds for all six sets (all, filled, unfilled,






epidote-filled, zeolite-filled, and calcite-filled fractures (Note: filled fractures are a
subset of the ‘all’ fracture set)), although the principal permeability directions for the

calcite are somewhat more variable from domain to domain.

The averaged principal permeability magnitudes by area throughout the study area are
listed, by domain, in Table 4.3. The permeabilities are the arithmetic means of log
transformed permeabilities for each scanline; the raw data can be found in Appendix
A.7. The permeability magnitudes of the all- and filled-fracture sets for each domain
are very consistent. The calculated permeabilities for epidote-filled fractures are
higher in domains 3 and 4 and lowest in domains 2 and S. The permeability for
calcite-filled fractures is lowest in domains 4 and S and higher in domains 2, 3, and
6. It should be stressed at this point that intrinsic permeability tends to vary by the

decade (Bear, 1979; Clauser, 1992), and thus the powers of ten are important rather
than the units.

To determine the possible effects of faults on the magnitude and direction of
permeability and direction for a particular location, the fracture data for scanline
location 1129 (a typical example) were modified to include a hypothetical fault with a
progressively larger aperture (Table 4.4). The initial data set of 53 fractures gave
permeability magnitudes of 2.9 x 10%, 2.2 x 10® and 8.0 x 10°m? for k,, k,, and k;,
respectively. The associated permeability directions were 154°/67°, 047°/07°, and
314°/22°, The apertures ranged in size from 0.01 to 20 mm (mean = 2.5 mm). As
Table 4.4 demonstrates, replacing the 20 mm aperture with first a 100 mm aperture
and then incrementing this stepwise by 100 mm, results in the fault permeability
becoming larger than that of the original fractures when the aperture of the fault
increases to 400 mm, a difference of 2.2 orders of magnitude with the original mean

aperture size. It should be noted that the apertures used in the calculations are



TABLE 4.3 AVERAGE PERMEABILITY MAGNITUDES BY DOMAIN AND
FRACTURE MINERAL FILLING - BIANCHI AND SNOW (1969) METHOD}

COMPLETE FRACTURE DATA SET FRACTURES WATHIN 20° OF MEAN
OR-ENTATION
ALL FRACTURES ALL FRACTURES
Domain kave k1 k3 | Domein N __keve | __ ki k2 k3
7 [ 1.9607] 4.1E07 3#!'7. 07| 4.16-08| 2 3.0E00| J.46-08] 2.3E-08| 2.3611)
3 7.8E.07} ©.7E-00| 6.6E-08| 1.5E-08 3 4 .8E-11| 16E-10| 1.5E-10| 4.7E-12
4 1.0£-08| 3.6F-00] 2.3E-08] B8.6E-08 4 3.5€-09] 3.4E-08( 3.4E-08) 3.7E-11
5 2.9.07| 1.56-08] 1.4E-08| 1.,2€-08 S 3.0E-10| B8.7€-09| B8.8E-08| 2J3.BE-13
8 2.5E-08] 9O.68E-08| 9.4E-08| 1.7E-08 ] 0.26-13| 3.3E-12{ 3.2E-12] 6.1E-14
UNFILLED FRACTURES UNFILLED FRACTURES
Oomain kave k1 % k3 Domain kr, o k1 k2 k3
2 5.06-08] 1.36.08| 1.1£:08| B.8610 2 S.4E14] 31613 3.36-13] 2.1E-195
3 3,5€-08| J.1E-07| 3.1€-07| 4.3E-10 3 4.1E-12] 1.4E-11| 1.4E-11] 3.5€-13
4 2.66-10| 1.2€-09| 1.1€-00| 1.5E-1% 4 3.06-13| 29E-12| 2.8E-12{ 3.3E-15
5 2.26-08| 1.SE-07| 1.4E-07] $S.8E-10 5 1.9E-10| 1.3€-08| 1.3€-08| 23.9E-14
[} 7.8-10} 1.4E-09{ 1.1E-09] 3.2€-10 8 8.26-13] 3.3E-12| 3.26-12] S.1E-14
FILLED FRACTURES FILLED FRACTURES
Domain av ai % k3 Domain kave k! k2 &3
2 8.5t-08 .8k-0 3.3t-0 5.3!09 2.0E-09 3.4E-0 3.3608| 1.5E-11
3 2.36-08| O6.0E-08| 4.6E-08| 4.3E-08 3 4.3€-09| 1.3€-08| 1.2E-08! 5.3E-10
4 3.6€-07|) 1.6E-08] 1.5€.08| 1.7€-08 4 1.8€-08| 1.3E-07]| 1.3E-07| 3.9E-10
6 1.3E-08| 4.6E-08| 4.2€-08] 1.1E-08 1 4.6E-11| 2.4€-10{ 2.4E-10| 1.7€-12
a 1.2E:08]| 9.1E-09| 9.0E-08] 2.4E-11 [} nid nid nid nig
EPIDOTE-FILLED FRACTURES EPIDOTYE-FILLED FRACTURES
Domain kave k1 k2 k3 Domain kave k1 I,% &3
2 8.6E-09] 1 .52-08 1 .42008 1 .33-09 2 1.0E-10] 4.89E-10{ 4.9E-10| 4. TE-12
3 2.4€-07| 1.4E-068| 1.4E-08| 0.6E-09 3 4.3E-08| 1.36-08( 1.2€-08] S.3E-10
4 8.86-07| 3.7€-08| 3.5€E-08| 7.3E-08 4 2,4€-08| 1.8€E-07} 1.8E-07| S.5E-10
S B8.5E-09| 2.9€-08{ 2.7€-08] 3.4E-10 5 3.5€-11 % 9E-10| 1.8€-10| 1.2E-12
[:] 9.7€-08] 4.3E.07| 4.3E-07| 4.9E-09 8 nid nid nid n/d
ZEOLIVE-FILLED FRACTURES ZEQUTE-FILLED FRACTURES
Domain kave (3] % k3 Domaein kave k% % k3
2 4.36-08] 1.4E08] 1.3£-08| &.5€-10 2 2.86-07] 9.3€ 9.0t-0 2.6E-08
3 1.76-11| J3.7€-11| 3.3E-11| 4.3E-12 3 n/d n/d n/d n/d
4 2.0E-07| 6.9¢.07| 6.8E-07| 1.8E-08 4 6.5E-10| 2.5E-09] 2.56-09| 4.3E-11
5 5.3E-10| 6.8€-09| 6.1€-09| 23.7E-12 -] 1.2E-11| 4.4E-11| 4.3E-11| 9,0E-13
(:] 1.8E-09) 4.1€-08| 4.1E.08| 3.7E-12 -] n/d n/d nid nid
CALCITE-FILLED FRACTURES CALCITE-FILLED FRACTURES

Dgmain kave [1] [V k3 Domain kave k1 k2 &3
1.76.06| O.96-00| ©.56-08 .3E-10 1.76-10| 2.2E-08] 2.2E-08] 1.1€-12
9.0E-09| J3.6€-08| J3.1E-08| 0.0E-10 2.9E-10| 5.0€-09} S.0E-09| 9.9E-13
1.4E-11] S.16-11| S.0E-11] 1.1E-12 5.0E-12] 65.66-11| 5.6E-11| 4.0E-14
6.0E-10} J.2€E-09| 3.2€-09| 2.1E-11 4.4E-13| 3.38-11] 3.3E-11] 4.0E-15
9.36-00] 4.3E-07] 4.3E-07] 4.4€.08 nid nid n/d n/d

anaWN
DNSdWN

All permaeability valuss ars in unite of m?
Valusa are the mean of the log transformed permeabilitios
from p« binty celculations uted in Appendix A.7.2
All values ara in exponential notstion, for axample 8.8€-07 i 0.00000088
kave = average of the thres principal permaesbilitios, k1, k2, and 3.




TABLE 4.4 EFFECT OF FAULT SIZE ON PERMEABILITY

EXAMPLE AREA: SCANLINE 1129
53 FILLED FRACTURES
APERTURE RANGE: MIN = 0.01 mm; MAX = 20 mm
SCANLINE LENGTH = 30.5 m (1.74 FRACTURES/METRE)

Fault Aperture k1 (m2) k2(m?) k3(m2)
{mm) az/dip az/dip az/dip

20 2.9e-08 2.2E-08 1.8E-08
154°/67° 047°/07° 317°/24°
100 4.2E-06 | 4.18E-06 | 1.6E-08
153°/65° 050°/07° 317°/24°
200 3.3E-0S 3.3E-S 1.6E-08
153°/65° 054°/16° 317°/24°
300 1.12E-4 1.12E-4 1.6E-08
145°/66° 123°/65° 317¢/24°
400 2.67E-4 2.67E-4 1.6E-08
141°/68° 133°/65° 317°/24°
500 5.22E~4 5.22E-4 1.6E-08
140°/66° 134°/66° 317°/24°

600 9.02E-4 9.02E-4 | 1.59E-08
138°/68° 134°/66° 317°/24°

700 1.4E-3 1.4E-3 1.57E-08
138°/66° 136°/66° 317°/24°

800 2.13E-3 213E-3 | 1.56E-08
138°/66° 136°/66° 317°/24°

IF AREA CONTAINS ONLY ONE FRACTURE ORIENTED 137°/66° WITH
AN APERTURE OF 100 mm THEN THE RESULTANT PERMEABILITY IS:

k1 k2 k3
MAGNITUDE: 2.01E-~-3 2.01E-3 2.78E-6
ORIENTATION: 138°/66° 137°/66° 317°/24°

NOTE: IT IS NOT POSSIBLE TO RESOLVE 1ST AND 2ND EIGEN
VECTORS (PERMEABILITY DIRECTIONS) FOR A POLE TO ONE PLANE.

ALL VALUES USE EXPONENTIAL NOTATION
E.G. 8.8E-07 IS 0.00000088
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hydraulic apertures, whereas the field measured apertures are in fact fracture widths.
Hydraulic aperture is the effective width of the aperture available to fluid flow. This
aperture is generaliy less than the fracture width due to fracture surface roughness and

variation in the height of fracture asperities (Tsang, 1992).

The method of Snow and Bianchi (1969) does not take into account the problem of
finite, non-continuous fractures, so that the calculated permeability magnitudes
over-estimate the actual permeability. The assumption of continuous fractures
throughout the region of interest implies that the fractures intersect and are thus all
interconnected, which is not the case. The incorporation of fracture size would affect
fracture interconnectivity and as a result the permeability, since the larger
interconnected fractures would contribute more to the overall permeability. This can
only be addressed by a method which takes into account both the size of fractures and

fracture interconnection (as done in the following section).

4.3.3 Discrete-Fracture Geometric Modelling

Discrete fracture geometric modelling involves the stochastic generation of sets of
fractures based on input values, or distributions of values, for various fracture
properties (such as fracture orientation, aperture, and size). The location in space of
these fractures is decided by choosing a particular model of fracture generation. This
section describes the stochastic generation of fracture networks, in the Spilia-Politiko

study area, and the permeabilities calculated based on those networks.

There are two approaches to describing fracture characteristics: (1) disaggregate; and

(2) aggregate characterization (Dershowitz and Einstein, 1988). In the former,



TABLE 4.5 JOINT SYSTEM MODELS (AFTER DERSHOWITZ AND EINSTEIN, 1988)

FRACTURE CHARACTERISTICS IN MODEL

MODEL AUTHOR
SHAPE SIZE TERMINATION AT| COPLANAR SET
' INTERSECTIONS | FRACTURES | ORIENTATION
ORTHOGONAL SNOW, 1965 RECTANGLE| UNBOUNDED NO YES PARALLEL
BAECHER |[BAECHER ET AL., 197 | CIRCLEOR | BOUNDED YES NO STOCHASTIC
ELLIPSE
VENEZIANO VENEZIANO, 1978 POLYGON BOUNDED YES YES STOCHASTIC
DERSHOWITZ | DERSHOWITZ, 1984 | POLYGON BOUNDED YES YES STOCHASTIC
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fracture characteristics are treated and described separately, whereas in the latter,
joint-system models are used to describe the interdependence of fracture
characteristics. The disaggregate characterization, followed in Chapter 3, describes
joint properties such as persistence (outcrop trace length), planarity (refer to Appendix
A.1 for definition), location, intensity and orientation. This characterization is a
necessary step to choosing the appropriate joint-system model in the aggregate

characterization approach.

Various joint-system models exist in the literature (Table 4.5). The orthogonal joint
model is exemplified by that of Snow (1965, 1969), described in Section 4.3.1. The
fracture characterization performed in Chapter 3, shows that fractures tend to be non-
coplanar and thus non-parallel (i.e. internal dyke cooling fractures). The fractures are
of finite length and are thus bounded (Table 3.11). Fractures also tend to terminate at
fracture intersections with other fractures (Table 3.10). The joint-system model which
includes most of these characteristics, is the Baecher model (Table 4.5). It, however,
does not allow for fracture tcrmination at fracture intersections. A modification by
Dershowitz et al. (1991) removes this shortcoming. In general, the selection of a
particular joint system model is subjective and not necessarily directly based on the

results of field sampling procedures (Dershowitz and Einstein, 1988).

The Baecher joint-system model with revised terminations of fractures at
intersections, is incorporated into the FracMan program (Dershowitz gt al., 1991).
This program stochastically generates fracture networks based on values of, or
statistical distributions of, fracture parameters input by the user. These parameters
include choice of joint model, fracture size distribution, fracture orientation

distribution, fracture transmissivity, and fracturc intensity. Of these parameters, the
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orientation distribution and the fracture intensity were discussed in Chapter 3.

Fracture size is discussed in the following section (4.3.3.1).

Fracture transmissivity is normally determined through measurements during packer
tests in wells (e.g. Krusemar ~nd de Ridder, 1983). This is not feasible in the present
study. Fracture transmissivities are in part dependent on the fracture aperture, which
was measured in the field (Chapter 3.4.3). The transmissivity, T, of a fracture is the
hydraulic conductivity, K, of the fracture times its width (aperture), 2b (Freeze and
Cherry, 1979),

T=2bK, ....0iuieiiunninin. 4.2)
where the hydraulic conductivity, K, is (RiBler, 1978),
K, = £g(2b)7 4.3)

¥4 12" ................

where p is the fluid density, g is the acceleration due to gravity and g is the dynamic
viscosity of the fluid. Therefore the transmissivity of a fracture becomes (RiBler,
1978),

- pg(2b)?
T Tz ttteereeree 4.4)

For example, for a Imm wide fracture (2b = 10”m) and water at 20°C, p = 998.23

kg/m?, p = 1.002 x 10°kg/ms and g=9.81 m/s, the transmissivity of that fracture is
8.144 x 10*m¥s.

The rock mass permeability depends on the degree to which pathways are
interc’onnected in a fracture network. If the fractures do not intersect then there are no

interconnected pathways and the permeability will be controlled by that of the rock
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matrix. There is a critical minimum level of interconnectivity needed before fluid
circulation can occur in a fracture network (de Marsily, 1984). The information
needed to generate the fracture networks and the results of the permeability

calculations are presented in Section 4.3.3.3.

The following two sections describe the preprocessing needed to perform the paleo-
permeability calculations. The fracture intensity must be determined for each area.
The trace length of a fracture is dependent on the size of the fracture plane. To model
the fractures in three dimensions it is necessary to convert the fracture trace length

distributions (Chapter 3) to fracture radius distributions.

4.3.3.1 Fracture Intensity

To determine the paleo-permeability of a fractured rock mass it is necessary to
determine the fracture intensity of the rock mass. In three dimensions, fracture
intensity can be defined as one of, 1) the number of fractures per unit volume, 2) the
area of fractures per unit volume, or 3) the volume of fractures per unit volume of
rock (Dershowitz and Herda, 1992). There are several approachés to determining
fracture intensity in a rock volume, these include the distance approach and the

density approach as described below.

The distance approach computes distances between fracture intersections along a
scanline (Rouleau, 1984). This approach has come to mean the calculation of fracture
spacings (Kiraly, 1970; ISRM, 1978). Fracture spacing is defined as the perpendicular
distance between adjacent sub-parallel fractures (ISRM, 1978). Since the data subsets

in this study are only partially defined on the basis of orientation, fractures subdivided
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into sets, earlier in this chapter, are not necessarily sub-parallel. Thus this method of
determining the amount of fractures in a rock mass cannot be applied to these data.
Fracture spacing, determined for the fractures in the dyke-parallel set of fractures, is

presented in Appendix A.3.8.2.

The density approach requires the computation of fracture frequency (fracture
intersections per unit length of scanline) (Rouleau, 1984). This value is a
one-dimensional measure which needs to be related tc one of the three volume
measures of fracture intensity listed above. The number of fractures per unit volume
is scale dependent. This measure changes with the size of the region of interest for
regions smaller than the maximum fracture size. The size of fractures is taken to be
the radius of a circular fracture of equivalent area (Dershowitz and Herda, 1992). The
second and third measures of fracture intensity are not scale-dependent since they are
based on fracture size. The third measure requires knowledge of the fracture aperture.
Dershowitz and Herda (1992) suggest the use of the total fracture area per unit
volume of rock, which they refer to as P;; (Persistence of fractures in a three
dimensional measurement region using two dimensional fractures, that is excluding
thickness), for modeliling of three dimensional fracture networks. In this study the
density approach was adopted using the area of fractures per unit volume measure.

The computation of the parameters in this approach is further outlined below.

The fracture data collected in this study were collected along scanlines (one
dimension). Fracture frequency along a scanline, although dependent on fracture
orientation, is independent of fracture size and as a result also scale independent
(Dershowitz and Herda, 1992). To be able to estimate a measure of fracture area per
unit volume for the data in this study, use must be made of the relation between the

scanline fracture frequency and the area of fractures per unit volume (Dershowitz and
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Herda, 1992). Py, is related to the fracture spacing S, by a constant C, (Dershowitz
and Herda, 1992),

C, is dependent on the distribution of fracture orientation relative to the sampling line

along which S, is measured.

Estimation of the Py, measure from the scanline fracture data from the Spilia-Politiko
area followed the approach set out by Dershowitz ¢t al. (1991) in their program,
FracMan (Figure 4.3). In this approach, an intial Py, is chosen, arbitrarily, to be 1,
the fractures are generated by sampling the fracture data set with replacement using a
bootstrap method (Efron, 1982). In the bootstrap method, simulated fracture
orientations are obtained directly from the fracture data set. For each fracture
simulated in the model an orientation is selected at random, with replacement, from
the data set. A dispersion based on a Fisher distribution (Fisher, 1956) with a
dispersion parameter, x=20 is added to that orientation. The simulated fracture

orientation is then chosen from that distribution.

To locate fracture centres in the generation region, the revised Baecher model
(Baecher ¢t al., 1977) which allows for fracture termination at fracture intersections
was used. The probability that fractures terminate when intersecting another fracture

was based on the fracture termination percentages taken from the field data (Table
3.10).

The frequency of filled fractures (Table 3.14) along a scanline will be used in the
estimation of the fracture intensity. In present fracture modelling studies, it is the

fractures which conduct fluids that are of interest. In this study, which is interested in
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paleo-permeabilities, the filled fracture intensity is analogous to the intensity of
conductive fractures, since fractures with a mineral filling are assumed to have
conducted fluids in the past. The fractures used in the simulations for the fracture
intensity determination were the mineral-filled fractures from the study area
(excluding those fractures containing only calcite). These fractures are assumed to
have conducted fluids at some time in their history. Thus, the calculated value for Py,,
is actually a value for the conductive P;,. Boreholes cutting the fracture generation
region were simulated with the program. The conductive fracture intensity was
calculated from the number of fractures intersecting these simulated boreholes. The
values of the ratio, C,, in this study, of the assumed P;, and the simulated fracture
intensity, fall in the range of 1.3 to 1.8 (Table 4.6). Dershowitz and Herda (1992)
found that C, for most fracture geometric patterns varies between 1 and 3. The

estimated P,, for the actual fracture data set is,

p.
P]z = fc(m)Cp = fc<m) fs;m ooooooooooo (406)
cl(s)

where Py, is the initially chosen Py, f, is the measured conductive fracture
intensity, while f,, is the simulated conductive fracture intensity. The simulation
indicates the average value for P, is about 1.08 (with a standard deviation of +0.4)
(Table 4.6).

4.3.3.2 Fracture Shape and Size

Knowledge of the shape and size distribution of fracture planes is of importance in
determining the rock permeability. Fracture trace lengths, measured at an outcrop,

depend on the shape and size of the fracture plane, and the distance between the
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TABLE 4.6 FRACTURE INTENSITY BY ROCK VOLUME

MEASUREMENT SIMULATION
SCAN-| LINE DATA # OF FILLED® | #° | INITIAL| Cp | MODEL
LINE | LENGTH| TYPE FILLED FREQ. P32 (m)} |P32°°e>
{m}. FRAC. {1/m} {1/m} {1/m)
0000 37.4[ DYKE// B8 0.214] 412 1.0]1.456] 0.147
REST 63 1.684] 386 1.0/ 1.554| 1.084
0108 31.5| DYKE// 52 1.651| 398 1.0}/ 1.508| 1.095
REST 13 0.413] 411 1.0]1.460( 0.283
0112 25.1} DYKE /! 12 0.478}) 415 1.0 1.446] 0.331
REST 54 2.151] 371 1.0/1.617] 1.330
0122 148.2| DYKE // 133 0.897| 389 1.0{1.542| 0.582
REST 102 0.688| 393 1.0] 1.527] 0.451%
0401 31.3| DYKE/ 45 1.438] 389 1.0{1.542| 0.932
REST 4 0.128] 375 1.0/ 1.600| 0.080
0413 30.6] DYKE# 41 1.340( 390 1.0} 1.538| 0.871
REST 7 0.229]} 384 1.0/1.563] 0.146
0418 21.6| DYKE/
REST 32 1.481( 397 1.0/ 1.511| 0.980
0428 67.6] DYKE // 44 0.651 403 1.0/ 1.489| 0.437
REST 105 1.5530 396 1.0/ 1.515| 1.025
1037 30.8| DYKE// 30 0.971] 428 1.0/ 1.402] 0.693
REST 8 0.259( 382 1.0|/1.571| 0.165
1124 25.6| DYKE// 30 1.172| 424 1.0/1.415] 0.828
REST 3 0.117( 359 1.0]1.504| 0.078
1134 32.0| DYKE/ 32 1.000] 434 1.0(1.382] o0.723
REST 18 0.563| 394 1.0/1.523| 0.369
1137 31.7| DYKE/ 10 0.315] 447 1.0(1.342] 0.235
REST 23 0.726( 455 1.0/ 1.318]| 0.550
1222 31.1| DYKE// 21 0.675( 418 1.0{1.435! 0.470
REST 10 0.322 427 1.0/ 1.405| 0.229
1321 30.2| DYKE/ 55 1.821] 419 1.0{1.432] 1.272
REST 2 0.066] 423 1.001.418| 0.047
AREA FILLED® | INTENSITY
{m?) LENGTH| (m/m?)
AREA 1 59.4| DYKE// 64.88 1.092} 412 1.0] 1.456] 0.750
oo REST 67.05 1.129] 446 1.0/ 1.345( 0.839

[ X 2 J

FRACTURES USED ARE MINERAL FILLED BUT EXCLUDE THOSE

ONLY FILLED WITH CALCITE. FREQUENCY = #/LENGTH

FILLED LENGTH = SUM OF FILLED FRACTURE TRACE LENGTHS
SIMULATIONS DONE USING FracMan (DERSHOWITZ ET AL., 1991) WITH FOLLOWING
CONDITIONS:

1) ENHANCED BAECHER MODEL WITH REVISED
TERMINATION HANDLING

2) TERMINATION PROBABILITY SET USING TABLE 3.12 VALUES

3) BOOTSTRAP SAMPLING OF MEASURED FIELD DATA

4} INTERSECTIONS SIMULATED USING 3 SIMULATED
ORTHOGONAL BOREHOLES FOR TOTAL 600 M LENGTH
GENERATION VOLUME = 100MX100MX100M

S) Cp = Assumned P32°Borehole length/(# of intersections)

6) P32 = TOTAL FRACTURE AREA PER UNIT VOLUME OF ROCK
IN UNITS OF 1/m

AREA 1 = AREA MAP OF SCANLINE LOCATION 1137
MODEL P23 = FILLED FREQUENCY/Cp
# OF FRACTURE INTERSECTIONS IN SIMULATED BOREHOLES
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centre of the fracture and the intersection with the outcrop surface (the further the

intersection is from the fracture centre, the shorter the resultant trace length).

It is not possible to directly observe the shape of the fracture plane or the distribution
of the fracture sizes from (isolated) outcrops. The simplest fracture shape is the
circle. Anisotropy in the stress field may result in the formation of an elliptical

fracture with its long axis oriented perpendicular to the least compressive stress.

To simulate the process of fracture trace length determination as a result of the
intersection of fracture planes with an outcrop surface, the program ELLIPSE (listing
in Appendix D) samples a disiribution of lengths representing the length of the long
axis of an elliptical fracture to produce a sample population of ellipses whose long
axis half-lengths vary according to the input distribution. To determine what type of
distribution of fracture radii could have produced the measured fracture trace length
distribution, a variety of distribution types were sampled. The various input fracture
radii distributions included log-normal, exponential, Weibull, bi-modal, and square. A
consistent aspect ratio (the ratio of the long axis half-length, a, to the short axis half-
length, b) is used in each simulation. Four different aspect ratios of fractures were
tested: 1 (circle); 0.7; 0.4; and 0.1 (extreme ellipse). The results were binned by
trace length to produce trace length histograms (see figures and tables presented in
Appendix A.8).

The histograms indicate that the output trace length distribution tends to follow the
input fracture radius distribution. Exceptions to this are the exponential distribution
which appears somewhat truncated at shorter trace lengths, and the square distribution
in which the trace length distribution is truncated at both the lower and the upper end



of the distribution. The means of the resultant trace length distributions are similar to

the means of the input fracture radii distributions.

The results for the various trials (using the aspect ratios and size distributions given
above), demonstrate that the simulations best matching the field trace length data
(Figure 3.21) are the log-normal distribution (aspect ratio between 0.4 and 0.7
(approximately 0.6)), and the Weibull distribution (aspect ratio = 0.4). The other
distributions do not match the data. Because it is not clear, on the basis of this data
set, what the controls are on the orientations of the long axes of the fracture ellipses,
the fracture network modelling using FracMan is done using circular fractures of

equivalent areas.

The parameters of a log-normal fracture radius distribution of circular fractures are
the mean and standard deviation. These parameters can be estimated through the
program FracMan (Dershowitz ¢t al., 1991). To determine these parameters, an
assumed distribution of fracture radii with associated parameters of the mean and
standard deviation is chosen. A random sampling of this distribution produces fracture
trace lengths which are then tested for goodness of fit with the actual field-measured
trace length data using either the Kolmogorov-Smimov or Chi-squared goodness-of-
fit-tests. In comparing simulated and measured trace lengths, the program uses
simulated traces which are censored by the edge of the mapped area, and are not
recorded if they are less than the specified minimum cutoff size. This method thus

accounts for fracture trace length censoring and truncation.

The results of using this program (FracMan) on the data set, from the Spilia-Politiko
area are presented in Table 4.7. The best fits to the field data were obtained using a

log-normal distribution of fracture radii. The mean fracture radius for the complete
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TABLE 4.7 FRACTURE RADIUS DETERMINATION BY TRACE LENGTH SAMPLING

SCANLINE] DYKE DYKE PARALLEL FRACTURES OTHER FRACTURES
LOCATION DOMAIN
RADIUS STATISTICS RADIUS STATISTICS
MEAN | STD.DEV. K-S* CHI-SQUARE || MEAN { STD.DEV. K-S°* CHI-SQUARE
0000 4 2 2 90.8 99.9 2 2 90.6 99.9
0108 2 3.1 0.1 18.6 99.4 3.5 0.6 17.6 70.4
0112 4 no dykes 1.7 1.4 58.9
0122 4 2.2 1.7 1 35.2 2.1 1.5 16.9 33.6
0401 4 3.1 0.5 29.6 91 1.9 1.2 29.3 99.2
0413 4 3.5 0.1 46 100 2.1 2 12.3 79.6
0418 4 no dykes 2.6 2.5 24.5 96.8
0428 4 3.5 3 11 82.9 1.5 1.3 34.8 83.1
1037 2 2 2 37.1 99.3 1 1.3 64.1 97.7
1124 s 1 2 98.1 99.3 0.45 0.2 58.3 77.6
1134 3 5.3 3 44.3 99.2 3 4.8 43.2 79.8
1137 6 3.5 0.1 75.4 91.2 0.8 0.3 80.5 88
1222 5 2 1.5 7.9 95.7 3 2 49.1 99.6
1321 2 2 1.5 57.2 94.3 1 1.5 16.8 96.2
NOTE: °K-S = KOLMOGOROV-SMIRNOV GOODNESS-OF-FIT TEST

SIMULATION OF FRACTURE RADII IS BASED ON ASSUMING A MEAN AND STANDARD
DEVIATION OF A LOG-NORMAL DISTRIBUTION OF FRACTURE RADII AND THEN SAMPLING
THE FRACTURE TRACE LENGTH DATA. THE SIMULATION CALCULATES A SIMULATED
DISTRIBUTION OF FRACTURE TRACE LENGTHS WHICH IS THEN COMPARED TO THE ORIGINA
DATA USING THE KOLMOGOROV-SMIRNOV AND CHI-SQUARE GOODNESS-OF-FIT TESTS.
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data set was 2.1 metres. The means varied from 1.4 10 5.3 metres, with those for the
dyke-parallel fractures greater than for the other fractures (Table 4.7). The difference
in mean fracture radius between dyke-parallel and other fractures was smallest for
domain 4 locations and largest in domain 6. From north to south in the field area
there was not much variation in the estimated mean fracture radius. In general there
did not seem to be significant variation in the mean fracture radius from area to area,
indicating that similar processes were operating in all areas. This also indicates that
the stress conditions for fracture formation did not vary significantly with depth in the

section or laterally across the area (see Section 4.4).

4.3.3.3 Method of Permeability Determination

The calculation or bulk fractured rock permeabilities was performed using the
FracMan (Dershowitz ¢t al., 1991) and MAFIC (Miller, 1990) programs. This pair of
programs was developed by Golder Associates Incorporated, to generate fracture
networks and simulate fluid flow and particle transport in nuclear waste repositories in
fractured rock. Since the purpose here is to compute fractured rock permeabilities,

these programs are well suited to this purpose.

The following paragraphs outline the method used to generate the fracture networks
and to subsequently model fluid flow through these networks. A more complete
description of the use of these programs is given in Dershowitz gt al. (1991) and
Miller (1990). Both these programs are still under development by Golder Associates
Incorporated.
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Fracture properties (determined in Chapter 3 and in the previous section), used in the
generation of fracture networks, are tabulated in Table 4.8. The fracture data for each
area were subdivided into two sets, as outlined in Chapter 3, dyke parallel and other
fractures. The input data files to FracMan contain the raw orientation and trace length
data for each fracture in a particular set. Since these networks are stochastically
generated, it is necessary to generate multiple networks for each data set and then to
average the results. Therefore twenty fracture networks were generated from each
fracture data set using FracMan macro files. A macro file contains values of the
various fracture parameters to be used in the fracture network generation, and the
necessary commands to run the simulation. These commands are the same as those
that would have to be typed in from the computer keyboard. An example macro file is
listed in Appendix D. To simplify the generation of fracture orientations, especially
those fractures which plot in a girdle distribution (Chapter 3) in the program, the data
sets were each sampled using the bootstrap method (Efron, 1982), by the FracMan
program, until the desired intensity of fractures was present in the generation region.
Fracture transmissivities were calculated, as described above, from the fracture

apertures (Table 4.8).

Once a fracture network has been generated, it is necessary to apply boundary
conditions to the generation region. The generation region is a cube (in this study the
cube dimensions used were 25 m x 25 m x 25 m). The easiest method to determine
permeability of the rock block is based on d’Arcy’s law. This involves knowing the
heads at either end of the region of interest and the total flux, driven by the head
gradient, through the region (Figure 4.4B). Using this method, two (opposing)
boundaries of the cube have fixed heads. One head is set greater than tiie other to
establish a flow gradient (in the direction of the lower head). The remaining four

boundaries of the cube are set to no-flow boundaries; this means there is no flow



TABLE 4.8 FRACTURE MODEL DATASET®*

Parameter Common valuss Individus! Scanline Conditions
0000 0108 0112 0122
Subdivision of Dats Sets [[1) Dyke parallel fractures Subdivide Subdivide Subdivide Subdivide
2) Remaining fractures in data set into % into % | into % into %
Dyke // 1 a0 18 57
Rest 89 20 82 43
Fracture Intensity Massure P32 Total 1.231 1.378 1.661 1.033
value (1/m) varies (refer to Dyke // 0.147 1.095 0.331 0.582
Table 3.15) Rest 1.084 0.283 1.330 0.451
Fracture Size Distribution Truncated Log-normal
Fracture Size Measure Radius
Mean (m) (Data from Teble 4.6} Dyke // 2.00 2.00 3.10 0.10 2.00 2.00 2.20 1.70
Standard Deviation (m) Rest 2.00 2.00 3.50 0.60 1.45 2.00 2.10 1.50
Minimum {m) 1m
Maximum {m} 20m
Aspect ratio 1 _(circular)
Terminstion (%) {Date from Table 3.10) 97 84 28 88
Feacture Apaerture Log-Normel Distribution Oyke // 2.i0 5.90 3.70 2.70 1.00 7.30 4.00 7.00
{mm) (Date from Table 3.2) Rest 1.80 2.50 1.20 4.00 1.40 7.30 3.60 §.00
fliven as mean end standard devistion
Frecture Tranamissivity * Log-Normal Distribution Dyke // | 0.00754 0.18727| 0.04125 0.01603| 0.00081 0.31682| 0.05212 0.27835
{m?*/s) {calculated from fracture aperture) Rest 0.00475 0.01273| 0.00141 0.05212| 0.00223 0.31802| N.03800 0.10180
given as mean and standard dsviation

NOTES: (On additional information required for the fractuse netwark modaelling)
Conceptual Fracture Modei: BART (Enhanced Bascher Model with revised terminstion process)
Generation Volume: Box (Size: 25m x 25m x 25m)
Orientation Distribution: Bootstrap sampling (Fisher Dispersion Parsmeter for bootstrap method = 20)
The totel P32 values for esch acanline sres is the sum of the P32 veluaes of sach of the subsets for the scanline.

*  Frecture transmissivity is calculated using the following formule

Tf = Kf x 2b where Xf = d g (2b)* /12 u

Kf = fracture conductivity; 2b = fracture aperture; Tf = fractura transmissivity
ot 20 degrees C, water density, d = 938.23 kg/m*3; absolute viecosity, u = 1.002 x 10°-3 Pa » (or kg/m s)
accelorstion due to grevity, g = 9.81 m/s?

*¢ The first three psges of this table des! with the fracture data set excluding calcite only fractures.
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TABLE 4.8 FRACTURE MODEL DATASET (continued)

Parametor Individusl Scanline Conditions
0401 0413 0418 0428 1037 1124
——— ——
Subdivision of Data Sets | Subdivide Subdivide Subdivide Subdivide Subdivide
into % into % One into % into % into %
92 85 Sot 30 9 91
8 15 70 21 9
Fracture Intensity Measure 1.012 1.017 0.98 1.462 0.858 0.906
velue {1/m} 0.932 0.871 0.437 0.693 0.628
0.080 0.146 0.98 1.025% 0.165 0.078
Fracture Size Distributios.
Fractwre Size Measure:
Mean (m) 3.10 0.50 3.50 0.10 2.60 3.50 3.00 2.00 2.00 1.00 2.00
Standard Daviation (m) 1.90 1.20 2.10 2.00 2.50 1.50 1.30 1.50 1.30 C.45 0.20
Minimum {m)
Maximum {m)
Aspect ratio
Termination (%) -1 9N 82 91 100 10
Fracture Aperture 2.00 6.10 1.40 4.40 0.70 4.00 2.20 2.20 2.00 2.20
{mm) 0.30 5.10 0.50 3.80 2.90 4.60 1.00 3.70 3.00 1.00 1.00 1.00
Fracture Trensmissivity *® 0.00652 0.18486| 0.00223 0.08938 0.00028 0.05212| 0.00867 0.00887| 0.00652 0.00887
{m?®/a) 0.00002 0.10803| 0.00010 0.04469] 0.01988 0©0.07927] 0.00081 0.04125| 0.02199 0.00081] 0.00081 0.00081
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TABLE 4.8 FRACTURE MODEL DATASET (continued)

Parameter
1134 1137 1222 1321
. Subdivision of Data Seta | Subdivide Subdivide Subdivide Subdivide
into % into % into % into % ‘
64 30 68 96
a6 70 32 4
Fracture intensity Messure 1.082 0.785 0.699 1.319
value (1/m) 0.723 0.235 0.470 1.272
0.369 0.550 0.229 0.047
Fracture Size Distribution
Fracture Size Messure
Maan (m} 5.30 3.00 3.60 0.10 2.00 1.50 2.00 1.50
Standerd Davistion (m) 3.00 4.80 0.80 0.30 3.00 2.00 1.50 1.50
Minimum (m)
Maximum {m)
}__Mmio
Termination (%) 100 92 100 92
Fracture Aperture $.70 2.30 2.00 1.20 1.40 2.10 2.80 2.70
{mm)} 11.00 3.50 1.60 2.90 2.00 1.00 2.00 1.00
Fracture Transmiesivity * 0.15083 0.00991| 0.00652 0.00558( 0.00223 0.00754| 0.01886 0.01803
(m?/s} 1.08400 0.03492| 0.00334 0.01988| 0.00852 0.00081| 0.00852 0.00081
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TABLE 4.8 FRACTURE MODEL DATASET (continued)*®**

Pasameter
0213 0701 1129 1134 1316
Subdivision of Data Sets Subdivide Subdivide Subdivide Subdivide Subdivide
into % into % into % into % into %
73 24 18 20 7
27 76 84 80 91
Fracture Intensity Measure 0.56 0.58 0.91 0.71 1.08
value (1/m) 0.4088 0.1392 0.1456 0.142 0.0756
0.1512 0.4408 0.7644 0.568 0.9828
Fracture Size Distribution
Fracture Siza Messure
Maan (m) 2.00 2.00 1.80 0.30 2.00 1.40 4.50 2.70 1.50 2.30
Stendard Daviation {(m) 0.50 0.50 2.00 1.70 2.40 2.70 2.0 2.30 1.80 2.00
Minimum (m)
Maximum (m)
Aspect ratio
Termination (%) 91 88 97 100 82
Fracture Aperture 2.80 344 1.74 1.50 1.49 1.45 5.96 3.45 3.64 3.82
{mm) 2.49 2.15 2.35 2.64 1.81 2.32 8.31 3.1 2.04 2,10
Fracture Transmissivity ® 0.01788 0.03315] 0.00428 0.00275| 0.00288 0.00248| 0.17242 0.03344} 0.03928 0.03540
(m®/s) 0.01257 0.00809] 0.01057 0.01499] 0.00340 0.01017{ 0.20462 0.02953] 0.00691 0.007t4

®*¢ Note: this portion of the table contains the data for the celcits filled fractures.
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scross those boundaries. The program FracMan or an auxiiiary program,
MeshMonster (Dershowitz et al., 1991), is used to generate the finite element network
from the fracture locations in the fracture network and the boundary conditions. The
program MAFIC (Miller, 1990) is then used to calculate the total flow thrcugh the
region. MAFIC (Miller, 1990) uses a finite element approach to solve for nodal heads
and fluxes in the three dimensional fracture networks. The bulk permeability of the

cube is calculated as follows. From D’Arcy’s law we know ihat,

where Q is the discharge rate (in this case the units used are: cubic metres per
second), K is the hydraulic conductivity (in metres/second), A is the area of the cube
face through which the discharge is taking place, and I is the hydraulic gradient, I =
[h, - h,)/L, where h, and h, are the heads at opposite ends of the cube and L is the
distance between the ends of the cube. Solving for the hydraulic conductivity, K,

results in,

By rearranging equation (4.1) we know that the intrinsic permeability, k, is related to

the hydraulic conductivity as follows,

------------------

where u = 1.002 x 10° kg/ms, p = 1000kg/m’, and g = 9.81 m/s’. Thus k = K x
1.02 x 107 (for water at 20°C) (Freeze and Cherry, 1979). For a cube 25 metres on a
side and with an hydraulic gradient of (10 - 0)/25 = 0.25, the conversion from

discharge, Q, to intrinsic permeability, k, is,

k=0 x4.,08x1071°
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Fracture sizes in the FracMan simulations were truncated so that all fractures with
radii smaller than 1 metre were left out of the flow modelling. This was done to
reduce the computer memory and time requirements. Several simulatiorns were run
using a non-truncated set of fractures, that is, all fractures regardless of size were
included. The resultant flow through the network was within the same order of
magnitude as that for the truncated Gata set (i.e. 7.6 x i0"*m"/s for the truncated
network versus 7‘.4 x 10"'m%/s for the non-truncated network). This shows that the
smaller fractures (i.e. those with less than 1 metre radius) do not contribute

significantly to the fracture network interconnectivity.

4.3.3.4 Paleo-Permeability

The calculation of paleo-permeability in the fractured rock of the Spilia-Politiko area,
using the method outlined above, was done for two groups of fractures. The first
group included all fractures that contained a mineral filling but excluded those
fractures containing only calcite. This first set of permeability calculations was done
using 14 of the scanline mapped areas which contained more than 30 fractures with
mineral infillings. The permeabilities calculated for this group are based on
mineral-filled fractures which are shown to have been utilized by high temperature,
probably on-axis hydrothermal fluids (Section 5.3.4). The second group encompassed
those fractures containing calcite. This group contains 9 scanline areas, five of which
were also used in the first set of calculations. Calcite, always the latest phase to form,
probably resulted from low-temperture, off-axis circulation of fluids (Appendix C.1).
Thus, this latter set of permeabilities are thought to be representative of off-axis
permeabilities.



The permeabilities calculated in the following sections assume that all fractures were
open at the same time. However, these fractures may have opened episodically durir.g
the life of the hydrothermal system, in which case the calculated permeabilities are a

maximum which may not be achieved. Further calculations presented in Section
4.3.3.4.3 address this issue.

4.3.3.4.1 On-Axis Permeability

The results of the permeability study for the first group of calculations are shown in
Figure 4.5 and Table 4.9. They show a variation of the vertical permeability, at each
location, from 10 to 102m?. It can be seen that there is a small decrease in the
calculated permeability with increased depth in the sheeted dyke section (increasing
depth is to the south) on the map displaying permeability by location (Figure 4.5).
The mean calculated permeability at sites containing epidosites is almost two orders of
magnitude (2.7 x 10® versus 7.0 x 109, higher than that in unaltered diabase dykes.
This is because the amount of fractures containing hydrothermal minerals, as well as
their apertures, in epidosite outcrops is higher, than that in the diabase outcrops
(Section 5.2.1).

The calculated permeability of both the epidosite and diabase sections decreases with
depth. The highest permeability was calculated for scanline area 1134 in the vicinity
of the Apliki shear zone, whereas the lowest permeabilities were calculated near

Alona near the gabbro section.

Flow laterally through the fracture networks (north-south and east-west) was in all

cases less than that for the vertical flow. In most cases this difference was one or two







TABLE 4.9 PERMEABILITY MODELLING RESULTS

- Permeability (m?)
Vertical East-West North—South
Scanline Mean Std.dev. Mean Std.dev. Mean Std.dev.

0000 5.55E-10| 3.42E-10| 7.72E-11| 8.12E-11| 6.19E-11 5.28E-11
o108 2.09E-08 1.27E-08|] 9.95E-10| 9.86E-10{| 1.60E-09 1.16E-09
0112 9.69E—-12| 5.89E-12( 8.67E~13| 8.20E-13| 9.45E—13| 6.40E-13
0122 3.80E-09{ 2.36E-08]| 5.48E-10]| 4.95E—-10| 6.10E-10| 8.28€E-10
0401 2.07E-10| 1.31E-10} 1.79E-11 1.54E-11 1.16E-11 1.22E-11
0413 5.14E—-11| 3.26E-11| 2.05€-12| 1.33E-12|| 1.09E-11]| 1.97E-11
0418 1.98E-09| 1.38E-09(| 1.83E-10 1.S1E-10) 1.50E-10| 1.12E-10
0428 593E-12| 4.02E—-12|| 1.08E-12| 2.75E-12| 1.08E-12| 8.91E-13
1037 239E—-09| 1.49E-09( 2.64E—~10| 2.73E-10f 3.01E-10| 2.60E—-10
1124 480E-10| 3.12E-10 B8.36E~11| 9.90E-11) 1.23E-10| 9.38E-11
1134 7.73E—-08| 4.80E-08| 3.99E-09| 1.87E-~-08) B.69E-08| 6.96E-09
1137 1.11E-10| 6.91E-11|| 8.34E-12| 5.89E-12| 1.85E-11 1.27E-11
1222 495E—-10| 3.09E-10| 1.45E-10| 5.19E—-10), 4.21E-11| 5.84E-11
1321 7.09E—-09| 4.34E—-09| 7.21E-10] 9.32E-10| 8.32E-10| 5.75E-10

MEAN AND STANDARD DEVIATION BASED ON 20 SIMULATIONS FOR EACH AREA
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orders of magnitude. This, again, is the result of the anisotropy caused by the dyke-

parallel fractures.

4.3.3.4.2 Off-Axis Permeability

Calcite fillings commonly occur in fractures in the pillows and less commonly in the
sheeted dykes of DSDP drill hole 504B (Alt et al., 1989) and in the Spilia-Politiko
area. In the study area, calcite fillings represent a late phase of low temperature,
possibly off-axis fluid circulation (Appendix C.1). Calcite fillings in some areas were
precipitated on pre-existing epidote, while calcite-filled fractures in other areas
contain only calcite. The re-use of fractures indicates that either 1) these fractures
were still open after the first phase of hydrothermal circulation depositing epidote,
had ceased, or 2) they were reopened during off-axis circulation possibly during
formation of the Mitsero graben. Precipitation of calcite into empty fractures implies
the creation of new fractures or connection of pre-existing fractures to the overall
fracture network. The occurrence of calcite fracture-fillings, in the stvdy area, is most
common in the area of the Apliki shear zone and near plagiogranite bodies. It is likely
that the emplacement of the plagiogranite bodies and the formation of shear zones

resulted in the formation of new fractures.

The permeability of the calcite-filled fractures in the study area was determined, using
the FracMan/MAFIC programs as outlined previously, for the purposes of comparison
with off-axis oceanic rrust permeabilities. Of the data sets used in the previous
permeability calculations (this section) only five contain calcite-filled fractures (1037,
1124, 1134, 1137, and 1321). The proportion of calcite-filled fractures to the total

number of mineral-filled fractures in these data sets varies from 3% (scanline 1037) to
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53% (scanline 1134) (Table 4.10). The permeabilities for four of the areas (1037
[3%], 1124 [12%], 1137 [24%], and 1321 [14%]; numbers in brackets are the
percentage of calcite bearing fractures as a proportion of total number of mineral
filled fractures) ranged from 6.9 x 10" to 4.0 x 10*°m? (Table 4.10), which are 8 to
10 orders of magnitude less than in the previous calculations. This indicates a large
decrease in the permeability of the Sheeted Dyke Complex, possibly a result of
hydrothermal mineral precipitation.

Four other data sets, which did not contain significant amounts of hydrothermal
minerals such as epidote, contain 30 or more caicite filled fractures (0213, 0701,
1129, 1316). The calculated permeabilities of these areas, and that of 1134,
containing larger proportions of calcite-filled fractures (0213 [60%], 0701 [88 %],
1129 [80%], 1134 [53%], and 1316 [72%]; Table 4.10), ranged from 8.0 X 10™ to
1.6 x 10®*m?, These were comparable to the permeabilities calculated for the
hydrothermal mineral filled fractures (excluding those fractures that contained only
calcite). These five areas are associated either with plagiogranite bodies (0213, 0701,
1129, and 1316) or shear zones (1134, near Apliki).

For all these areas, there is no correlation between the occurrence of calcite-filled
fractures and whether the host rock is epidosite or diabase. Calcite, a late phase,
over-prints earlier hydrothermal fracture fillings, implying, by association, that the
plagiogranite occurrences and shear zones may be late as well. In the remaining areas
measured in the field area, calcite-filled fractures represent less than 2% of the
mineral-filled fractures.
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TABLE 4.10 PERMEABILITY CALCULATIONS USING CALCITE-FILLED FRACTURES

SCANLINE AFFINITY Fractures Permeability, k (m ~ 2)
Total # filled Total # | # Caicite] Caicite Fitled Calcite
Number | (Exclude calcite] Caicite Only | and Other|| (Exclude calcite| Fitled
only) only) _
0213 epidosite 117 49 30 22 8 n.d. 7.95E-10
0701 epidosite 69 31 29 24 5 n.d. 5.23E-10
1037 epidosite 96 39 1 1 0 2.39E-09 4.01E-20
1124 epidosite 96 37 S 5 o 4.8E-10 5.30E-19
1129 diabase/shear zone 105 53 44 35 9 n.d. 3.06E-10
1134 epidosite 68 53 30 7 23 7.73e-08 1.59e-08
1137 diabase/A.Koroni 75 a3 9 0 9 1.11E-10 6.90E~18
1316 | diabase/plagiogranit 108 72 54 49 5 n.d. 1.19E--09
1321 epidosite 1 109 58 8 1 7]l 7.09E-09 | 4.80E-19

n.d. calculations not done
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4.3.3.4.3 Effects of Variation in Fracture Density
and Fracture Aperture

Several fracture and permeability simulations were run on the fracture data from areas
0108 and 0413 in order to determine the sensitivity of the calculated permeability to
changes in the fracture density and fracture aperture distribution. The input values and

permeability results are shown in Table 4.11.

The permeability calculations done in this section with reduced fracture density show
what the permabilities may have been during a single phase of hydrothermal
circulation at an instant in time, rather than an integrated permeability. It should be
noted that the reduction levels in fracture density of 25% and 75% were arbitrarily
chosen since there is no data available that allows the assignment of fractures to a
particular hydrothermal event. The results indicate that permeability decreases with
decreased fracture density. Factors, other than fracture size and transmissivity, such
as the fracture interconnectivity, will also affect the permeability.

Reducing the fracture density, through a reduction in the Py, value, to 75% and 25%

of the original value, resulted in a reduction of the permeability by one to two orders

of magnitude.

Further reduction in the fracture density below 25% of the original value resulted in a
drop of the fracture interconnectivity below a critical threshold. Below this threshold
the number of available interconnected pathways becomes insufficient to support fluid
circulation through the rock mass (de Marsily, 1984). At this point it is likely that

flow through the fractures is similar to that of flow through the rock matrix.



TABLE 4.11 SENSITIVITY ANALYSIS RESULTS

Fracture De?sity (P32) (% of originiall)

100% 75% 25%
Scanline Permeability (m2)
Mean Std.dev. Mean Std.dev. Mean Std.dev.
0108 2.09E-08 1.27E-08| 1.33E-08 9.14E-10| 3.32E-10 5.91E-11
0413 5.14E-11 3.26E--11} 2.40E-11 1.31E—11]| 4.69E-13 4.26E—-13
Transmissivity (m?/s) (% of original)*
100% 75% 25%
Scanline Permeability (m?)
Mean Std.dev. Mean Std.dev. Mean Std.dev.
0108 2.09E-08 1.27E-08| 1.50E—-08 7.44E-10| 3.50E-09 3.69E-10
0413 5.14E~-11 3.26E—11| 2.74E-11 6.74E—12| 3.97E—-12 1.24E-12

*for aperture to transmissivity conversion see Table 4.8
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Permeability varies as the square of the fracture aperture. This means fracture
aperture variations will have a large affect on the calculated permeability. Reducing
the fracture aperture through a reduction in transmissivity was done to, firstly,
determine the effects of aperture variation on the resultant permeability; and secondly,
to simulate the effects of fluid circulation through fractures which had been used and
partially infilled by a previous phase of fluid circulation (and mineral growth).
Fracture apertures measured in the field (Section 3.3.2) are based on the complete
fracture width. Thus multiple hydrothermal events utilizing a particular fracture may

each be able to access a fracture aperture which is only a fraction of the total fracture
width.

~ Some fractures contain multiple mineral fillings. The total fracture aperture at the end
of the initial hydrothermal circultory phase is then equivalent to the width of the first
mineral to be precipitated in the fracture. This total aperture was not necessarily the
fracture aperture at any one time period in time. However, because of a lack of
evidence to the contrary, these apertures can be used to calculate permeabilities that
may have been present during the time period of an initial phase of hydrothermal
circulation. Observation of fractures in thin section indicated, that in a fracture filled
with two minerals (containing epidote and later quartz), the epidote filling occupied
between one quarter and three-quarters of the fracture apertures. Reducing the mean
of the fracture aperture distribution, to 75% and 25% of the original value, resulted
in a reduction of the permeability by two to three orders of magnitude.The previous
calculations of permeability (Section 4.3.3.4.1) assumed that all fractures filled with
high temperature hydrothermal minerals were formed during the same phase of
hydrothermal fluid circulation. Since hydrothermal fluid circulation was thought to
take place at the same time as the formation of the sheeted dykes (e.g. field

relationships shown in Plate 2.2), some fractures may not have existed at the time of
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a particular phase of hydrothermal fluid circulation. This implies firstly, that if
multiple phases of hydrothermal fluid circulation occurred in a particular area, not all
fractures were present or available as fluid conduits; and secondly, that the calculated
permeability in Section 4.3.3.4.1 is an integrated permeability which may not have
been realized during any one specific hydrothermal event.

4.3.3.5 Comparison of the Methods of Permeability Determination

The results of the three methods of determining permeability in the fractured rocks in
the Spilia-Politiko area are presented in Table 4.12. These results indicate that the
FracMan/MAFIC method generally gives the lowest permeabilities. The
FracMan/MAFIC permeabilities are considered to be more reasonable results because
they take into account discontinuous fractures, and fracture interconnectivity, which
the other two methods do not address. Ho'wever, the FracMan/MAFIC results are
critically dependent, as are the other two methods, on the fracture apertures. The
field-measured fracture apertures are not good estimates of the true apertures for the
following reasons: 1) fracture apertures are not constant over the fracture plane; 2)
apertures measured in the field are not hydraulic apertures, which are invariably less;
3) asperities on the fracture plane result in channelization of flow (Tsang and Tsang,
1989) which will reduce the effective hydraulic aperture. For this reason, and because
the permeability is dependent on the cube of the fracture aperture, it is necessary, in
present studies to validate the modelling results through actual flow tests conducted in

the field. In this study, it is not possible to do this, for reasons previously outlined
(Section 4.3).
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TABLE 4.12 COMPARISON OF CALCULATED PERMEABILITIES BETWEEN

1} PARALLEL PLATE METHOD
2) BIANCHI AND SNOW (1963) METHOD
3) FRACMAN/MAFIC METHOD

LOG-PERMEABILITY (m?)
SCANLINE| PARALLEL BIANCHI FRACMAN
PLATE AND SNOW MAFIC
0000 -8.91 -9.63 -9.86
0108 -7.54 -6.54 -8.49
0112 -8.89 -7.79 -11.70
0122 -7.00 -6.24 -8.97
0401 ~7.77 -6.68 -10.46
0413 -8.70 -8.23 -10.98
0418 -6.73 -5.91 -9.42
0428 -10.22 -8.35 -11.72
1037 -10.40 -8.51 -9.24
1124 -7.57 -10.07 -9.77
1134 -8.15 -8.36 -7.86
1137 -9.89 -7.01 -10.61
1222 -10.55 -8.30 -9.84
1321 -7.96 -7.04 -8.79

NOTE: LOG-PERMEABILITIES ARE LOG BASE 10
E.G. -8.91 = 1.26 X 10E-09
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Comparison of the stochastic method of determining fractured rock permeabilities to

the previous two deterministic methods, reveals the following:

1) The magnitudes of the permeabilities are lower than those calculated with the two
deterministic methods; they are closer to the permeabilities determined beneath
the seafloor (e.g. Anderson and Zoback, 1982);

2) The use of finite fracture radii means that fracture interconnectivity becomes an
important parameter in determining the flow through a simulated block. This
more closely approaches reality than do the assumptions of continuous
fractures in the region of interest as assumed by the other methods;

3) The MAFIC flow modelling method of permeability determination precludes being
able to calculate the principal permeability directions. This can only be
calculated directly from the fracture properties, a capability that has not been
included in the program FracMan. The principal permeability directions were
determined through the Bianchi and Snow (1969) method. Those results,
though, are biased as a result of the initial assumption of fracture continuity in
the region of interest;

4) The stochastic method is more computation intensive than the deterministic
methods. A minimum of a SUN workstation with 32 megabytes of random
access memory, using the UNIX operating system was needed to run the
simulations;

5) The stochastic method has the capability to model three dimensional systems of
fractures without deterministic knowledge cf every fracture within the rock
block. This is a great advantage, in that it is not possible to measure every
fracture in a block of rock. This method does mean that several simulations
must be made of every dataset in order to obtain statistically representative

results.
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While all three methods result in pormeabilities that are several orders of magnitude
greater than those measured at the present-day seafloor, the stochastic fracture
network generation method gives results closest to those at the seafloor and makes the
least assumptions. The method of determining permeability at the seafloor, through
down-hole packer tests, gives a bulk permeabiity magnitude; principal permeability
directions can not be determined from this. It should be remembered that the
bore-hole tests were done at off-axis locations. The Bianchi and Snow method does
result in the calculations of principal permeability directions, but it makes the
assumption of continuous fractures. Better field data, especially with respect to
fracture apertures are needed to be able to compute permeabilities that approach the
magnitude of those at the seafloor. To be able to compare these results with
permeabilities in presently active hydrothermal areas, bore-hole tests should be done

in the vicinity of, or on, ridge axes.

4.4 STRESS CONSIDERATIONS

When a rock rhass, not bounded by a free surface (i.e. wholly contained within a
larger rock mass), is subjected to a stress field that causes it to exceed its tensile
strength, a minimum of five sets of fractures form (some more important than others)
to overcome space problems (Paterson, 1978). Thus, it is quite complicated to unravel
the paleo-stress conditions. A problem encountered with the data from the study area

is that there do not appear to be multiple sets of fractures within the various domains.

To establish the stress field orientation at some point in the history of the rock mass,
it is necessary to identify at least two contemporaneous conjugate fracture sets,

assuming that there was a free surface nearby (Scheidegger, 1982). As can be seen
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from the stereographic projections of the various scanlines and domains (Appendix
A.3.1), it is not possible, in general, to identify more than one clustered set of

fractures.

As discussed in Chapter 3, fractures noted in the study area consist of roughly three
types: 1) dyke margin cooling fractures; 2) columnar jointed cooling fractures; and 3)
remaining fractures which do not fit into either type 1 or type 2. Type 1 fractures are
formed when hot magma is juxtaposed against older relatively cold rocks (in this case
other dykes). Their orientations reflect formation in a rock with a well-developed
sheeted fabric, and so do not necessarily indicate the stress field orientation. Type 2
fractures form later than type 1 fractures as a result of contraction-on-cooling of the
dyke, and so reflect local thermal stresses and room considerations but not a regional
stress field. The remaining fractures show no well-developed pattern (i.e. conjugate

sets), and their formation times likely spanned several stress field orientations.

The study area is composed almost entirely of sheeted dykes indicative of formation
in an extensional environment. In such an environment the least compressive stress is
oriented parallel to the direction of spreading and, it is believed, parallel to the
normal to the dykes.

Thus, on the basis of the analogy to the present day oceanic lithosphere, the stress
field was probably oriented such that S, (maximum compressive stress) was vertical
and parallel to the sheeted dyke margins; S, (intermediate compressive stress) was
horizontal and parallel to the dyke margins; whereas S; (minimum compressive stress)
was perpendicular to the dyke margins and the spreading ridge axis. The fracture data
do not allow further refinement of this interpretation.
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4.5 SUMMARY

In summary, the following points can be stated concerning the foregoing sections of
this chapter:

(1) Relative fracture ages (cross-cutting and filling) based on the timing of fluid
utilization of the fracture, for the study area, demonstrate that epidote fillings
were the first to form, while calcite fillings were the last to form.

(2) From the viewpoint of modelling fracture networks in three dimensions, a better
measure of fracture intensity is that of total fracture area per unit rock volume.
Estimates of this measure indicate a fracture intensity of 1.08 m¥/m®.

(3) Fractured rock permeabilities were calculated via three methods: parallel-plate;
Bianchi and Snow (1969); and discrete-fracture modelling. The first method
gave permeabilities of the same order as those calculated by the same method
for the Semail ophiolite, but they underestimated permeabilities measured from
borehole testing in the oceanic crust by seven orders of magnitude. The
Bianchi and Snow method gave results, for dyke-parallel fractures, similar to
those of the parallel-plate method. When all fractures were taken into account
the resulting permeabilities were higher by one or two orders of magnitude.
The permeability calculated using the discrete-fracture method were lower than
those for the parallel-plate method but only slightly lower than those calculated
for the Bianchi and Snow (1969) method.

(4) Permeabilities decrease deeper in the section, as expected, based on calculations
done via all three methods. The permeabilties based on hydrothermally fitled
fractures are several orders of magnitude higher than those based on calcite

filled fractures. An exception is for sections near shear zones and
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plagiogranites, where permeabilities based on calcite-filled fractures are of
similar magnitude to the hydrothermal mineral-filled fractures.

(5) Reduction in both fracture density and fracture aperture to 25% of their original
value, results in the reduction of the calculated permeability of between one
and three orders of magnitude.

(6) Permeability anisotropy resulting from the calculations indicates that, in the
absence of faults, the major fluid pathways are along dyke-parallel fractures.

(7) Principal permeability directions tend to rotate in a clockwise direction from north
to south in the study area. This is thought to be due to lateral movement along
the South Troodos Transform Fault.

(8) Fracture shape: the fracture trace length distribution is better estimated by
ellipticat log-normally distributed fractures of aspect ratio 0.6, than by circular
fractures or other distributions.

(%) Fracture radius: the measured distribution of fracture trace lengths was found to
be estimated well by log-normally distributed fracture radii with a mean of 1.6
to 2.6 metres. There was no significant variation from area to area.

(10) Stress: in an extensional environment where dykes are thought to form in vertical
sheets, the least compressive stress is in the horizontal plane parallel to the
direction of spreading, whereas the intermediate and maximum compressive

stresses lie in a vertical plane parallel to the spreading axis.



5. NATURE AND DEVELOPMENT OF THE SHEETED DYKE
COMPLEX

5.1 INTRODUCTION

In this chapter, a model is presented for the nature and development of the sheeted
dyke complex of the Troodos ophiolite based on the structural framework, the
fracture characteristics and the perceived hydrothermal history of the Spilia-Politiko
area discussed in Chapters 2 through 4.

The Sheeted Dyke Complex in the Troodos Ophiolite is analogous to Layer 2B
sheeted dykes of the oceanic crust (Cann, 1974, Kennett, 1982). Layer 2B crust
(Figure 1.1) forms the interface or distribution system for the transport of magma
from the magma chamber at depth (Layer 3) to the extrusive volcanic rocks on the
seafloor (Layer 2A). In the following sections, the development of the sheeted dyke
complex is presented using a series of idealized schematic drawings that illustrate a
model for the development of the magma chamber, formation and deformation of the
sheeted dykes, and the development of fracture and permeability characteristics that
affect hydrothermal circul~tion in the ocean crust, based on the data presented in the
previous chapters. The properties of the sheeted dyke complex, including tectonic
features, fracture and permeability characteristics, and hydrothermal alteration as
inferred from the Spilia-Politiko area, are sumr~arized in Table 5.1,



TABLE 5.1 SHEETED DYKE COMPLEX PROPERTIES

TECTONIC FEATURES
dyke formation
¢ multiple (different) contemporaneous magma sources
e orientation controlled by ridge orientation and presence of transform fault
graben structure formation
¢ dependent on magma budget and rate-of-extension relationships
e on-axis - preservation if ridge jump occurs
e off-axis - preserved in record; may cross-cut dyke strike
e generally asymmetric - may be related to presence of subduction zone
faulting
® extensional
- spreading ridge related - normal (dip in part related to spreading rate)
- graben related - normal
o strike-slip
- related to shear along transform fault

FRACTURE CHARACTERISTICS
apertures
¢ log-normally distributed
* decrease with depth
¢ remain open at depth - as a result of fluid pressure
¢ dyke parallel fractures open further - dependent on stress field orientation
utilization
* 50% of fractures not used by fluids - probably not interconnected
size
* log-normal distribution of outcrop-scale fracture radii (mean = 2 metres)
¢ ranges from microscopic to mega-scale (30 kilometres)
e distribution is log-normal at all scales of measurement
termination
e younger fractures abut against older fractures
¢ most fractures terminate against another - large degree of interconnectivity
* most fractures related to contraction cooling of the dyke after injection
e Jate stage fracturing more common at shallow crustal levels
e shallow crustal levels likely have more than one generation of fracturing
intensity
e greater than 1 metre? of fracture surface area per 1 metre® of rock volume
* no change with depth in the sheeted dykes
orientation
e follows cluster (dyke-paraliel) or girdle (columnar joint) distribution
* dependent on amount of rotation during graben formation
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TABLE 5.1 SHEETED DYKE COMPLEX PROPERTIES (CONTINUED)

HYDROTHERMAL ALTERATION FEATURES

fluid circulation

® 300° to 360°C average fluid temperatures

® seawater salinities

® phase separation at depth beneath layer 2B in plagiogranites

* possible phase separation above layer 2B in stockwork

® 50% of fractures not affected by fluid circulation
fracture opening

e vertical fractures open during extension - high temperature fluid circulation

¢ horizontal fractures open during uplift - waning hydrothermal circulation
hydrothermal cell dimensions

e upflow: 150 metres (dyke parallel) by 50-100 metres (perpendicular)

* overall: assumed ~4 kilometre diameter elongate parallel to dyke strike
hydrothermal cell location

* fault controlled

¢ dependent on heat source location and shape (point or line source)
material source for ore deposits

* diabase dykes - leached of metals and altered to become epidosites
distribution of circulation

* related to ridge axis, heat source shape and size - uniformly distributed

PERMEABILITY CHARACTERISTICS
dyke parallel
® 6.9 - 4.5 x 10" metres®
® little spatial variation
permeability tensor
* anisotropic (K, = K; > K;) - dyke parallel
permeability timing
* reduces with time
faults
* control permeability if 2 orders of magnitude > fracture permeability



5.2 THE TROODOS OPHIOLITE AS AN OCEANIC ANALOGUE

The Troodos ophiolite is thought to represent oceanic crust (Anonymous, 1972;
Church, 1972), although, historically there has been much controversy over whether
it represents a mid-ocean ridge (MOR) or a supra-subduction zone (SSZ) environment
(Gass, 1990) (Section 2.2.1). It is now accepted that the Troodos ophiolite formed in
a supra-subduction zone setting (e.g. Malpas ¢t al., 1990). In general, extensional

environments in SSZ settings are on a smaller scale than the mid-ocean ridge systems.

However, like MOR settings, they show both fast (e.g. Lau Basin, Nautilau Group,
1990) and slow (e.g. Tyrrhenian Sea, Kastens gt al., 1988) spreading characteristics.
Consistent sub-parallel dyke strikes show that regional, rather than local, stress fields
were dominant, and that dykes were passively injected from magma chambers along
tension planes (e.g. Gass, 1990). Well-defined linear magmatic anomalies have been
found both in SSZ environments (Scotia Sea; Barker and Hill, 1981) and in MOR
environments (e.g. Atwater and Molnar, 1973). The geochemical signature of the
rocks in a SSZ setting differs from that of MOR rocks by enrichment in components
derived from the downgoing slab of lithosphere. The physics of heat flow and crustal

formation, however, are not likely to be different from those at mid-ocean ridges.

Oudin and Constantinou (1984) and Oudin gt al. (1981) found that common textural
and paragenetic evidence from the sulfide deposits of the East Pacific Rise and the
Troodos ophiolite, Cyprus, suggests that the genetic processes forming the deposits
were the same. The physical processes of crustal accretion which occurred in the
Troodos ophiolite are likely to have been similar to those occurring at accretionary
boundaries, be they in MOR or SSZ settings (Seﬁtion 2.2.1).
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TABLE 5.2 Comparison of slow versus fast spreading rates at spreading centres (after Macdonald, 1983; and other sources
referred to in text). Abbreviations: LVZ = Low Velocity Zone, OSC = Over Lapping Spreading Centre, MC =

Magma Chamber.
Spreading Rate == Fast __Slow Troodos Ophiolite
Spreading rate 9—-18cm/fyr (56%) 1—-5cm/fyr (44%) ?
(% of all ridges)
Axial seismic LVZ Yes No : ?
Selsmic reflection Yes (inferred depth = 1-3 km; Yes (inferred depth = 5~10 km; | Multiple, small (0.5—3km) MC
off magma chamber width = 1-3km; length to 10km) width = 5—10km) .
Axial gravity anomaly interpretation = MC interpretation no MC; ?
mechanically strong

Inferred eruption rates 50~500 yrs 1000-10000yrs ?

Hydrothermal activity Common 300-350 deg.C Yes >300deg.C Yes (>300 deg.C)

Thermal models Most models support steady state MC| Most models suggest transient MC | Probably transient MC

Depth of axdal zone Smoothly varying Highly variable, rough ?

Temperature gradient High (oscillatory pattem on flanks) Low ?

Axial valley No (axial high) Yes (axial graben) Graben structures present

(infer axial valley)
Axial neovolcanic zone High degree on continuity Highly discontinuous ?
along strike (shield volcano) (string of volcanoes)

Axial relief Small 50—-100m Large 100—2000m Sediment/extrusive boundary
has low relief

Transform spacing 90km (OSC's) S0km ?

{ridge offsets > 30km) |S00km 170km
Fault facing direction Inward=outward dipping Inward dipping dominant ?
Maintenance of transform | Unstabie for small offset; Stable ?
fault pattem OCS's common

Propagating rifts Common Rare ?

Extension Magmatically controlied Magmatic and tectonic Magmatic and tectonic

Petrologic data Infer steady state MC Infer steady state MC Infer transient multiple MC

Seismic data Infer steady state MC Infer transient MC ?

with thin melt layer

261



193

Much confusion exists in the literature regarding the relative spreading rate of the
Troodos oceanic crust during its formation. Table 5.2 compares the Troodos ophiolite
with fast and slow spreading oceanic crust. Fast spreading for the Troodos paleo-
spreading environment has been proposed on the basis of the low sediment/extrusive
interface relief (Cleintaur et al., 1977; Allerton and Vine, 1991); large areas of
undeformed dykes, probably formed during long periods of uninterrupted magma
injection (Allerton and Vine, 1991); and small rotations of dykes, such as seen in the
Makhaeras (Figure 1.2) dyke domain and other areas of the Troodos ophioiite,
indicative of long periods of magmatism keeping pace with spreading rates
(MacDonald, 1982). Intermediate spreading rates have been proposed on the basis of
comparison of fault throws between the Mathiati area and mid-ocean spreading centres
(Boyle and Robertson, 1984). Slow spreading rates have been proposed on the basis
of similarities between the dimensions of the Solea graben with throws of 300-800
metres along normal faults, and those of mid-Atlantic ridge valleys (Varga and
Moores, 1985). Chapter 2 showed that the Troodos ophiolite probably formed in an
intermediate to fast spreading environment punctuated by periods of tectonic thinning
and low to no magma budget.

5.3 NATURE AND DEVELOPMENT OF THE SHEETED DYKE COMPLEX

The formation of the Sheeted Dyke Complex in the Troodos ophiolite depended on
the rate of supply of magma, and stress conditions. An increased magma budget may
have resulted in magmatic spreading, possibly at a fast rate. Periods of a decreased
magma budget may have been concomitant with tectonic (amagmatic) spreading. Both
magmatic and tectonic spreading appear to have contributed to formation of the
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Troodos ophiolite: large areas of steep, undeformed dykes in the Makhaeras domain
imply a continuous magma supply, whereas the formation of grabens and rotations of

dykes about strike-parallel axes implies lack of a magma supply accompanied by
tectonic stretching (Chapter 2).

5.3.1 Magma Chamber Model

- Field work in the Plutonic Complex, of the Troodos ophiolite, showed that magma
chamber sizes are 0.5 to 3 kilometres in their long (paleo-horizontal) dimensions,
(Dunsworth, 1989; Dunsworth and Calon, 1984). Studies of cryptic layering in the
plutonic rocks in the CY-4 drill hole (Browning et al., 1989; Sinton and Detrick,
1992) show that the melt portion of the magma chambers may have only been a few
tens to a few hundreds of metres thick. Evidence from hydrothermal alteration
(Sections 5.3.5) also suggests discrete small magma chambers existed in the Troodos

crust,

Magma chambers beneath the seafloor were historically considered to be large bodies
with sizes of the order of major transform fault spacings (e.g. Gass, 1979). Recent
work in ophiolites, such as in the plutonic section of the Troodos ophiolite
(Dunsworth, 1989; Malpas gt al., 1989a), and seismic reflection surveys of oceanic
crust (Detrick et al., 1987; Kent ¢t al.,1990; Morton and Sleep, 1985) which indicate
the magma chambers are multiple, smaller, transient bodies with melt layer widths
and thicknesses of 800-1200 metres and 10-50 metres, respectively.
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The geochemistry of the sheeted dykes is highly variable, but, this variance is not
correlated with either temporal or spatial relationships (Section 2.3.2.2 and Appendix
B.2). The observed variation in the geochemistry of the dykes implies that multiple
injections from at least two chemically different sources of magma operated

contemporaneously.

The field evidence, in the form of extensive syn-kinematic, large-scale, high-angle
faulting, extending as far down as the residual mantle section (Calon, pers. comm.,
1989) in the Troodos ophiolite, suggests a deep-seated brittle-ductile transition and a
low thermal gradient. This, for the nature of the intrusions and the faults in the
Troodos ophiolite suggests that small, transient magma chambers utilized fault
systems in the crust (Figure 5.1)(Sinton and Detrick, 1992). The implications of small
transient bodies for the formation of the crust and the development of fracture and
hydrothermal systems are: increased chemical variability in the sheeted dyke
population over small areas; the formation of interfingering dykes from different
sources; and the formation of localized hydrothermal circulation cells. These
implications result partly because these magma bodies are point sources of heat both
in space and time.

5.3.2 Formation of the Sheeted Dyke Complex

Dyke orientations in the Spilia-Politiko area can be used to define dyke domains
(Section 2.3.2.1). Abrupt changes in dyke trend define the domain boundaries; abrupt
changes in dyke dip define the boundaries of sub-domains. The formation of discrete
dyke domains in the Sheeted Dyke Complex of the Spilia-Politiko area, typically 3 to



FIGURE 5.1 MAGMA CHAMBER MODEL (AFTER SINTON AND DETRICK, 1992). SECTIONS
SHOW TWO END-MEMBER CASES: A) LOW MAGMA BUDGET - AMAGMATIC
EXTENSION AND B) HIGH MAGMA BUDGET - MAGMATIC EXTENSION.

961
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5 kilometres across, most likely reflects periods of continued spreading when there
was no change in the orientation of the local stress field at the spreading centre.
Abrupt changes in dyke orientation at the domain boundaries, typically over 500
metres, imply rapid changes in the stress field orientation or long periods of low to no
magma budget accompanied by gradual change in the stress field orientation with
respect to dyke formation. The former is favoured since long periods with no magma
budget would be accompanied by amagmatic extension and rotation of dykes. This
implies that the amount of dip-rotation of the dykes should change abruptly at the
domain boundaries which is not the case. Local variations of dyke orientations are
greatest near the boundaries of rock units such as at the transitions between the
extrusive/sheeted dyke and the gabbro/sheeted dyke (Section 2.3.2.1). This likely
reflects anisotropy in the stress field due to contrasting lithology.

The number of dyke margins measured along a scanline increases toward the south of
the Spilia-Politiko area (Figure 3.12). Whereas this may indicate a decrease in dyke
width with depth, it may also reflect increased splitting of the dykes with depth
through intrusion by other dykes. Pulses of magma injected into the crust from a
magma chambér are more likely to split pre-existing partially molten cores of dykes
nearer the magma source resulting in a greater number of dyke margins. Dyke width
may be controlled by the regional principal stress field at the time of dyke
emplacement and the pressure of the intruding magma (Helgason and Zentilli, 1985).

At the seafloor, pillow and flow sequences generally lie horizontally or dip a few
degrees (Rona, 1984). Near right-angle contacts between pillow and flow sequences
and the sheeted dykes (e.g. near Ayia Marina and near Ayios Epiphanios), indicate
that the dykes were injected vertically into the crust (Section 2.3.3), assuming the
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extrusive volcanic rocks were originally horizontal. Dykes, in the field area,
commonly have only one chilled margin. Opposite sides of the same dyke are often
separated by a few metres to tens of metres by intervening dykes. This indicates that
injection occurred either along the centres of split dykes or along existing dyke
margins. Dykes often show striae, related to the injection of the magma, trending at
low angles, and elongated vesicles whose elongation directions vary from vertical to
sub-horizontal (e.g. near scanline 1111 - Spilia-Lagoudhera road and at scanline
1137 - Ayia Koroni section). The mode of migration is dependent on the magma
pressure and the conduits available for magma transport. This phenomenon in the
Troodos ophiolite was alluded to by Baragar gt al. (1987) and Nash (1979), and has
recently been shown on the basis of anisotropy of magnetic susceptibility data
(Staudigel ¢t al., 1992). Lateral injection of magma which subsequently rises to form
vertical sheets should not significantly affect the final dyke orientation. Late dykes
cutting the volcanics are rare in the study area, implying that late dykes did not
penetrate the full thickness of the crust or, more likely, that off-axis volcanism was

uncommon.

Dykes form when magma from a magma chamber is injected into the overlying crust
along planes of tension (e.g. fractures and faults), in a narrow zone of intrusion (Kidd
and Cann, 1974; Rosencrantz, 1982) at the spreading ridge axis. The ridge axis and
transform fault orientations control the orientation of dykes. Dyke planes lie parallel
to the spreading ridge axis and form planes of pre-existing weakness in the crust for
subsequently injected dykes (Figure 5.2A).

Near a ridge-transform intersection (RTT), the principal stress orientations rotate and
are different from those at the ridge axis far from the RTI. This results in the
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injection of dykes at increasing angles to the ridge axis, nearer the RTI (Figure 5.2B;
Section 2.3.2). Oceanic transform faults can affect newly forming dykes at distances
up to 10 kilometres from the transform zone (Karson, 1987). Dyke orientations in the
Spilia-Politiko area are not always parallel to the assumed north-south trending ridge
axis but show consistent change in orientation to the south toward the South Troodos
Transform Fault (STTF). Dyke orientations in the Spilia-Politiko field area suggest
that the effects of the STTF on dyke emplacement extend 12 kilometres to the north
of the fault zone (Section 2.3.2). More than two thirds of strike-slip faults trend
north-south perpendicular to the trend of the STTF (Table 2.2).

An upward bulge in the crust at the ridge axis, due to either asthensopheric upwelling
or magma buoyancy, may cause the development of an axial caldera (Haymon et al.,
1991). In either case, the brittie dyke sequence is cut by ridge-parailel normal faults
during upwelling. Movement of dyke blocks along these faults results in the formation
of an axial caldera. Continued magmatic spreading causes these fauited blocks to
move up and over the caldera walls and then eventually down towards the abyssal
plain. This involves reverse fault motion through reactivation of the previously

formed normal faults (inversion tectonics) (Figure 5.3).

Karson (1987), on the basis of field work in the Bay of Islands ophiolite,
Newfoundland, suggested that dyke orientations are controlled by shear along
transform faults and by the depth to the brittle/ductile transition. These conditions
result in the dyke orientations shown in Figure 5.4A, where, dykes at shallow depths
form in tension gashes trending away from the RTI, and dykes below the
brittle/ductile transition trend progressively more toward the RTI. MacLeod et al.
(1990), on the basis of observations in the Troodos ophiolite, suggest that dyke
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orientations are controlled entirely by tectonic rotations in the vicinity of the RTI
(Figure 5.4B). They state that virtually all the of rotation of the dykes is
accommodated in the vicinity of the RTI, whereas, Karson’s (1987) model implies
that continued rotation, in the active transform zone, will take place at depth, but not
in the brittle zone. The continued clockwise swing of dyke orientations in the Spilia-
Politiko area toward the south (e.g. Figure 2.6), tends to support the MacLeod ¢t al.
(1990) deduction.

Dykes thought to be injected vertically into the crust may later tilt. The tilting of
dykes occurs either through block faulting (Verosub and Moores, 1981) or through
subsidence (Cann, 1974; Rosencrantz, 1982). Dewey and Kidd (1977), using a similar
model, noted that the dykes could also remain vertical due to the perfect isostatic
adjustment to loading.

The style of tilting may depend on the balance between tectonic stretching and
magmatic outflow (Karson, 1987; Karson ¢t al., 1992). If there is episodic magmatic
activity, this may lead to block faulting during the tectonic stretching phase, and
subsidence during the magmatic outflow stage, causing dykes to dip toward the axis.
The weight of the overlying lava pile causes subsidence, in turn causing dykes to
rotate away from the axis. This style of deformation is noted in Iceland where dykes
rotated away from the spreading axis (Bodvarsson and Walker, 1964).

Dykes at and beyond the edges of the Mitsero graben in the Spilia-Politiko field area,
are near vertical (Figure 2.14). Since these areas were the least affected by the graben
formation, which is thought to be a late event in the history of the Spilia-Politiko area
(Sections 2.3.4 and 5.3.3), they may represent original dyke dips. This implies the



dykes formed and remained in a vertical position throughout the magmatic spreading
process (Figure 5.3), and were isostatically adjusted without changes in their dip.
This also implies that during spreading away from the axis and the axial caldera,
dykes moved along steeply dipping faults. The steeply dipping Gourri fault zone on
the eastern margin of the Mitsero graben, may be an example of the steeply dipping
faults in this figure. Hydrothermal mineralization is seen along this fault zone
indicating its presence early in the history of the area. Later tectonic stretching events
will change the dyke dips away from the vertical. The model of Dewey and Kidd
(1977) applies only to dykes near a high magma budget ridge axis, and so is not valid
for spreading ridges with intermittant or low magma budgets, since it does not predict
further tectonic rotations of dykes.

Rosencrantz (1982) stated the sheeted dyke complex is the lid or brittle roof zone of
the magma chamber. He ascribed all dyke rotations to subsidence of the overlying
lava pile. The findings of this study, however, show that most of the rotation can be
ascribed to amagmatic stretching (Section 2.3.3). This is the direct consequence of

axial fault formation and off-axis graben formation caused by tectonic stretching.

5.3.3 Graben Formation

The grabens in the Troodos ophiolite were defined, in this and other studies (e.g.
Varga and Moores, 1985), on the basis of the dyke facing directions. Dykes dipping
toward each other, over large areas, define a graben axis, whereas dykes dipping
away from each other define the graben boundaries.
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Graben structures may form in both on- and off-axis positions as a result of crustal
tectonic extension during periods of low magma budget. However, the formation of
on-axis grabens is contemporaneous with the formation of the sheeted dykes at the
ridge axis. Thus, the trend of the graben axis is likely similar to that of the sheeted
dykes, since both formed under the same regional stress conditions. Graben structures
are of finite extent perpendicular to the axis. This means that material forming at the
ridge axis, within the graben structure, will eventually spread beyond the edge of the
graben. Material passing the edge of the graben, on its way toward the abyssal plain,
is likely re-rotated along pre-existing faults.

The Solea graben, to the west of the Spilia-Politiko area, is thought to have formed
on-axis at a spreading ridge (Figure 5.5) (e.g. Varga and Moores, 1985).
Hydrothermal alteration in the graben is thought to post-date the graben formation and
perhaps to be associated with an off-axis position because of its asymmetric shape
with respect to the graben axis (Schiffman ¢t al., 1987). The shape of the
hydrothermal alteration pattern, however, could have formed on-axis, if crustal
accretion in the area occurred in a direction oblique, rather than perpendicular, to the

graben axis at slow spreading rates (Atwater and Macdonald, 1977).

Off-axis grabens post-date hydrothermal circulation and are superiinosed on the pre-
existing fabric of the crust. The trend of the axis of these late structures is not
necessarily the same as that of the dykes. The off-axis graben axis was likely or.ented
perpendicular to the direction of extension at the time of its formation; this orientation
may be different from that of the dykes.






The present dip of the dykes implies that tectonic extension in the Spilia-Politiko
study area caused the formation of the Mitsero graben. More than half the dip-slip
faults in the field area trend east-west perpendicular to the graben axis (Table 2.2).
Dyke dips are near vertical at the eastern and western boundaries of the graben. In
the east-central portion of the field area dykes dip toward each other on opposite sides
of a roughly north-south trending line (Figure 2.7). This line is defined as the Mitsero
graben axis. The graben axis cuts across the dyke domains and therefore the graben is
likely an off-axis late phenomenon (Figure 2.6). Although it is not possible to date the
faulting in the field area, non-mineralized faults following the graben axis trend also
indicate that graben formation may post-date hydrothermal circulation. If the graben
had formed on-axis, the pattern of hydrothermal alteration (Section 5.3.5) would be
expected to be symmetrical about the graben axis; it is not.

The Mitsero graben formed through rotation of dykes about an axis, largely parallel
to the dyke strike. In the southern portion of the ficld area, the dyke strike swings
from north-south to notheast-southwest, probably as a result of shear along the South
Troodos Transform Fault (Section 2.3.2.1). The graben axis also swings to the west
but to a lesser'extent, again implying formation of the graben under different (later)
stress conditions than the dykes. The later super-position of the graben axis on dykes,
that had been rotated to some extent already, means that the total rotation of the
graben axis will be less than that of the dykes.

Rotation, causing dip changes in the orientations of the dvkes, appears to have
occurred along faults which are planar at the outcrop scale. The map pattern of the
faults suggests the fault traces converge to an area south-east of Palekhori (Figure
2.20). This implies the planar faults may have rotated, forming overall listric
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trajectories. The depth of such a listric detachment zone seems to lie within the
gabbros, rather than within the sheeted dykes implying cold crust, again, and off-axis
graben formation. This is corroborated by the highly altered zone in the drill core of

hole CY-4 south of Palekhori (Section 2.3.4), which is possibly a zone of detachment.

To the west in the Solea graben, which formed on-axis, the detachment zone lies at
the base of the sheeted dykes (Moores ¢t al., 1990). That the Mitsero graben formed
off-axis, and not on-axis, suggests that spreading rates in the Spilia-Politiko area were
higher than those in the Solea graben area at the time of formation of the dykes,
probably a result of more or longer lived (possible replenished) magmatic heat

sources.

The Mitsero graben dykes experienced less rotation than did their Solea graben
counterparts (Table 2.1); this may be explained in the following manner. An axial
graben formed along the ridge axis, resulting in the rotations of dykes along
horizontal axes toward the ridge axis, in both the Spilia-Politiko area and the Solea
graben. In the Solea graben case, the amagmatic extension added to the net rotations
that the dykes had experienced during the formation of the axial caldera. In the case
of the Mitsero graben, the material constituting the axial caldera moved off-axis as a
result of magmatic extension, back-rotating as the material passed the axial caldera
boundary toward the abyssal plain. With the onset of amagmatic extension, the faults
were reactivated and a graben structure formed in an off-axis position. However, the
later rotations of the dykes, during the formation of the graben, were added to
back-rotated dykes.

It appears possible that amagmatic or tectonic extension occurred in three major
graben areas: the Solea graben; the Mitsero graben; and the Lamaca graben. The
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east-west extension calculated for the Solea graben, whose present width is 15
kilometres, is 45% (Varga, 1991). In the Mitsero graben the average east-west
extension is calculated as 12% over a present width of 16 kilometres (Section 2.3.3).
The Larnaca graben, which is the least studied graben to date, has an estimated
present width of 10 kilometres and an estimated 100% extension (Allerton and Vine,
1991). On the basis of these figures, almost 14 kilometres of the present-day exposure
was produced through amagmatic stretching including faulting and block rotation.
Some of this tectonic spreading occurred on-axis (Solea graben) and some off-axis
(Mitsero graben).

Injection of dykes with different orientations into an area of pre-existing dykes as a
result of a ridge jump, can produce areas with complicated and difficult to interpret
magnetic lineation patterns. If such a multiply injected dyke package were further
affected by superposition of a graben structure, a result of tectonic extension of the
crust in an off-axis position, the resulting dyke pattern is further complicated. This
may in part explain the somewhat chaotic orientations derived from paleo-magnetic
studies of Deep Sea Drilling Project boreholes (e.g. DSDP hole 504B, Kinoshita ¢t
al., 1989) and the dyke orientations in the Spilia-Politiko area in domain 6 (Section
2.3.2.1). Domain 6 is defined by two sets of dykes oriented at roughly 90° to each
other, one set of which shows affinity to domains 4 and 3B.

5.3.4 Significance of the Spilia-Politiko Area Dyke Domains
A tectonic model for the Spilia-Politiko area must explain the following points: 1) the

swing in domain dyke orientations from NE-SW in the east to NW-SE in the west of
the field area, 2) the graben axis features including its swing to the west in the south



and the observation that it cross-cuts dyke domain boundaries, 3) the formation of the
Solea, Mitsero and Lamaca grabens in the Troodos ophiolite, and 4) the distribution
of hydrothermal cells in the Spilia-Politiko field area. The tectonic framework
developed in Chapter 2 for the Spilia-Politiko area suggests that the sheeted dykes
formed on-axis, rather than off-axis as suggested by Gass and Smewing (1973), at an
intermediate to fast spreading axis near a transform fault. The Mitsero graben
structure formed off-axis, possibly through reactivation of earlier faults which formed
on-axis. This area, thus, reflects an interplay of strike-slip faulting (along the South

Troodos Transform Fault) and magmatic and amagmatic extension.

The dyke domains, delineated (Section 2.3.2) in the Sheeted Dyke Complex of the
Spilia-Politiko area, have abrupt boundaries implying that they formed in distinct
stages. The following model for the formation of the dyke domains (Section 2.3.2)
utilizes the dyke rotation model of MacLeod et al. (1990) (Section 5.3.2). Dykes were
injected, parallel to the ridge axis, at a dextrally offset spreading ridge north of the,
sinistrally slipping, South Troodos Transform Fault (STTF) (Time 1 in Figure 5.6).
These were dykes presently belonging to domains 2 and 5. East of the of the ridge
axis (inactive comer of the ridge-transform intersection (RTI)), dykes were not rotated
about a vertical axis; there may be rotation of dykes, about a horizontal axis, toward
the ridge axis (domain 2). In the active comer of the RTI, west of the ridge,
continued slip along the STTF resulted in the counter-clockwise, tectonic rotation of
dykes forming domain 5 (cf. Figure 2.6).

The dykes of domain 4, at present, trend north-south, parallel to the paleo-ridge axis.
This implies they have undergone no rotations about a vertical axis (Figure 2.6). An

explanation for this is that a ridge jump occurred, after the formation of domains 2
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and 5, of the ridge axis south of the STTF (Time 2 - Figure 5.6). The relative sense
of motion of the ridge-transform system would now be reversed, from that of Time 1,
to a sinistrally offset, dextrally slipping ridge. Following this ridge jump, the dykes of
domains 3 and 4 were injected. The dykes of domain 4, located on the inactive side
of the RTI, were not rotated, whereas, those of domain 3, on the active side of the
RTI, were rotated about a vertical axis in a clockwise manner (viewed from above).
The dykes rotated as blocks along roughly north-south trending strike slip faults (cf.
Figure 2.18). These faults make up, in part, the boundaries for the dyke domains.

During the injection of dykes at the ridge axis, an axial caldera structure may have
formed in conjunction with the formation of normal faults along the margin of the

caldera structure.

With waning injection into the crust, as the magma chamber cooled, the rate of
magma injection no longer provided the quantities of material needed to match the
spreading rate; the spreading became amagmatic. As a result, the crust extended
tectonically through rotations of the sheeted dyke section about a roughly horizontal
axis, oriented sub-parallel to the ridge axis. This period of tectonic rotation may have
succeeded a ridge jump to the east to form the Lamaca graben. Thus, the extension
event forming the Mitsero graben, took place on the western flank of another
(Larnaca) spreading ridge. It is possible the dykes of domain 6B formed during this
period of amagmatic extension, possibly coincident with the emplacement of the small
gabbro body which is located on the Mitsero graben axis in the vicinity of Ayios
Epiphanios (Figure 2.1).




This curvature of the Mitsero graben axis indicates that, whereas the graben faults
may have formed at the ridge axis, the graben axis was formed as a result of dextral
slippage along the transform fault. The axis of the Mitsero graben cross-cuts the dyke
domain boundaries; that is, the dykes were rotate to a greater degree than the axis.
This implies that the dykes preceded the graben axis by a sufficient amount of time,
allowing them to rotate to a greater amount before the super-position of the graben
structure.

The main points of this model include: 1) formation of dykes in domains 2 and 5 at a
dextrally offset, sinistrally slipping ridge; 2) a ridge jump to the east cf the ridge axis
to the south of the STTF, causing a shift to a sinistrally offset, dextrally slipping
ridge; 3) this resulted in the formation of domains 3 and 4 and the pattern of dyke
strikes presently seen in the field area; 4) formation of the Mitsero graben post-dates
dyke formation at the ridge axis, as indicated by the cross-cutting relations of the
graben axis and the dyke domains; 5) a detachment zone may be present in the
Plutonic Complex (south of Palekhori - Section 2.3.4), its location in the gabbros
indicates sufficient cooling of the crust to allow brittle deformation of the Plutonic

Complex. Such conditions may have existed off-axis, away from crustal heat sources.

At the greater scale of the Troodos ophiolite, a sinistrally offset ridge near a dextrally
slipping transform fault resulted in the on-axis formation of the Solea graben (Time 1,
Figure 5.7). This is indicated by large dyke rotations and, possibly contemporaneous,
hydrothermal alteration. Although Schiffman et al. (1987) stated that the alteration
occurred off-axis, it is possible to envisage axis heat-source migration consistent with
the pattern of hydrothermal alteration seen in the Solea graben (Section 5.3.3). A
shallow detachment (at the base of the sheeted dykes - Moores gt al., 1990; Varga,
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1991) indicates the presence of a shallow brittle/ductile transition zone which implies

formation of the transition zone in a hot crust (i.e. on-axis) shortly after its formation.

A jump to the east of the ridge north of the transform fault initiated spreading in the
Spilia-Politiko area forming the dykes of domains 2 and § (Time 2, Figure 5.7). Dyke
rotations of smaller magnitudes than in the Solea graben (average present dips of 80°
in the Mitsero graben) may indicate higher magmatic spreading rates. Following a
ridge jump to the east of the ridge axis south of the transform fault, domains 3 and 4
formed (Time 3, Figure 5.7). Greater rotations of the domain 3 and 4 dykes (average
dips of 70°) may show slower spreading rates. Lastly a ridge jump to the east of the
ridge axis north of the transform fault initiated spreading in the Larnaca graben area
(Time 4, Figure 5.7).

Cessation of magmatic spreading and continued extension resuited in the formation of
the Mitsero graben. The lack of surface exposure of a detachment feature in the
Mitsero graben (such as seen in the Solea graben), and its possible existence at deeper
structural levels (Section 2.3.4) suggests a deeper brittle/ductile transition, implying
the crust was cold, and thus off-axis, during graben formation. The axis of the graben
cross-cuts dyke domain boundaries (Section 2.3.2.1), which also fmplies off-axis
formation of the graben structure. The pattern of epidosites noted in the field is
different in each domain. On-axis formation of a graben would control the location of
hydrothermal cells. There is, however, no symmetrical relationship between the

Mitsero graben and the epidosite pattern, implying the two are not related.



§.3.5 Hydrothermal Circulation

Many hydrothermal features seen at modern spreading centres, such as metal-sulfidcs
and hydrothermal fluids discharging from vents, are preserved in the Troodos
ophiolite in the form ot metal sulfide ore deposits and chimney structures (Lydon,
1984; Oudin and Constantinou, 1984; Vibetti, 1985, pers. comm.). Fluid passage in
fractures is recorded by the precipitation of secondary minerals. Fluid circulation,
upon initiation of convection, will initially be up toward the discharge zone and then
recharge down to the heat source. In a homogeneous, isotropic, porous medium a
radial pattern of flow, in the hydrothermal circulation cell, is implied. The
fracture/fault system biases the permeability into directions parallel to the ridge axis
along dyke margins and perpendicular to the ridge axis along shallowly dipping
portions of listric normal faults (Section 4.3).

Hydrothermal convective systems have been described as consisting of five parts
(Figure 5.8): 1) recharge area; 2) downflow zone; 3) feeder zone; 4) upflow zone; 5)
stockwork and discharge zone (Lydon, 1988). Recharge zones will preferentially
occur in sediment-free areas, because the sediments form a low permeability cover on
the extrusive volcanic rocks of the oceanic crust. The downflow zone is thought to
occur along faults and fractures where permeability is highest. Areas in the Troodos
ophiolite characterized by the complete alteration of dykes to epidosite (assemblage of
epidote and quartz) are considered to be areas of intense water-rock interaction
(Richardson gt al., 1987; Schiffman et al., 1990). These assemblages indicate high
water-rock ratios at relatively high temperatures (Bowers and Taylor, 1985; Mottl,
1983). These areas are considered to be the feeder and upflow zones to the
hydrothermal ore deposits (Varga and Moores, 1985) and may be the source of the






metals found in the metal-sulfide deposits in the Pillow Lavas (Richardson ¢t al, 1987;
Schiffman gt al., 1990). Narrow pipe-like, fault controiled, epidosite bodies seen
throughout the field area, indicate upflow zones may be narrow features, probably
related to the adiabatic rise of fluids.

In the Spilia-Politiko area, epidosites were noted at all levels of the Sheeted Dyke
Complex and the Basal Group (Figure 5.9). An occurrence of epidosite was also
noted in the Lower Pillow Lavas east of Ayia Marina. Richardson et al. (1987)
reported that epidosites occur only at the base of the sheeted dyke complex. This
implies they are unlikely to be root zones for the hydrothermal circulation cells as he
suggested. Rather, they constitute remnants of fluid pathways in the dyke section and
to a limited extent, in the pillow lavas (such as in the area to the east of Ayia Marina
where an area of pillow lavas has been completely epidotized). From the distribution
of epidosites shown in Figure 5.9, one is lead to believe, instead, that they were
conduits that were preferentially used by the circulating hydrothermal fluids (also
Harper ¢t al., 1988).

The highly brecciated, high permeability stockwork and discharge zones lie at the
upper end of the upflow zone. They tend to channel flow causing fluids to largely by-
pass areas outside the newly created higher permeability zone which would not
undergo as much alteration as the higher permeability zone. The shear zone situated
near Apliki village, in the vicinity of the Mitsero graben axis, is such a case. There,
within 100 metres of the shear zone, there is no appreciable alteration. The discharge
zone is an area where precipitation of metal sulfides occurred when hot saturated
hydrothermal fluids came into contact with the downflowing cold, and as yet

unmodified seawater, altering the mineral solubility. The extrusives in some mines






(e.g. Agrokipia and Mathiati mines), locally have fresh glass on pillow margins,
demonstrating the degree to which hydrothermal alteration can vary in intensity
(Gillis, 1986).

In the field area, epidote mineralization is associated with dyke margins (Section
3.3.4). Since it is assumed that the dykes were formed in a vertical orientation
(Section 2.3.3 and Varga, 1991), this implies that vertical (dyke-parallel) fractures
were open and more available to fluid passage than fractures normal to the plane of

the dykes. This type of environment is present at the ridge axis during extension.

Calcite, a late precipitation product, related to the waning stages of hydrothermal
circulation, tends to be found in fractures perpendicular to dyke planes which implies
that unloading of the crust was taking place at the time of calcite precipitation.
Permeability calculations show that fracture permeabilities for those fractures
containing calcite, are less than for those containing epidote, suggesting a decrease in
the rock permeability over time (Sections 4.3.3.4.1 and 5.3.5).

Fractures without mineral fillings represent 51% of all fractures (Table 3.5A). They
are most commonly found at the top of the sheeted dyke section in the Basal Group.
These fractures were not utilized by hydrothermal fluids because they: 1) were not
interconnected to the general fracture network, or 2) formed after the cessation of
hydrothermal fluid circulation. The first option appears the most reasonable because
open, empty fractures cross-cutting hydrothermal mineral filled fractures, as would be
expected if a later generation of fractures developed, are not seen in the field area.
This implies that approximately half of the fractures do not contribute greatly to fluid

circulation and, therefore, to crustal cooling.
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High temperature, high water-rock ratio conditions result in the conversion of diabase
dykes to epidosite (epidote-quartz-chlorite assemblages), 2 widespread phenomenon in
the Sheeted Dyke Complex of the Troodos ophiolite. The distribution of epidosite is a
direct indication of the distribution of hydrothermal circulation cells (Richardson gt
al., 1987).

Epidosites generally are fine to medium grained rocks consisting of epidote + quartz
+/- chlorite; accessory minerals include sphene, magnetite, and locally, actinolite or
pyrite. Epidosites are entirely lacking in relict igneous textures, consisting of a mosaic
of anhedral to prismatic epidote and lobate quartz +/- skeletal magnetite (which may
be replaced by sphene). Near the edges of epidosites, rare occurrences of relict
pyroxene demonstrate that the epidosites formed through the alteration of the diabase
dykes. In the Spilia-Politiko area, epidosites comprise roughly 30-50% of an outcrop
area whereas the remainder of the nutcrop consists of less altered diabase dykes. The
epidosites form primarily in areas of light to dark grey competent dykes, with rare
occurrences in dark brown weathered, friable dykes. The epidosite outcrops are
roughly 6% more fractured than non-epidosite, diabase outcrops (based on the
scanline fracture surveys; Chapter 3). Epidosite has a striped alteration pattern
paralleling the dyke orientation which, in general, do not crosscut dyke margins. The
most intense alteration seems to be concentrated in the coarsest portions of the dyke.
The distribution of epidote in some cases suggests that the matrix permeability is
locally significant to allow alteration of the rock on a large scale. This implies either
long fluid residence times, which does not seem likely in view of fluid flow rates seen
at analogous seafloor hydrothermal areas (e.g. MacDonald ¢t al., 1980 or Von
Damm, 1990), or, more likely, greater intergranular permeability in the coarser

grained cores of some dykes, possibly along grain boundary cracks. Epidote veins
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have an up to 3 centimetres wide alteration halo (generally less than 1 centimetre).
The average size of an epidosite occurrence, in the study area, ranges from 50 to 100
metres perpendicular to the strike of the dykes, and, where it was possible to map,
roughly 150 metres parallel to the dyke strike. Most epidosites occur in the vicinity of
faults, although associated fault surfaces do not always contain evidence, such as
hydrothermal minerals, for the passage of fluids.

Epidosites are strongly depleted in Cu and Zn (Richardson ¢t al., 1987). Richardson
et al. (1987) conclude that circulating water stripped 90% of the Cu, 50% of the Zn
and 40% of the Mn from the rock. During the formation of a large sulfide deposit the
water/rock ratio in the epidosite is as high as 20 (Richardson gt al., 1987). On the
basis of Cu concentrations in average diabase dykes (averaging 56 ppm - using
analyses from Baragar ¢t al. (1989)), mean ore body spacings of 4.4 kilometres
implying a reservoir diameter of 4.4 kilometres - measured from published maps also
Spooner and Bray, 1977), approximate crustal sheeted dyke thickness of 2 kilometres
{(Moores and Jackson, 1974), and average fracture densities of 3 fractures per metre
(see fracture frequency plots in Appendix A.3.8), each with a 2 centimetre reaction
halo, only 6% ‘of the total Cu (43% of the Cu in the reaction halos) would be required
to produce a 5.5 million tonne ore deposit at 2.25% Cu. This rough calculation was
done to show that, although not every fracture has a large reaction halo, on a
volumetric basis, there is no necessity to invoke a mantle or magmatic source to
account for the metals found in the Cyprus ore deposits.

Occurrences of epidosites in the Mitsero graben (Figure 5.9) are aligned parallel to
river valleys, along a northeast-southwest trend. Lineaments from the remotely sensed

images coincide with these valleys (Section 2.3.1), suggesting that the occurrence of
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the epidosites is controlled by the location of major lineaments or faults. Epidosites
were not seen outside of the valley roadcut outcrops. Whereas this implies that they
are restricted to the vicinity of major faults, it does not totally preclude the

possibility, that because of poor outcrop availability, they may also exist elsewhere.

An example of massive epidotization associated with faulting occurs in the Lower
Pillow Lavas east of Ayia Marina, with an area of S0 metres by 60 metres, about 250
metres from a large scale lineament (Peristerona River valley). Samples similar to
those observed east of Ayia Marina have been collected from the mid-Atlantic ridge.
These were originally glassy basalts, that were altered at high (200° to 350°C)
temperatures, to chlorite-quartz-epidote-rich assemblages which may have come from
a narrow zone of discharge of hydrothermal fluids (Stakes and O'Neil, 1982).

Mines, gossans, mineral occurrences and epidosites occur in greater concentrations
west of the Mitsero graben axis (Figure 5.10). This asymmetric pattern, with respect
to the graben axis, does not agree with a graben model in which the graben formed
on the ridge axis, supporting earlier statements that it formed off-axis by amagmatic
extension (Section 2.3.5).

Epidosites in the field area are spaced, in a north-south direction, 2.3 kilometres
apart, and, in an east-west direction, 4.1 kilometres apart in the western portion of
the Mitsero graben (Figure 5.9). In the eastern portion of the Mitsero graben the
spacings are 5.3 kilometres (N-S) and 5.2 kilometres (E-W), respectively. These are
average distances using all the epidosite data; it should be noted that the epidosites
likely did not form at the same time, thus these spacings are to be taken only as
possible indicators of hydrothermal cell spacing.
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The extent of hydrothermal cells is based on the spacing of the epidosites (at depth)
and the ore deposits (at shallower crustal levels in the extrusive volcanic rocks). Their
locations were thus controlled, first, by the heat source location, and second, by the
fracture characteristics of the crust overlying the heat source.

The size of hydrothermal cells was likely controlled by the size of the underlying heat
source. The average size of each hydrothermal cell is estimated by the spacing
between the epidosites (up-flow zones), in a north-south direction (parallel to the
spreading-ridge axis) since ridge-parallel cells may have been contemporaneous. The
present-day lateral spacing (ridge-normal) of the epidosites is probably dependent on
the paleo-spreading rate and the spacing of major faults, Using the distances between
mines, gossans, and mineral showings in the Spilia-Politiko area, the average spacing
of hydrothermal upflow zones appears to have been 2.3 kilometres west of the graben
axis and 5.3 kilometres east of the axis. The difference between spacings on either
side of the graben axis implies fewer and possibly larger hydrothermal cells on the
eastern side of the graben. Two possible causes could be, (1) that the Mitsero graben,
east of the graben axis, is narrower and therefore fewer alteration zones are seen, and
(2) that the dyke section is thicker in the eastern half of the graben, which may have
lead to lower thermal gradients. The pattern of epidosite occuneﬁces in the field area
is not symmetric about the graben axis, which would be expected if the graben
formed on axis. This indicates that the graben is a post-hydrothermal-circulation
feature, so that the hydrothermal cell distribution and the graben axis are unrelated.
However, faults that controlled the flow of hydrothermal fluids may have been re-
activated during the formation of the graben structure. Many of the mineralized faults
seen in the field area contained striae on the secondary mineral surfaces implying
motion along the fault after mineral precipitation took place.



The spacing of hydrothermal upflow zones differs from domain to domain in the
Spilia-Politiko area (Figures 5.10 and 5.11), suggesting that the heat sources in each
domain may be different. The epidosites of domain S formed along a line parallel to
the spreading direction (Figure 5.9), implying the influence of a single, probably
intermittent, heat source (Figure S.11A). At a later time, the epidosites in domain 4,
situated along lines perpendicular to the spreading direction, may have formed under
the influence of multiple, along-axis, heat sources (Figure 5.11B). This suggests that
over time more heat sources developed along the spreading axis, or that a single heat
source spread out along the ridge axis perhaps as a result of increased magma input to
the system. The low number of simultaneous heat sources in domain S suggests
generation of domain S during a period of low magma budget immediately following
a ridge jump. Later, during the generation of domain 4, the number of active magma
chambers increased as the new spreading ridge became established. The ridge jump
may have been followed by an influx of magma, causing an increase both in the
amount of spreading and in the hydrothermal activity. Domains 2 and 5 formed
contemporaneously, as did domains 3 and 4 (Section §.3.4), however, the number of
occurrences of epidosites noted in the field in domains 2 and 3 are too low to discern
a pattern similar to those seen in domains 4 and S. Field mapping of epidosites during
this study did not extend into the Makhaeras domain (the far eastern portions of
domains 2 and 3).

There does not appear to be any systematic shifting of the heat source along the ridge
axis, as would be indicated by a shift in the epidosite alteration pattern to the north or
south parallel to the spreading axis. The pattern of epidosites in domain 4 is more
indicative of simultaneous heat sources along the axis rather than a shifting of a heat

source through time.



Figure 5.11 Hydrothermal fluid circulation. Patterns in the section below the
sheeted dykes are the same as in Figure 5.1. Positioning of the
hydrothermal vent fields are based on the patterns of epidosites noted in
the field area. Fluid down flow occurs along stepped faults with an
overall dip that is less steep than the dykes (Section 2.3.4) A. Early
stage fluid circulation (domain 5) with a single heat source which is
periodically replenished. B. Later stage fluid circulation {domain 4)
with multiple heat sources which are periodically replenished. Between
replenishment hydrothermal activity is much reduced as indicated by
the vent spacing perpendicular to the spreading direction. Refer to text
for further explanation.
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$.3.5.1 Hydrothermal Fluid Properties

Previous fluid inclusion thermometric studies in the Troodos ophiolite have
demonstrated that hydrothermal fluids had near-seawater salinities and temperatures of
350°C (Spooner and Bray, 1977; Richardson ¢ al., 1987; Cowan and Cann, 1988;
Schiffman and Smith, 1988; Vibetti ¢t al., 1989; Kelley et al., 1992) (Appendix C.2).
These match outflow temperatures measured at hydrothermal vents on the present-day
seafloor (MacDonald ¢t al., 1980; MacDonald, 1986). Strontium isotope studies
indicate a major component of seawater was present in the system (Staudigel ¢t al.,
1986). Analyses of fluid inclusions in plutonic rocks of the Troodos ophiolite indicate
possible boiling or phase separation of fluids (Kelley et al., 1992). In the Sheeted
Dyke Complex, uncorrected homogenization temperatures of 350°C were documented
in fluid inclusions in hydrothermal quartz (Richardson gt al., 1987). These conditions
are similar to those inferred from present-day spreading axes (Haymon and Koski,
1987; Jehl, 1974; Kelley and Delaney, 1987).

Temperature and salinity of the hydrothermal fluids that cirulated in the sheeted
dykes, in the study area, were estimated from fluid inclusions in secondary minerals,
such as quartz and epidote in 27 samples from the Sheeted Dyke Complex (Appendix
C.2). Fluid inclusion homogenization temperatures ranged from 160° to 400°C.
Temperature ranges, as large as 100°C, within various cross-cutting planes of fluid
inclusions at individual locations show that fluids passed through the rocks at different
times and temperatures, during the life-cycle of the hydrothermal system. The
consistency of fluid inclusion homogenization temperature maxima indicates little
variation in the hydrothermal conditions throughout the sheeted dyke section.

Inclusion homogenization temperatures measured from fractures, with different
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orientations, in the same vicinity (i.e. within 10 metres of each other) are very

similar, demonstrating that these fractures sampled similar fluids during their history.

Temperature/salinity relationships from the study area (Figure 5.12), indicate that
salinity is independent of temperature. Since all fluid inclusions homogenized to the
liquid phase, it is assumed that no phase separation occurred in the Sheeted Dyke
Complex. The samples from the deepest part of the section at a particular temperature
have the lowest salinities and those samples from the shallower parts of the section
have higher salinities. However, the expected large variation in salinities in individual
samples is not seen. Salinity of the fluids trapped in the rock may have been increased
through a variety of processes including brine separation at depth, filtering of the
fluids, or during the formation of hydrous phases such as epidote, chlorite and
homblende in the dykes as the fluid moved upward in the section. Increasing salinity
of fluid inclusions higher in the section may be due to continued loss of water from
the fluid in hydration reactions taking place in the wall rock of the dykes or from
mixing and/or filtering of the fluid by the rock.

Salinities in a plagiogranite sample (CA86-9) just west of Spilia near the base of the
Sheeted Dyke Complex, contained diverse salinities ranging from 1.6 to 20 wt. %
NaCl equivalent. Salinities, if sufficiently diverse within a particular sample, can
indicate that phase separation took place concentrating the salts in the liquid phase (=
brine separation) which corresponds to boiling. The very high measured salinities
suggest that the trapped fluids may have been derived through mixing of unmodified
seawater and a phase-separated fluid (modified seawater) originating deeper in the
section in the Plutonic Complex (Kelley et al., 1992). It was not possible to obtain
enough data points to establish a trend. Cowan and Cann (1988) reported a similar
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A. FLUID INCLUSION DATA: THIS STUDY
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FIGURE 5.12 FLUID INCLUSION HOMOGENIZATION TEMPERATURE VERSUS SALINITY
DATA FROM THE SPILIA-POLITIKO AREA, TROODOS OPHIOLITE, CYPRUS.
A. DATA FROM THIS STUDY (SEE FIGURE 5.5 FOR LOCATIONS). B. DATA
COMPILED FROM THIS STUDY, COWAN AND CANN (1987), KELLEY ET AL. (1991),
RICHARDSON ET AL. (1987), SCHIFFMAN AND SMITH, 1988, SPOONER AND
BRAY, 1977 AND VIBETTI ET AL. (1989). DOTTED LINE ENCLOSES AREA OF A ABOVE.



occurrence in plagiogranites near Platanistasa which they describe as representing a
phase separated fluid (temperature = 500-525°C, salinity = 0.05 and 54-57wt%
NaCl) which mixed with seawater, Phase separation is a necessary step in the
generation of variable salinity black-smoker fluids and has been used to explain the

development of fluids in the Southern Juan de Fuca Ridge (Von Damm, 1988).
5.3.5.2 Interpretation of Fluid Inclusion Data

The development of stacked convection cells, one overlying the other, separated by an
im. + meable horizon of silicified material was suggested by Sleep (1983). Sealing of
fractures by quartz would be caused by decreasing quartz solubility with increasing
temperature. Two locations near Gourri (Figure 2.1), along the Gourri fault zone
(eastern margin of the Mitsero graben), were the only occurrences noted, of silicified
dyke material, not nearly enough to consider dividing the entire hydrothermal system
into separate cells. Fluid inclusion temperatures do not support separate cells, as there
is no systematic temperature variation with depth in fluid inclusions in the sheeted
dykes. There may, however, be separate hydrothermal circulation cells between the
sheeted dykes and the underlying gabbros and plagiogranites (Kelley ¢t al., 1992).

Bischoff and Rosenbauer (1989) presented a two tiered model of hydrothermal
convection: the lower level is a high temperature (400-500°C), brine-rich
(NaCl-KCI-CaCl,) cell in the plutonic rocks; the upper leve! is at a lower temperature
(300-400°C), with fluids of seawater salinities (NaCl) in the dykes. The two cells are
separated by a density contrast at a double diffusive interface. The base of the lower
cell is an ephemeral cracking front. The thermal barrier imposed by the brine layer
prevents shallower fluids from attaining temperatures greater than 360°C. In the



lower cell the fluids boil; the vapour phase migrates upward and mixes with the upper
fluids. In the lower cell recycling of brines results in progressive alteration, although
rapid microcrack healing at high temperatures may prevent prolonged circulation of
the brines (Brantley ¢t al., 1990). The upper cell is a one-pass system. Circulation of
acidic fluids leaches metals and albitizes the plagiogranites. The fluids are enriched in
Ca and depleted in Na. Low temperature and salinity fluid inclusions cross-cut brine
bearing microfractures implying downward migration of the cracking front during
waning of the heat source. Kelley et al. (1992) showed that fluid inclusion data from
the top of the Plutonic Complex supports the model of Bischoff and Rosenbauer
(1989).

The consistent temperatures and salinities of the samples in the sheeted dykes would
fall in the upper circulation cell of Bischoff and Rosenbauer (1989). Variation in
salinities in the plagiogranite sample supports the existence of the brines in the lower
part of the hydrothermal system.

The abundance of fractures does not vary with stratigraphic level in the sheeted dyke
complex. Outcrops without any fracture infillings exist only in the Basal Group,
whereas fracture infilling minerals are most common in epidosite areasa. Towards the
base of the Sheeted Dyke Complex, fracture mineral fillings nearly ubiquitous. It is
therefore likely that hydrothermal fluids passed from diffuse conduits deeper in ther
section, into more concentrated zones up towards the seafloor. This also implies
discrete zones of hydrothermal flow existed in the upper part of the Troodos crust.
Goldfarb and Delany (1988) described an anastomosing array of fractures, with large
open fractures (stockworks) near the seafloor extending down to the gabbros, fed by
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smaller and smaller conduits which become more numerous with depth to preserve the
flow.

A possible history of fracture utilization for the the Sheeted Dyke Complex would
include: 1) downflow into the crust through a system of faults which extended at least
as far down as the magma chambers (Dunsworth, 1989); 2) diffuse flow of
hydrothermal fluids upward through the interconnected fracture network; 3)
precipitation of hydrothermal minerals, such as epidote, quartz, and chlorite, in the
fractures eventually causing them to be blocked to further flow; 4) the formation of
new fractures, or enhancement of pre-existing, favourably situated (sub-vertically
oriented) fractures, to form concentrated upflow zones; and 5) decreased efficiency of
heat transfer, due to an increasingly thick insulating sediment cover, forcing fluids to
migrate laterally in the highly permeable extrusive sequence. In such a scenario,
vertical fluid migration in concentrated upflow zones in the dykes and lateral
migration in the extrusive volcanic rocks (point 4 and §), may have resulted in the
formation of the mines, gossans, and mineral showings seen in the Spilia-Politiko
area. It is expected that the late stage, post-hydrothermal (off-axis), interconnected
fracture network would be of a very low permeability (cf. Rosenberg and Spera,
1992). At this stage, the permeability may have been below the critical level needed
to support fluid circulation (de Marsily, 1984). The pattern of epidosites reflects the
distribution of hydrothermal circulation cells which are a function of ridge processes
such as the number of magma chambers operating at any one time and their relative
sizes. Epidote is ubiquitously connected with hydrothermal fluid circulation and thus
occurs early in the life of hydrothermal systems. Calcite forms late, possible during
the waning stages of hydrothermal circulation. The spatial variation of fracture
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mineral filling implies that hydrothermal circulation is diffuse at depth, becoming

more focussed along discrete zones further up section.

5.4 REGIONAL TECTONIC SETTING FOR THE TROODOS OPHIOLITE

Interpretation of the regional tectonic setting of the Troodos ophiolite is complicated
by the many tectonic belits in the Mediterranean (Dilek and Moores, 1990). Various
authors (e.g. Clube ¢t al., 1985; Moores et al., 1984; Robertson and Woodcock,
1986) presented models, often conflicting, to explain the observations in the eastern
Mediterranean area. Many of the conflicts arise out of problems with determining the
timing of initiation of the subduction zone south of Cyprus, whether the Eratosthenes
seamount could have stopped subduction, and the timing of the accretion of the
Mammonia and Kyrenia terranes. The unravelling of these problems is largely beyond
the scope of this project. Figure 5.13 chronicles one possible scenario within which
the Troodos ophiolite and the constituent dyke domains of the Spilia-Politiko area may

have formed.

The Troodos ophiolite, like most other ophiolites of the eastern Mediterranean Sea
and elsewhere, formed in a supra-subduction zone environment (Moores et al., 1984;
Dilek and Eddy, 1992). In the early Cretaceous (less than 119 Ma), a north dipping
subduction zone south of present-day Turkey aided in the closing of the Tethys Ocean
(Robertson and Woodcock, 1986). Subduction of younger Cretaceous crust was
followed by that of older thicker Tertiary crust. This may have caused roll-back of the
subduction zone to the south causing stretching of the asthenospheric wedge.

Extension in the supra-subduction zone initiated the formation of the Troodos Crust



Figure 5.13 Tectonic setting of the Troodos ophiolite. Modified from Clube et
al. (1985), Moores ¢t al. (1984) and Robertson and Woodcock (1986).
Panel 1 (Santonian (<92 Ma)) shows a subduction zone in the Tethys
sea, along the south coast of what is now Turkey. Panel 2 (Santonian
(92 Ma)) shows the formation of a suture along the former subduction
zone in the north, and the formation of a new subduction zone to the
south in the Tethys sea. Panel 3 (Campanian (92-90 Ma)) describes the
initiation of crustal accretion. The area of the circle is the area of
formation of the Troodos crust. Below the panel the circles show the
development of the Troodos crust with the associated ridge jumps
(further detailed in Figure 5.7). Panel 4 (Maastrichtian (73-65 Ma))
indicates the impingement of the subduction zone with the African plate
to the east and the counter-clockwise rotation of the African plate. In
Panel § (late Maastrichtian to Paleocene (to 55 Ma)) the Mammonia
complex is accreted to the Troodos crust. The Troodos crust rotates in
a counterclockwise direction. Panel 6 (late Eocene) indicates the
cessation of subduction and initiation of thrust faulting to the east.
Strike slip faulting occurs along the suture zone causing the accretion of
the Kyrenia terrane to the Troodos crust. The Eratosthenes seamount
causes subduction to stop and may have initiated the uplift of the
Troodos ophiolite.
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(Robertson and Woodcock, 1986). The subduction zone, situated beneath the Troodos
Crust dips to the north (Ben Avraham and Nur, 1986). The 92-90 Ma period saw the
formation of a minimum 120 kilometres wide zone of Troodos crust (present-day
width of the ophiolite) (Blome and Irwin, 1985; Robertson, 1990; Staudigel ¢t al.,
1986). The dyke domains and grabens, described in Chapter 2 and Section 5.3.4,
formed during this period.

Initially the Troodos spreading-ridge axis was oriented in a east-west direclion
(Moores and Vine, 1971; Allerton and Vine, 1991; Gass, 1990). The cessation of
spreading and the subsequent 90° counter-clockwise rotation of the Troodos
microplate (Allerton and Vine, 1989; Clube ¢t al., 1985), over a period of 25 Ma
from the latest Cretaceous (Maastrichtian) to the Paleocene, may have been caused
by: 1) possible roll-back and subsequent impingement of the subduction zone with the
African continental crust (Moores gt al., 1984); 2) collision with a micro-continent,
preserved in part as the Eratosthenes Seamount (Gass, 1979); and 3) the continued
northward movement and counter-clockwise rotation of the African continent (Sclater

t al., 1977).

The Tethys Sea appeared to have closed from the south-east to the north-west (e.g.
Robertson and Woodcock, 1986). Closure in the south-east resulted in the obduction
through thrust faulting of the Semail ophiolite in Oman. In the north-west the closure
of the ocean basin may have halted in the late Eocene due to the attempted subduction
of a micro-continent (possibly the Eratosthenes Seamount; e.g. Ben-Avraham and
Nur, 1986; Robertson and Woodcock, 1986). The Troodos ophiolite was uplifted but

was not split into fault-bounded thrust slices as was the Semail ophiolite, Oman; the
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subduction process ceased before collision with the African continent in the Troodos

region.

The Troodos ophiolite has undergone detachment and roughly 90° of counter-
clockwise rotation (Clube ¢t al., 1985; Robertson and Woodcock, 1986). Uplift and
emplacement of the oceanic lithosphere formed new fractures and fracture zones
(Section 2.3.1 and Figure 5.14). Two sets of large-scale lineaments cross-cut the
igneous-sediment boundary, implying late formation, that may be related to the uplift
of the ophiolite to its present position. The two remaining sets of large-scale fractures
(interpreted from lineaments) are of pre-uplift origin, before the accumulation of
significant sedimentary deposits (Section 2.3.1). These large-scale fractures may have
formed during extension and ridge jump episodes since they are associated with
hydrothermal alteration; other lineaments of these sets may be related to later graben

formation.
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6. FRACTURE AND PERMEABILITY CHARACTERISTICS OF
THE SHEETED DYKE COMPLEX: IMPLICATIONS

6.1 INTRODCUTION

Fracture characteristics are important in controlling the directions and volumes of
hydrothermal fluid flow through the sheeted dyke complex. These characteristics were
used in Chapter 4 to determine the fractured rock permeability of the sheeted dyke
complex. In this chapter the fracture characteristics of the sheeted dyke complex will be
discussed in the context of their formation in oceanic crust and a model will be presented
for the permeability structure of the sheeted dyke complex. Comparisons of the
permeability results from Chapter 4 will be made with those from drilling efforts in the
oceanic crust; the implications of these comparisons for permeability of the oceanic crust
will be discussed.

6.2 FRACTURE CHARACTERISTICS

Fractures form as a result of applied stresses, be they thermal, fluid or mechanical.
Fractures that were paragenetically early in the Spilia-Politko field area were divided into
two groups based on orientation, origin, aperture and trace length. The two groups are
1) dyke-parallel cooling fractures, and 2) dyke-interior columnar cooling fractures
(Figures 3.7 and 6.1). As the magma is injected into the crust it comes into contact with
colder wall rock (previously formed dykes), and rapidly cools. During this process,
contraction of the rock causes the formation of the dyke margin and internal columnar
jointing fractures. Fractures sub-parallel to the dyke margins are in general longer, have
greater apertures and have a tendency to be filled by paragenetically early epidote;
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fractures in the interiors of dykes are shorter, have smaller apertures and are likely to
be filled by paragenetically late calcite (Sections 3.3.4 and Appendix C.1).

The majority of fractures appear to have formed as a result of the contraction with
cooling of the sheeted dykes. It was not always possible to determine the origin of
fractures. This, however, does not affect the determination of the fracture permeability,
since only those fractures that contained hydrothermal mineral fillings were used in the
permeability calculations. These filled fractures existed at the time of hydrothermal fluid
circulation independent of the mode of their formation. Fractures which formed late in
the history of the area may have orientations similar to earlier fractures because
anisotropies, such as existing fractures in the rock, influence the position and orientation
of late fractures. Randomly oriented late fractures may have formed due to re-adjustment,
during rotation, of fault-bounded dyke blocks.

Fracture frequency does not strongly change either with depth or laterally (Section
3.3.7). Fracture termination mode indicates that later fractures may have formed higher
in the section (Section 3.3.5). This implies that there was minimal additional fracturing
at depth.

In the sheeted dykes, fracture apertures decrease with depth, from 3 down to 2
millimetres, and fractures parallel to dyke margins have larger apertures than other
fractures, by about 0.5 millimetres on average. This implies that fluid circulation will
concentrate along dyke-parallel margins. Decrease in fracture aperture with depth is
directly related to the increase in confining pressure with depth. Fracture mineral fillings
do, however, indicate that fractures were open at depth (Section 3.3.2). Mean fracture
trace lengths decrease with depth, from about 3 down to 1.5 metres (Figure 3.12).
Fracture frequencies (and fracture intensities) are higher, deeper in the sheeted dykes.



This means that fluid circulation may be more diffuse in the deeper sections of Layer 2B

(refer to Section 5.3.5) due to more numerous, yet smaller, fractures at depth.

The majority of fractures mapped in the northern portion of the Basal Group contain no
mineral filling {Section 3.3.4). This may be the result of concentration of hydrothermal
upflow into narrow, well defined zones. Fractures outside these zones would remain
unaffected by hydrothermal upflow. They may act as conduits for recharging seawater.
Roughly 50% of all fractures measured do not contain evidence for fluid passage (Table
3.6). The fractures containing no mineral fillings are concentrated in areas with the
steepest dykes, lowest concentration of mines, gossans, and mineral showings, and the
thickest dyke section. In these areas, only a few instances of leaching of material from
fractured wall rock were noted in the sheeted dykes. A thick dyke section would result
in shallower thermal gradients. Fluids would not traverse the section as quickly, meaning

there is less chance of forming significant amounts of mineral deposits.

The extent of similarities in fracture characteristics in the field area (Chapter 3), implies
that processes operating beneath the seafloor are similar over large areas. This also
implies that, although the thermal state of the crust is variable, such as near a ridge-
transform intersection (RTT), fracture chracteristics near a RTI are similar to those far
from the RTI because dyke cooling stresses appear to operate on the scale of individual
dykes. Dyke margin orientations are affected by the regional stress field and thus by
proximity to a RTI but the internal fracturing of dykes depends on the thermal

characteristics of dykes and not the external stress field.

Fracture characteristics such as fracture aperture, orientation, trace length, and mineral
filling are discussed further in the following section in the context of the permeability of

the sheeted dyke complex
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6.3 PERMEABILITY

The primary permeability in hand specimens from the Spilia-Politiko area is too =mall
for the rock matrix to act as fluid conduits (Section 4.3). Fractures provide most of the
fluid conduits through the rock. The permeability of these conduits varies with time and
depth. The decrease in the calculated vertical permeabilities with depth (parallel-plate
method - Section 4.3.1) shows that the extent of interconnected fractures, with significant
effective apertures available for fluid circulation, decreases with depth in the sheeted
dykes. The relatively few fractures filled with late calcite indicate that late-stage

permeabilities were lower in the sheeted dykes.

The permeability structure of sheeted dykes is quite variable. Figure 6.2 shows the
relative permeabilities for the various rock types in the upper oceanic crust. Within the
dykes, the permeability anisotropy remains at a relatively constant orientati. 1, whereas
their magnitudes get smaller with increasing depth. The permeability directions within
the sheeted dykes are highly dependent on the orientations of the dykes. The directions
of maximum And intermediate principal permeability are invariably oriented parallel to
the dyke margins (Appendix A.7.2). This is suppported by the observation that dyke
parallel fractures have the largest apertures (Section 3.3.2) and that these fractures also
have the longest trace lengths implying the largest fracture radii (Section 4.3.3.2). The
permeability directions are consistent within domains and differ from domain to domain,

as expected (Section 4.3).

The vertical permeability in the gabbros (scanline 0122) is several orders of magnitude
higher than in the sheeted dykes. In this area, a network of fine fractures filled with
hydrothermal minerals and epidotization of parts of the gabbros, may be the result of the



Figure 6.2 Principal Permeability Directions in Layer 2B oceanic crust. k1, k2, k3 are
the maximum, intermediate, and minimum principal permeabilities. Line lengths
(labelled k1, k2, k3 at right of diagram) of permeability ellipsoids (represented
by three orthogonal lines) are indicative of relative permeability magnitudes and
directions. Longer lines indicate greater permeability. Along dyke planes
permeability is greatest in two directions within the plane (longest lines). and
smallest perpendicular to the plane (shortest line). Heavy arrows in the block
diagram show hydrothermal fluid circulation. Note rotation of permeability
ellipsoid near the ridge-transform intersection (RTI) with respect to those further
away from the RTI. Permeability in the dykes decreases with depth (decreasing
ellipsoid size with depth) Permeability in the epidosites is greater (larger
ellipsoid) than that in the dykes (smaller ellipsoid), whereas in the sediments the
permeability is very low (small ellipsoid). Patterns in the pillow lavas serve to
differentiate different pillows and flows. Patterns in the crustal section below the
sheeted dykes are the same as in Figure 5.1.






formation of a progressively advancing cracking front as postulated by Lister (1983).
Areas where a 'cracking-front' has formed, have isotropic permeabilities, that is, the
permability is the same in all directions at any point. In other gabbros (scanline 0112),
where fracturing is also influenced by the injection of dykes from a new magma

chamber, the fracture pattern and the permeability direction, reflect that of the dykes.

Mapping of fractures in extrusive volcanic rocks demonstrates there is an absence of a
directional fabric (Section 3.3.3). As a result, the permeability in the pillow lavas is
isotropic. This is due to their random, highly fractured nature. The permeability of the
overlying sedimentary cover is very low and may be isotropic if there are no sedimentary
structures, such as layering, present. Areas of little or no sediment cover become areas
of vertical hydrothermal flow (discharge or recharge) whereas beneath sedimented areas

hydrothermal circulation is laterally oriented assuming layering of contrasting lithologies.

Faults, which are open to the circulation of fluids and connected to the overall fracture
network, tend to control permeability (Section 4.3.2). The presence of a high-
permeability zone such as a fault, with an effective aperture at least two orders of
magnitude greater than the average effective aperture in the area containing the fauit,
would result in the fluids primarily utilizing the fault (Section 4.3.2). That faults or
permeable shear zones can be the major conduits for fluids in the sheeted dykes, is
supported by the association of epidosites with major faults and lineaments (Section 5.2).
However, the common occurrence of secondary mineralization in fractures, and the
apparent lack of significant numbers of outcrop-scale mineralized faults, implies that
much of the flow did pass through the outcrop-scale fracture systems. The unmineralized
outcrop scale faults may not have been connected to the fracture network or they may

have been the site of hydrothermal recharge (down-flow).
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Whereas outcrop-scale faults do not seem as important in relation to the discharge portion
of hydrothermal circulation cells, large-scale (100’s of metres to kilometres in t-ce
length) faults interpreted from lineaments from satellite imagery (Section 2.3.1), do
appear to control the location of the epidosites. This implies that large-scale faults play

a major role in the siting of hydrothermal circulation cells.

Fractures filled with minerals imply that some of the fractures were blocked to fluid
circulation at some point in time. This in turn would have caused a decrease in the bulk
permeability of the rock as the number of open interconnected fractures decreased. If,
at this stage, sufficient heat was still present to drive fluid circulation, the fluid
circulation would either 1) concentrate in the remaining open fractures in the network;
or 2) create new fractures as a result of anomalously high fluid pressures; or 3) be
relegated to the upper reaches of the oceanic crust, in the highly fractured extrusive

rocks.

It is not possible, on the basis of field work in the Spilia-Politiko area to unequivocally
decide whether fluids were largely confined to existing or newly-formed fractures,
because new fractures would likely have similar orientations to pre-existing fractures and
be filled with similar mineral assemblages. New fractures may have formed in areas such
as the breccia zone, near Apliki village, which suggests the presence of anomalous fluid
pressures caused fracturing of the rock. Anomalous fluid pressures imply that more

permeable flow conduits were blocked allowing the pressure to build up.

The permeability of the rocks of the sheeted dyke complex decreased through time
(Section 4.3) as fractures became filled with minerals deposited by circulating
hydrothermal fluids. The permeability decreased in areas utilized by on-axis
hydrothermal fluids (Section 4.3.3.4.1). Later circulation of cooler, calcite-precipitating
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fluids, off-axis, occurred under very low permeability conditions (Section 4.3.3.4.2).
These later conditions may be similar to those encountered in oceanic crust in off-axis
Deep Sea Drilling Project boreholes (e.g. DSDP hole 504B).

The permeability calculations done on the Jasis of calcite-filled fractures (Section
4.3.3.4.2), indicated that formation of shear zones and formation of plagiogranite bodies
lead to the formation of additional fractures. These are implied to have formed late
because of their association with calcite. Their formation may be linked with the

formation of the Mitsero graben structure.

Contemporaneity of hydrothermal circulation and sheeted dyke formation implies that
some fractures may not have existed during early pulses or phases of hydrothermal
circulation. Thus, the actual permeability of the system may have been lower than that
calculated, in this study, based on modelling using all of the mineral-filled fractures. In
order to model the effect of having fewer fractures on the permeability the fracture
density (P3,) was reduced to 75% and 25% of its original field-mapped value (Section
4.3.3.4.3 and Table 4.11). These results demonstrated that the permeability is reduced
by only one t6 two orders of magnitude even when the fracture density is dropped to
25% of its original value. Below this 25% level, there was a sharp drop in the modelled
permeability to 10®m? indicating a critical threshold below which the fracture
interconnectivity is too low to support continuous pathways through the rock mass. A
second important parameter that affects the calculated permeability is the fracture
aperture, If multiple fluids had utilized the same fractures, the actual fracture apertures
would be less at the time of fluid circulation than are presently preserved fracture widths
used in the permeability calculations. In order to model the effect on permeability of
having smaller apertures, the fracture transmissivity was reduced to 75% a-d 25% of the
original value. The resultant permeability fell by only two to three orders of magnitude
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(Section 4.3.3.4.3 and Table 4.11). Though abitrarily selecting reductions in size of the
fractureset and aperture width have no physical basis in reality, the resultant change in
the calculated permeability of only 1 to 3 orders of magnitude indicate that the
permeability modelling for the Troodos sheeted dyke complex yields values that are
relatively insensitive to the modelling parameters, therefore lending greater credibility
to the results.

Lateral variations in permeability throughout the sheeted dyke complex appear to be
mediated by the formation of faults. Characteristics of fracturing appear to have been
very similar from area to area in the crust (Chapter 3), resulting in similar permeabilities

in different areas at the same level in the crust.

6.4 PERMEABILITY COMPARISON AND IMPLICATIONS FOR OCEANIC
CRUST

Comparisons of the results from the three methods of permeability calculations (Chapter
4) were made to assess their validity and the implications of these results with respect
to the permeability structure of the oceanic crust. These three methods were, to reiterate,
the parallel plate method (Norton and Knapp, 1977), a matrix addition method (Bianchi
and Snow, 1969), and the stochastic fracture simulation method (Dershowitz et al.,
1991).

Of the many holes drilled into the oceanic crust as part of the The Deep Sea Drilling
Project (DSDP) and Ocean Drilling Program (ODP) only DSDP hole 504B penetrates
well into the sheeted dykes of Layer 2B of the oceanic crust. DSDP drill hole 504B was
drilled approximately 200 kilometres off the Costa Rica ridge axis in 6 Ma old crust
(Anderson and Zoback, 1982). The permeability determined from in situ packer tests in
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the sheeted dykes is approximately 10"'"m? (Becker, 1991; Figure 6.3). Open fractures
are those that contribute to the present permeability in hole S04B ocean crust, whereas
other fractures may be sealed by the precipitation of minerals from hydrothermal fluids.
The presence of both open and closed fractures means that permeabilities determined
from in situ bore hole packer tests, in off-axis boreholes, are not likely to be
representative of the permeability of the rock during the on-axis hydrothermal circulation.
Comparison of the permeability calculations from ophioiites with permeability
determinations from the sheeted dykes in the present day oceanic crust are hampered by
the fact that there is only a single borehole in all the world's oceans that extends well
into the sheeted dykes, that being DSDP hole 504B. Until more holes are drilled to these
depths in the oceanic crust, it will not be possible to verify whether the permeabilities
estimated from hole 504B are representative of oceanic crust as a whole, however it is

the only in situ data available for comparison with this study of the Troodos ophiolite.

6.4.1 Parallel Plate Method Results

Comparison of the parallel plate method results with permeability data from borehole
packer tests in the Deep Sea Drilling Project boreholes, shows that these results are
larger by roughly seven orders of magnitude (Figure 6.3) then the in situ tests on the
modern seafloor. However, the parallel-plate method of calculating permeability has
yielded similar results for the sheeted dykes of the Semail ophiolite, Oman (Nehlig and
Juteau, 1988). They estimated flow porosity using Norton and Knapp's (1977) parallel-
plate fracture model, to be of the same order of magnitude as those estimated by this
study, that is, of the order of 10'°m? (3x10'° to 7x10°m?). Norton and Knight (1977)

showed that permeabilities greater than 10°m? are conducive to fluid circulation in

e



Figure 6.3 Bulk Permeabilities of oceanic crust. Data from various studies: (1) Anderson
and Zoback (1982); (2) Becker (1989, 1991); (3) Chapman (pers. comm., 1982);
(4) Davis et al. (1991); (5) Freeze and Cherry (1979); (6) Johnson, (1980); (7)
Nehlig and Juteau (1988); (8) Williams ¢t al. (1986); The following results are
from this study: (9) Parallel plate model and Bianchi and Snow (1969) methods
(Sections 4.3.1 and 4.3.2); (10) Dyke permeability from FracMan/MAFIC results
(Section 4.3.3); (12) Calcite filled fracture permeability from FracMan/MAFIC
results (Section 4.3.3). Star is the lower permeability limit calculated through the
reduction of fracture densities and apertures. Schematic stratigraphic column of
Layer 1 (sedimentary rocks) and 2 (pillow and flow units and sheeted dykes) of
the Troodos ophiolite is inciuded for reference.
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plutonic environments, which is the case for the Spilia-Politiko area of the Troodos

ophiolite and the Semail ophiolite.

6.4.2 Matrix Addition Method Results

Comparison of the averaged permeability values calculated by the Bianchi and Snow
(1969) method for the dyke-parallel fractures with the results from the parallel-plate
model, also dyke-parallel (compare Table 4.1 and 4.3), indicates that the parallel-plate
method results in slightly higher calculated permeabilities. When all fractures filled with
hydrothermal minerals, and not only the dyke-parallel fractures, are taken into account,
the permeability values calculated by the Bianchi and Snow (1969) method are higher
than those calculated by the parallel-plate method, as expected. Calculated permeabilities
do not show any significant variation from area to area. The Bianchi and Snow (1969)
method does not give a better estimate of the permeability magnitude of Deep Sea
Drilling Project borehole test resuits, than the parallel-plate method. It does give an
estimate of the principal permeability directions. This estimate is biased by the

assumption that all fractures are continuous throughout the area,

6.4.3 Stochastic Method Results

The permeabilties calculated on the basis of those fractures filled with high temperature
hydrothermal minerals such as epidote and quartz are roughly seven orders of magnitude
greater than those calculated from DSDP hole S04B (Figure 6.3). Even when reducing
the number of fractures and aperture widths to 25% of the measured values in the field,

the calculated permeability in this study is approximately 5 orders of magnitude greater
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than those in hole S04B. This difference may be because 1) all filled fractures are taken
into account in the calculations for this study whereas not all fractures may be open at
any one specific time, or 2) the open, interconnected fractures in DSDP 504B are a
subset of those that were open during ridge crest hydrothermal circulation, some of
which have now been sealed. The permeability calculations done in this study using a
reduced fracture set (Section 4.3.3.4.3) indicate that the permeabilities may be realistic,
which implies the DSDP hole S04B permeabilities were higher at the ridge crest during

hydrothermal circulation than they are now.

Permeabilities determined on the basis of calcite filled fractures, demonstrated that they
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