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Abstract 

Seismic methods play a key role in exploration and reservoir characterization 

of the offshore Newfoundland Hibernia oil field. Seismic data is traditionally 

processed to image continuous reflections rather than to image discontinuities such as 

faults. Thus, when interpreting such 30 seismic data it is often difficult to obtain a 

clear and unbiased view of faults. Due to the complex structure of offshore 

Newfoundland fields, fault imaging is extremely important since field production 

may be affected by sealing faults, and may effect hydrocarbon production and 

development strategies. 

In recent years, companies have produced algorithms for enhanced fault 

detection. The edge detection differencing method, as presented by Lou et al., 

( 1996), measures changes in the subsurface such as faults using differencing of 

seismic traces. The C 1 coherency algorithm, as described by Marfurt et al., ( 1998), 

uses cross-correlation between seismic traces. Another method used for fault 

detection is second derivative maps which take the second derivative of the seismic 

traces. 

The main objective of the this study is to compare different fault detection 

algorithms using both synthetic (Kelly, 1998) and real seismic data from the Hibernia 

fields (1991 and 1997 surveys). For each data set. a representative of the data volume 

containing the Murre fault was chosen for comparison purposes. Results indicating 

that the coherency method produces best results with the second derivative produce 

good results for the model data. The use of EDGE and Poststack!P AL software 

proved to image more subtle faulting than large scale faulting such as the Murre fault. 
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CHAPTER! 

INTRODUCTION 

1.1 Outline of Study 

Seismic methods play a key role in exploration and reservoir characterization of the 

offshore Newfoundland Hibernia oil field. With the development of digital-processing 

methods, it has become possible to extract huge amounts of geological information from 

seismic data. Also, with the introduction of three-dimensional (3D) seismic data in the late 

1970's, interpretation and imaging uncertainties have been reduced when interpolating 

between seismic lines (Yilmaz, 1987). Three-dimensional seismic methods also aid in better 

interpretation of structural detail. 

There are several reasons why discontinuities occur in a seismic section. These 

include structural variation (faulting), stratigraphic or lithologic changes, highly dipping 

events, lack of reflectors (e.g., salt), and poor data quality. This study will focus on imaging 

discontinuities that are the result of structural variation due to faulting. 

Seismic data is traditionally processed to image continuous reflections rather than to 

image discontinuities such as faults. Thus, when interpreting 3D seismic data it is often 

difficult to obtain a clear and unbiased view of faults. Due to the complex structure of 

offshore Newfoundland fields, fault imaging is extremely important since field production 

may be affected by sealing faults (Hurley et al., 1992). Therefore, it is important to clearly 

image faults within the Hibernia structure for the purpose of hydrocarbon production and 
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development. 

In recent years companies such as Amoco, Chevron, and Landmark have produced 

algorithms for enhanced fault detection. Figure 1.1 outlines the different fault detection 

methods currently available, separated into categories of seismic edge detection or 

coherency. The difference method developed by Chevron Petrolewn Technology Company 

(CPTC) measures changes or detects discontinuities in the subsurface such as faults using 

differencing of seismic traces whereas the coherence method developed by Amoco and 

Landmark uses cross-correlation between two seismic traces. In addition to these 

commercially developed techniques, I have also tested second derivative mapping. Second 

derivative techniques (which are popular in potential field mapping) emphasize the high 

wavenumber content in data and are in some cases equivalent to the differencing method. 

The main objective of this study is to compare different coherency algorithms using 

both synthetic (Kelly, 1998) and real seismic data from the Hibernia field ( 1991 and 1997 

surveys). For each data set, a representative of the data volume containing one or two of the 

main interpreted faults will be chosen. Currently in the petrolewn industry there are several 

fault imaging techniques but to date there have been few comparative studies which would 

allow the user to decide which tool is appropriate for the particular problem. 

1.2 Previous Geophysical Work 

1.2.1 Three-Dimensional Seismic: Interpretation 

Three-dimensional (30) seismic interpretation has several advantages over two

dimensional seismic interpretation due to the 3D nature of geological studies. One 

2 
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I I 

Coherence Method Difference Method 
I I I I 

Amoco's Coherence Landmark's Chevron's Edge 
Technology 'Post Stack' Detection 

Figure 1.1: Flowchart of available seismic edge detection techniques. 



advantage is that 2D seismic interpretation is limited to a vertical cross-section. whereas 

3D data can be displayed in a horizontal section or map view. This has its advantages in 

that one can determine the lateral extent of faulting as well as stratigraphic changes in the 

subsurface. Horizontal seismic displays may be used to display amplitude maps for time 

and seismic horizon slices. A time slice is a plane through the 3D data volume that 

contains events from more than one reflecting horizon at the same time interval. Time 

slices are used to generate structural contour maps. Seismic horizon slices are slices 

through the 3D data volwne, which are seismic amplitudes associated with an interpreted 

horizon. Although it is easier to trace faults and stratigraphic features when using a 

horizon slice, it may still be difficult to pick the stratigraphic horizon which is of interest, 

and there may also be interpretative bias involved when interpreting faults. If we depth 

migrate our data, then we interpret depth slices, rather than time slices. 

1.2.2 Coherence and Edge Detection 

Although it is easier to view faults and stratigraphic features using 3D horizontal 

slices it is still difficult to obtain a clear and unbiased view of these features, since it is 

not clear whether discontinuities are fault related or not. Over the past several years 

imaging techniques have been developed to measure discontinuities such as faults and 

stratigraphic features instead of continuous reflections. Bahorich and Farmer ( 1995) of 

Amoco have developed a way of revealing fault surfaces within a 30 volume for which 

no fault reflections have been recorded. This technique is called 30 coherence or 
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coherence cube and the algorithm was described by Marfurt et al. (1998). Another 

similar technique has since been developed by Landmark (1996) called continuity 

analysis. This technique is said to reveal and emphasize lateral changes. This was 

followed by a fault imaging technique developed by Chevron Petroleum Technology 

Company (CPTC), as presented by Luo et al. ( 1996), called edge detection that measures 

variations in the subsurface such as changes in structure and stratigraphy. All three 

techniques are designed to improve fault interpretation. Comparisons of the fault 

detection techniques will be the main focus of this project. 

Although several fault detection techniques are used on various synthetic and real 

data sets, not all methods were used on all data sets. This was due to the fact that our 

processing was done on different platforms and the same software was not available on 

all platforms. Nevertheless, comprehensive comparisons of the C 1, the edge detection 

differencing, and the second derivative method were carried out on both synthetic and 

real Hibernia data. The C2 (semblance) method was used on the real data. For the 

reader's interest, a comparison of the C 1 and C2 algorithms on Trinidad data was 

published by Marfurt et al. ( 1998). 

5 



2.1/ntroduction 

CHAPTER2 

GEOPHYSICAL METHODS 

Detection of discontinuities in seismic data is a relatively new technique aimed at 

locating faults and stratigraphic terminations. Thus far there have been two unique 

algorithms created. differencing (CPTC, 1996) and coherency (Amoco, 1995 and 

Landmark, 1 996). Both of these algorithms image discontinuities using different 

mathematical techniques. The Amoco and Landmark coherency algorithms (described 

by Marfurt et al., 1998) utilize cross-correlation (multiplication and summation) between 

two seismic signals A and B and is written as: 

(2.1) 

Where a and bare vectors containing seismic trace time sequences A=(A0, A 1, A2, ... ,An) 

and 8 =(80, B 1, 8 2, ••• ,80 ), and where 't is the time shift of b relative to a. The difference 

method is a simpler technique which measures differences between seismic signals 

(signal A on the target trace and signal Bon an adjacent trace) and can be written as: 

(2.2) 

6 



where dis the difference at the center sample of the window on the target (Luo et al., 

1996). 

2.2 Coherency Measurement 

Coherency is a measure of lateral changes in the seismic response due to variation 

in structure and stratigraphy (Marfurt et al., 1998). One possible coherency measurement 

is cross-correlation. Cross-correlation measures the degree of similarity or linear 

relationship between a pair of traces; a measure of how much two traces look alike or the 

extent to which one can be considered a linear function of the other (Sheriff, 1982). To 

relate this to geology, you would expect high correlation when traces are similar or when 

the geology is flat and continuous, lower values when it is dipping and continuous, and 

anomalous values when it is discontinuous (Landmark, 1996). Figure 2.1 illustrates a 

simplified example of how correlation coefficients reflect variations in geology when 

using a one-trace comparison pattern. Coherency analysis using Landmark PostS tack is 

more robust than this simplified example and compares each trace to two, four, or eight 

adjacent traces. It has a user identified comparison pattern as shown in figure 2.2. This 

comparison of traces is calculated for each trace pair within the comparison pattern and is 

determined and assigned to the central sample in the comparison window. The 

correlation option measures data continuity using cross-correlation. Therefore, for each 

trace, data within the time window is cross-correlated with data from 2, 4, or 8 adjacent 

traces and then compared to the central trace using continuity attributes such as minimum 

correlation, maximum correlation, and average correlation. 
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Flat and Continuous 
Geology 

Flat and Discontinuous 
Geology 

0.8 

0.8 

0.8 

0.9 0.8 

0.9 -0.3 

Figure 2.1: Examples of how correlation coefficients reflect geology using 
a one-trace comparison pattern. 
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2.2.1 Cross-Correlation 

Cross-correlation, as stated previously is a measure of the similarity between two 

data sets (Sheriff and Gel dart, 1995). Comparison of the two data sets may show that one 

data set is time shifted by varying amounts relative to the other. These corresponding 

values of the two data sets are multiplied together, with the products summed to result in 

a value for cross-correlation. If the two sets are the same, the product will be positive 

and cross-correlation is large. lf the two sets are not alike the products will contain 

positive and negative values and therefore the sum will be small. If the result is a large 

negative value it means that the two traces would be similar ifthe polarity of one ofthe 

traces was inverted (Sheriff and Geldart, 1995). 

The algorithm used to compute a coherency result of the model and real data set 

for Hibernia was developed by L.R. Lines ( 1997) based on an unnormalized version of a 

formula in Marfurt et al., (1998). Marfurt et al., (1998) uses a normalized cross-

correlation which compares the data in terms of inline and cross-line directions (figure 

2.3 ). The in-line 1-lag cross-correlation,A. at a time t between data traces, u, at positions 

(Xi,Yi) and (xi+t,Yi) is expressed as: 

Iu(t- r,x;,y;)u(t- r- f.,x.. t,y) 
px(l, f., Xi, y;) = -;;:::::!!!!!=:::=========== 

~Lu2(t- r ,x,,y;) Lu2(t- r- f.,x;. t,y.) 

10 
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X 
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• • • • • • • • • • 
• • • • • • • • • • 
• • • • • • • • • • 
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• • • • • • • • • • llo. -

Figure 2.3: Coherency is measured by calculating seismic trace similarity 
in the in-line and cross-line directions 
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The cross-line m-lag cross correlation, Py. at a timet between data traces, u, at positions 

~u(t- T,x;,y,)u(t- T- m,x..y; .. t) 
py(t, m,x,,y;) = ---;;::~=======::::::::======== 

~~u2(t-T,Xr,y;) ~u2(t-T- m,X;.y,. a) 

(2.4) 

By combining the in-line (1-lag) and cross-line (m-lag) correlation coefficients a 3-D 

estimate of coherency, {Jxy. can be generated: 

pr.v = ~(maxpr(t,m,x;.y;)lmaxp.·(t,t',x;,y;)) 
(2.5) 

where. max Px (t,/,Xi,Yi) and max Py (t,m,xi.Yi) denote those lags I and m for which Px and 

Py are maximum. 

Landmark ( 1996) uses a similar formula for calculating normalized cross-

correlation values (correlation coefficients) and is expressed as: 

(2.6) 

where k is the time window and 4» is the correlation coefficient calculated for any pair of 

traces, G and H, at time t, and dip d. This calculation is then repeated for every possible 
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dip within the search limits that have been se~ with the highest correlation coefficient 

obtained being used as input for computing the continuity attribute. There are several 

continuity attributes, which could be used to statistically measure the range and variation 

in the correlation coefficients. Such attributes include the minimum, maximum, average, 

or median coefficient. Each correlation coefficient will tend to give different results 

when looking at structural areas, with maximum correlation values emphasising the 

largest local continuities. Minimum correlation values will emphasise the largest local 

discontinuities and the average or median will give a view of the representative data 

continuity. Since the goal for this project is to image faults, an average statistical 

measurement was used. These results are compared for their fault imaging abilities. 

Landmark software also depends on vertical window size (time window). This parameter 

specifies the length of the trace data to be used for each cross-correlation. A typical 

value to use is 20 to 1 OOms. Shorter window sizes give a measure to trace difference and 

are likely to be biased from noise. Longer windows reduce noise effects but because of a 

high degree of statistical averaging they can obscure subtle discontinuities Landmark, 

1996). 

2.2.2 Semblance 

Semblance is described by Sheriff and Geldart ( 1995) as the ratio of the total 

energy of the stack within a gate oflength (l+m) to the sum ofthe energy of the 

component traces within the same time gate and is expressed as: 

13 



(2.7) 

where STand gti are the amplitude of the individual channel at time t. Therefore 

semblance will tend to be large for coherent events, but the magnitude of the semblance 

will be sensitive to the amplitude of the event. So strong events will exhibit large 

semblance and weak events will exhibit moderate values of semblance, whereas 

incoherent data will have very low semblance. 

2.3 Difference Method 

The difference method was developed by CPTC (1996) and is a very different 

technique than the coherence method. It is based on identifying local trace-to-trace 

differences (CPTC, 1996) by measuring the difference between seismic signals. If there 

is a change in the seismic signal due to faulting then the result will be a high difference 

value indicating a discontinuity. 

Seismic signals are windowed segments of seismic traces and can be represented 

as vectors (Luo et al., 1996). Equation 2.2 shows how the difference between two 

seismic signals can be calculated. This equation assumes that there is a signal A on the 

target trace and signal B on an adjacent trace with d being the difference at the center 

sample of the window on the target trace (Luo et al., 1996). L.R. Lines has also coded an 

algorithm based on the difference method very similar to that of Chevron' s difference 

method to be used to compute results using the model data and the real data sets. Results 

of both algorithms are shown. 
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The difference algorithm simply takes the difference of the seismic trace at a 

given depth, z with the average of its neighbours in the x andy direction. For example, if 

we consider the seismic trace at a grid point (ij,k) in an x-y-z co-ordinate system, the 

difference trace at ij,k is defmed as the average of the absolute value of differences 

between the wavefield at a point and its neighbours. 

f).Ui,j,k = 0.25 

iju, .. l.j.k - u,.j.•l + 1u,- l.j.k -u,.j.•i +ju.j .. 1.• - u,.].•l +lUi.] - 1.•-u,.j.•l) 

(2.7) 

where I I denotes absolute values. This type of differencing is very similar to second 

derivative maps, which are used to detect edges for potential field data. 

In terms of finite differences, second derivatives are given by: 

V2U,. ,.Ic = 
M -2[(U; .. 1.1 . .t- 2Ui.J . .t + U, -l. , . .t)+ f).(U..1 .. 1 • .t- 2U,.j . .t + Ui.1 -u)) 

(2.8) 

so that in the case of positive differences for tenns in (2. 7), the second derivative measure 

would be equivalent to the difference map (to within a scale factor). 
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2.4 Geophysical Background 

For the purpose of this thesis seismic data over the Hibernia field was used. The 

seismic data is a three-dimensional survey, which was shot in the spring-early autumn of 

1991. The survey is 21 by 28 km in size, thirty fold with a 25 m common mid-point 

spacing and record length of 6 seconds with a 2 ms sampling rate. A small portion of the 

1991 Hibernia seismic survey, was used to generate synthetic seismic data (figure 2.4). 

This synthetic seismic data as described in Kelly ( 1998) is 7420 min the east-west 

direction and 5460 in the north-south direction. The model data consists of seven layers 

and the Murre fault as shown in figure 2.5. The seven-layer model consists of 180 x

points , 132 y-points, and 333 z-points. 

The real data as outlined in figure 2.4 overlaps the model area. The data set 

consists of 310 inlines and 270 crosslines at a 25 m spacing. Both data sets will be used 

to test coherency and differencing algorithms coded by Lines. For testing of the software 

developed by Chevron and Landmark the same three-dimensional data set over the 

Hibernia field was used which consisted of 400 inlines and 300 cross-lines over the 

Murre fault at a 2 730 time slice. The size of the data set was chosen for computation 

time. 
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• 0-35 ~ • C-96 
G-55 P-15 

J-34~ FC:t4 

Hibernia Production Licence 

o._-•st::::=:tl o km 

Figure 2.4: Illustration of the 1991 3-D seismic survey shot over the Hibernia field. 
Also shown is the well locations and an outline of the seismic area used for the 
model data (black rectangle). Adapted from Kelly (1998). 
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CHAPTER3 

REGIONAL GEOLOGY OF THE JEANNE d'ARC BASIN 

3.1 Tectonic History 

During Palaeozoic times the basement underlying the present day Mesozoic strata 

was located at the centre of Pangea (Tankard et al., 1987), with the Mesozoic strata 

deposited through a convergence and ocean closing event. The Jeanne d'Arc Basin ofthe 

Grand Banks was formed by three major episodes of rifting associated with opening of 

the Atlantic Ocean. This occurred during Triassic through Cretaceous time 

(Petro Canada, 1996). Each of these rifting phases had an associated period of passive 

subsidence (Tankard et al., 1987). The result was the formation of one of several 

Mesozoic extensional-sag cratonic margin basins, including the Jeanne d'Arc basin, 

underlying the Grand Banks of offshore Newfoundland. Figure 3.1 illustrates the location 

of basins that formed during deposition of Mesozoic-Cenozoic sedimentary succession, 

with the Jeanne d'Arc Basin being approximately 20 km in thickness and covering an 

area greater than 10,000 km2(Arthur et al., 1982). The basin is thought to be fault bound 

and plunges in a north-eastward direction. Deposition of the major source rocks and 

hydrocarbon-bearing reservoir intervals occurred during subsidence phases. 

The first phase of rifting spanned Late Triassic through Early Jurassic times. This 

event resulted in the separation of Nova Scotia and Africa. A second phase of rifting 

occurred during Late Jurassic to earliest Cretaceous times. During this rifting phase, 

extension resulted in the separation of the southern Grand Banks and southern Iberia. 

The third phase of rifting occurred during mid-Aptian to Late Albian time. Separation of 
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sedimentary succession. 
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the central Grand Banks from the Northern Iberian margin and the British Isles occurred 

during this rifting phase. 

Figure 3.2 illustrates several interpretations for the timing, type, and range of the 

third rifting event (Sinclair, 1993a). Re-activation of major basin faults in the Late 

Cretaceous and Early Tertiary may have been caused by extension which occurred when 

the Norwegian-Greenland Sea opened. This may be considered as a fourth phase of 

rifting. Since Late Cretaceous the Grand Banks has formed part of a passive margin. 

3.2 Regional Structure 

Structural analysis of the Jeanne d'Arc Basin is based on seismic interpretation 

and well data information, with the timing of deformation based on biostratigraphic 

analysis and stratigraphic geometries. Three periods of structural events formed the basis 

for the structural shape of the Jeanne d'Arc Basin. The first structural event occurred 

during Late Triassic to Early Jurassic. During this time a large half-graben was created 

giving the shape of the south and central areas of the basin (Tankard et al., 1987). 

Extensional basin forming faults, such as the Murre and Mercury faults, as well as 

northeast trending listric synthetic and antithetic faults, also formed. These northeast 

trending faults are said to either offset or terminate against transfer faults thus giving the 

basin margin a regular orthogonal pattern (PetroCanada, 1996) (figure 3.3). This period 

is difficult to decipher since later extensional events tend to overprint structural trends 

formed during the Late Triassic to Early Jurassic age (Mackay et al. , 1990). 

The second structural event occurred during Late Jurassic to Early Cretaceous 

when extension formed the structural shape of the basin (Arthur et al., 1982). Uplift of a 

broad region (Avalon Uplift) in the southern part of the basin occurred during this time 
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(Mackay et al., 1990). This uplift also developed North-South-oriented faulting which is 

characteristic of the central Jeanne d'Arc Basin and Central Ridge (Figure 3.3). 

The third structural event involved the growth of a series of Northwest-Southeast 

oriented normal faults. These normal faults are thought to have initiated in mid-Aptian 

and terminated in the Late Albian. Mackay and Tankard (1990) have interpreted that 

most of the normal faults oriented Northwest-Southeast that occurred in the Albian were 

related to salt tectonics. Regardless of their origin, the Northwest-Southeast faults 

experience detachment at different levels within the sequence. Detachment zones occur 

between basement and sedimentary infill, within basement, between carbonates and 

clastics, within salt, and within thick ductile shales (Arthur et al., 1982). These faults 

form excellent hydrocarbon traps by forming such structures as horsts, grabens, tilted 

fault blocks, rollovers, and reverse drag folds. The occurrence of local salt diapirism and 

re-activation of some of the major faults such as the Murre, Voyager, Trinity and Egret 

mark the end of significant tectonic activity in the Basin (figure 3.3). 

3.3 Hibernia Structure 

The Hibernia structure, located 315 km south-east of St. John's, Newfoundland 

(figure 3.4), is characterized by extensional faulting and a rollover anticline that was 

formed due to salt diapirism. The Murre Fault is a major listric growth fault that bounds 

the western side of the field as shown in figure 3.5. It is offset by the Nautilus fault. 

which extends along the Northeast boundary of the field (figure 3.5). The Hibernia field 

is dissected by a series of smaller scale faults which in turn dissect the area into a number 

of separate blocks via transfer faults (Arthur et al., 1982). 
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Several small scale faults have a major effect on the thickness of several 

stratigraphic sequences, and some faults completely offset the principal Hibernia 

reservoir. Therefore, the current strategy for depletion of the field will be on a block-by

block basis, assuming faults are sealing the hydrocarbons (Hurley et al., 1992). 

3.4 Regional Stratigraphy 

Regional stratigraphy of the Jeanne d'Arc Basin is dominated by terrigenous 

clastic deposition. The type of depositional environment is thought to be fluvial and 

nearshore marine (Tankard et al., 1987). Sinclair ( 1993a) illustrates lithostratigraphy of 

the Jeanne d'Arc Basin as shown in figure 3.2. The earliest record of deposition within 

the basin, which can be observed through seismic imaging and by well penetration in the 

southern extents of the basin, are the Eurydice, Argo, and Iroquois formations. These are 

upper Triassic to Lower Jurassic continental redbeds, restricted-marine evaporites, and 

carbonates (Arthur et al., 1982). A thick post-rift succession of Lower to Middle Jurassic 

marine mudstones and carbonates of the Downing Fonnation (Sinclair 1988) overstepped 

the syn-rift succession of the Eurydice, Argo, and Iroquois fonnations. The overlying 

Voyager formation consists of Middle Jurassic marine shales and siltstones, which are 

conformably overlain by the Rankin Formation. The Rankin Formation is an 800m thick 

succession of thin bedded marine limestone, mudstone, shale, and siltstone (Sinclair, 

1988). Near the top of the Rankin Formation is the Egret Member, which is the source 

rock for the Hibernia field. The Jeanne d'Arc Formation consists of porous sandstones 

and a non-reservoir conglomerate and shaly unit. Offshore marine shales of the Fortune 

Bay Formation overstep these rocks which provide the top seal of 
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Figure 3.5: Hibernia structure shown at the Hibernia sandstone depth. 
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the Jeanne d'Arc Formation hydrocarbons (Sinclair, 1994). Similar to the Jeanne d'Arc 

Formation, the Hibernia Formation is comprised of deltaic sandstones and shales. The 

Aptian unconformity occurs between the Avalon and Ben Nevis Formations and above 

the Hibernia sandstones. These formations represent very good to excellent reservoir 

rocks, but they are also mostly wet. The Aptian Unconformity marks the end of rifting 

and transition into a passive margin. A thick sequence of Tertiary marine shales, minor 

chalk, and occasional sandstones are the youngest rocks in the field (Sinclair, 1988). 
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Cbapter4 

Model Studies 

4.1 Comparison of Coherency measures applied to unmigrated and migrated 

data 

The quality of edge detection images is related to the quality of the input seismic 

data (Marfurt et al., 1996). Therefore to obtain faults as discontinuous features they have 

to be properly migrated into their correct sub-surface location. Undermigrated faults will 

produce diffractions and be relatively coherent events (Marfurt et al., 1996). Therefore to 

determine if the seismic data should be migrated before input into edge detection and 

coherency algorithms, comparison tests were performed on a simple extensional fault 

model (figure 4.1 ). Migration is an important part of the processing of seismic data, as it 

repositions data to its correct subsurface location. There are several seismic migration 

techniques, available. The type of migration one chooses to use is determined by factors 

such as type of data (structural verses flat), complexity of velocity distribution, objective 

of migration, data quality, computation time, computer memory, and cost. For the model 

data a reverse-time migration was used as detennined by Kelly (1998). Reverse-time 

migration. is a depth migration in the space-time domain (McMechan, 1983; Baysal et al., 

1983; and Whitmore 1983). The model itself(figure 4.1) consisted of two stratigraphic 

layers with velocity VI= 2500 m/s and V2 = 3500 m/s. The extensional fault had a 

throw of 400m and is at vertical position 1000 m to 1400 m, it also has a grid spacing of 

20 m and L\ t = 2ms. 

29 



p 

0 

V1 = 2500 m/s 

1400 

V2 = 3500m/s 

2000 
I I I I 

0 20 40 60 80 100 

Grid Spacing (m) 

Figure 4.1: Simple extensional fault model which consists oftwo stratigraphic layers 
with velocities Vl = 2500 m/s and V2 = 3500 m/s with a throw of 400 m 
and the fault. 
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Depth migration is useful for structural data since it produces a section and takes 

into account the lateral velocity variations caused by faulting. Most time migrations do 

not consider lateral velocity changes and can therefore produce sections that have 

incorrect fault positioning. Figure 4.2 illustrates an unmigrated section of the fault model 

created by the model in figure 4.1, applying a finite difference code to create the 

synthetic seismogram. Using the same fault model figure 4.3 illustrates the result of 

applying a reverse time migration on the synthetic seismogram. This provides a window 

into the differences between migrated and unmigrated data. The position of the fault for 

the migrated data is at l OOOm to l400m with a 400m throw as in the model. 

Alternatively, the fault of the unmigrated time data in Figure 4.2 has considerable 

diffraction energy that obscures the fault position. Therefore, it is easier to interpret the 

migrated data as compared to the unmigrated data. This example is similar to real 

seismic fault reflections shown by Tucker and Y orston ( 1973 ). 

Next both the migrated and unmigrated data are used as input into the 

differencing algorithm with the following results achieved. Figure 4.4 illustrates the 

differencing result of the unmigrated data as compared to the input data. For the 

unmigrated data, the result show that the differencing algorithm did not produce a result 

that defined the correct position of the fault (as shown by arrow), however it is easier to 

interpret than the input data. The resultant section does define the top and bottom of the 

stratigraphic layers, but it is still difficult to interpret the correct position of the fault. 

Finally, figure 4.5 illustrates the differencing result of the migrated data as 

compared to the input data. This produces a result that adequately images the fault. 
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There are some oscillations, although if you look at the first continuous reflections the 

fault is positioned at lOOOm to 1400m as the model data. The artifact from 400-800m at 

the left hand side are due to edge effects. The other strong continuous reflections are 

oscillations caused by the finite length of the wavelet. Differencing causes phase changes 

in the wavelet, which can be remedied by deconvolution. 

From the result shown above it is evident that migration is an important factor in 

the correct positioning of faults prior to using fault detection methods. Therefore for the 

purpose of this thesis all model data will be migrated using a reverse time migration. 

4.2 Description of 3D Model 

The 3D Hibernia model was provided by Kelly (1998) and was used for modeling 

and migration of seismic data as shown in figure 2.2. The size of the model was 

determined by computation time and memory capacity (Kelly, 1998). A portion of the 

1991 Hibernia seismic survey was used to generate the synthetic seismic data (figure 

2.3). Hibernia Management Development Corporation (HMDC) supplied depth 

information of the seven horizons and the Murre fault. The model area is 7420 min the 

east-west direction and extends to 5460 min the north-south direction. Depth 

information was provided for Base of Tertiary Unconformity, Petrel Member, base of the 

Ben Nevis Formation, base of the Lower Avalon and top of the Lower Hibernia zone. 

For complete description of model layers see Kelly (1998). The interval velocities of the 

layers were determined using checkshot infonnation from the wells in the study area as 

shown in figure 2.3. The seven-layer velocity depth model contained 180 x-points, 132 

y-points and 333 z-points. A finite difference code was then used to create synthetic 
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seismic of the depth model, which was then used for reverse-time migration. It is this 

reverse-time migration result that was used to test fault detection and coherency methods. 

4.3 Testing of Methods 

This section explains results of each of the methods using the same data set. This 

includes description of the results and qualities of each method. Detailed comparisons 

between the methods are in the following section. Input for each method consisted of 

horizontal depth slabs and a vertical depth section of the reverse-time migrated model. 

Figure 4.6 illustrates a vertical depth slice of the reverse time migrated model data. From 

this we can see the seven stratigraphic layers as well as the Murre fault represented by a 

dashed line. For all figures in chapter four correct positioning of the Murre fault is 

illustrated by a dashed line. There is also another feature at position z=l75 and x=l20, 

which is a stratigraphic change as seen from the model. By examining the vertical 

section, several horizontal sections were chosen based on structural changes seen in the 

data at z= 17 5, 215, and 250. Figure 4. 7 shows a plane through the model data at depth 

position 215, which corresponds to a depth of 4300m. This depth was chosen since it 

would intersect the top of the Murre fault. Figure 4.8 illustrates a horizontal depth slab 

further down the Murre fault at depth position 250, which corresponds to a depth of 

4750m. The other depth slab which will be used for testing the algorithms will not 

include the Murre fault but does illustrates a stratigraphic change at depth position 175 or 

2500m (figure 4.9). These input depth sections (175, 225, and 250) will be used for 

testing the methods of coherency, differencing, and second derivatives. The results of 

this testing will be shown in the following sub-sections. 
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Figure 4.6: Vertical section through model data at line 60. Dashed line represents 
fault interpretation. 
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Figure 4.7: Plane through model data at depth position 215 which corresponds 
to a depth of 4300 m. Dashed line represents fault location. 
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Figure 4.8: Plane through model data at depth position 250, which corresponds 
to a depth of 4750 m. Dashed line represents fault location. 
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Figure 4.9: Plane through model data at depth position 170, which corresponds 
to a depth of 2500 m. Dashed line represents stratigraphic feature. 
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4.3.1 Coherency Result 

Next applied to the input data was the coherency algorithm that was developed 

by Lines for the purpose of this thesis. This algorithm computes cross-correlation 

between the adjacent rows and then the adjacent columns, resulting in the average cross

correlation of the rows and columns as output. The result of the depth slice at z=215 is 

shown in figure 4.10. These results show that there are two continuous lines of 

discontinuity that are found in the area of the fault plane as compared with the input. The 

lower discontinuity is at the correct position of the fault plane, whereas the top one may 

be caused by wavelet size or there may be some residual energy. There are also very 

weak areas of discontinuity at y = 100 and 125. These are caused by to stratigraphic 

changes in the geology rather than faulting since no faults are present in that area of the 

model. 

The next depth that was used as input occurs at z=250 (figure 4.8). This input 

illustrates that the Murre fault has moved eastward due primarily to the fact that we are 

moving down the fault plane. Also present is an interesting feature that depicts the 

rollover anticline terminating against the Murre fault. The coherency result shown in 

figure 4.11 illustrates that the algorithm places the fault in its correct position, however it 

is not continuous and seems to pinch out. Again the continuous line of discontinuity is 

observed as in the p·revious example. Where the fault appears to be pinched out low 

amplitudes are present. When compared to the input, these low amplitudes occur where 

the fault is pinching and the anticline is terminating against the fault. There are also 

some areas of high amplitude discontinuities where the anticline is present, which are a 

result of stratigraphic changes that the algorithm calculated. 
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Figure 4.11: Coherency result at depth position 250 (B) as compared to model input (A). Dashed line represents 
fault interpretation. 



Next, depth section 175 that contains a smaller, less evident fault was tested using 

the coherency algorithm. If we look at depth slice 170 (figure 4.6) WP. see a smaller fault 

at x = 125. Therefore if we take depth slice 170 and use it as input for the coherency 

algorithm, it is expected that the fault would be observed at x = 125 andy= SO. The 

result shown in figure 4.12 does seem to do a very good job at imaging the fault in its 

correct position. Also from this result it is evident that where there were areas of high 

amplitude continuous reflection seen on the input there are also some high amplitude 

areas of discontinuous reflections image. These areas of discontinuous reflection which 

are either due to stratigraphic changes or trace to trace effects of the algorithm. 

The results of the coherency tests can be summarized as follows. Firstly, it 

images the Murre fault in its correct position and also images other areas of discontinuous 

reflection as shown in figure 4.12. When imaging the Murre fault, it also seemed to 

image both the fault as well as a mirror image of the fault above it. This is caused by 

wavelet size, residual energy or trace to trace changes between the top of the fault and the 

unit above it. 

4.3.2 Differencing Result 

The model data described in section 4.1 was used as input into the differencing 

algorithm. This algorithm takes the seismic traces and computes the difference, finally 

outputting the average differences between seismic traces. Therefore large differences 

between seismic traces, such as those caused by faults, will result in high values 

indicative of a discontinuity. The results from the differencing algorithm using the model 

data are illustrated in the following figures. Figure 4.14 (b) illustrates the result of depth 
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Figure 4.12: Coherency result at depth position 170 (B) as compared to model input (A). 
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Figure 4.14: Differencing result at depth position 215 (B) as compared to model input (A). Dashed line represents fault location. 
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plane 215 as compared to the input shown in figure 4.14 (a). This result shows that the 

algorithm computes an adequate image of the faul~ but does not give it a clear position. 

There appears to be high frequency oscillations in the image primarily because it is the 

result of a derivative. 

Figure 4.15 illustrates the differencing result of the depth position slice 250. This 

result is similar to the 21 5th depth slice in that there are high frequency oscillations, and 

therefore the correct position of the fault cannot be determined. The differencing result 

of the depth position 170 is shown in figure 4.16. The result illustrates that the algorithm 

does eliminate most of the continuous reflections, and highlights discontinuous 

reflections such as the fault at x=125 and y=SO. There are some high frequency 

oscillations present but not as much as the previous depth sections at 215 and 250. 

Figure 4.17 illustrates the result of using a vertical section at position line 60 as 

input into the differencing algorithm. This result does a very good job in imaging the 

discontinuous features such as those of the Murre fault and the stratigraphic change at 

depth slab 170. Again, high frequency oscillations are present at the Murre fault but 

seem to only oscillate within the fault plane. 

The differencing result illustrates that the algorithm highlights discontinuous 

reflections and eliminates continuous reflections with some degree of accuracy, but tends 

to have high frequency oscillations. The vertical section produced the best result, due to 

the vertical resolution of the data not being dependent on the vertical time window size 

therefore producing sharp inline and crossline difference results (Luo et al., 1996). The 

oscillations as seen from the depth sections make it very difficult to determine the correct 

position of the Murre fault and other straitgraphic changes within the model. A reason 
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for the oscillations in frequency may be caused by the fact that differencing is similar to 

the derivative method that tends to produce high frequency oscillations. 

4.3.2 Second Derivative Result 

The second derivative method is very similar to the differencing method except 

that the second derivative does not take the absolute values of the differences as shown in 

equations 2. 7 and 2.8. Second derivative maps are mainly used to locate local anomalies 

in potential field data (Garland, 1965). There are other uses of second derivative maps 

using seismic data. Such maps produce dip changes of the seismic data. Therefore 

because faults are involved, a change in dip will occur on a second derivative map. 

The results using the second derivative algorithm are shown in figures 4.18, 4.19, 

4.20 and 4.21. Figure 4.18 illustrates the result at depth position 215 as compared to the 

input. This result produces a very good image of the fault and can be correctly imaged. 

There does seem to be some extra reflections below the fault, which are due to dip 

changes in the subsurface. Figure 4.19 is the result at depth position 250. Again the fault 

is correctly imaged but seems to be broken in places. This is due to the fault pinching out 

on the input. The third depth slab used was at depth position l 70 and is shown in figure 

4 .20. This result seems to image much more than just the fault, and again this can be 

taken as a result of dip changes at this depth. The result of the vertical section is shown 

in figure 4.21. This result looks different than that of the other examples, but this is due 

to the figure being plotted using a different plotting program as opposed to actual 

differences in the result. This imaged the fault well, although it appears to be broken near 
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Figure 4.18: Second derivative result at depth position 215 (B) as compared to model input (A). Dashed line represents fault location. 
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Figure 4.20: Second derivative result at depth position 170 (B) as compared to model input (A). Dashed line represents fault location. 
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the position of the rollover anticline. There does appear to be many of reflections imaged 

and there seems to be a problem at the top of the line. Which is due to amplifying higher 

frequency noise in x andy. 

The result of using the second derivative algorithm produces results which images 

the fault in it correct position and is easy to interpret. 

4.4 Comparison of Results 

The results between the three algorithms will be discussed in this section. The 

result of using depth section 215, 250 and 170 as shown in figures 4.22, 4.23, and 4.24 

(a) is the input data, (b) is the coherency result, (c) is the differencing result, and (d) is the 

second derivative result. By examining the result of figures 4.22, 4.23, and 4.24. It can 

be clearly shown that the second derivative produced the best result for the fault in depth 

sections 215 and 250. The coherency result was also quite good except you can not be 

sure if the upper or lower discontinuity is the fault. In the differencing result the fault 

position is almost impossible to locate, you could assume that it is in the middle of the 

high frequency oscillations but that would prove to be incorrect. Whereas for depth slab 

170 as shown in figure 4.24 the coherency result seems to produce the best result of the 

input feature. The differencing and second derivative results do a good job at imaging 

the Murre fault. 

Figure 4.25 compares the coherency (b), differencing (c) and second derivative 

(d) result for line 60 of the model data (a). Here we compare the result and see that the 

second derivative result gives the best image of the fault plane. Again the differencing 

result has high frequency oscillations. 
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Figure 4.22: Comparison between coherency (B), differencing (C), and second derivative (D) 
result using input model (A) at depth slice 215. 
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Figure 4.23: Comparison between coherency (B), differencing (C), and second derivative (D) 
result using input model (A) at depth slice 250. 
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Figure 4.24: Comparison between coherency (B), differencing (C), and second derivative (D) 
result using input model (A) at depth slice 170. 
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Figure 4.25: Comparison between coherency (B), differencing (C). and second derivative (D) 
result using input model (A) at vertical slice 60. 
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The second derivative algorithm tends to give better results than the differencing and 

coherency results for fault imaging whereas the coherency result tends to be better at 

imaging shallower stratigraphic features. The differencing results tend to have high 

frequency oscillations that make it difficult to interpret the fault position. One possible 

way to get rid of these high frequency oscillations is to use deconvolution. 

Deconvolution would also remove wavelet deJay effects. An example of how this type of 

processing can effect the fault positioning is shown in Figure 4.26. The seismic event is 

moved up to the correct position and the osciJlating event is compressed into one 

dominant peak. This obviates the problem of ambiguity in defining the fault. This 

deconvolution is implemented by designing a Wiener fiJter to shape the seismic wavelet 

to a spike as shown by Robinson and Treitel (1980). Of course this deconvolution 

requires knowledge of the wavele~ which in the case of real data, is a nontrivial issue. 
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Chapter 5 

Hibernia Real Data Examples 

5.1 Appliclllion to JD d~ptll migrated data 

This section describes results of the fault detection algorithms using data obtained 

during the Hibernia 1991 three-dimensional survey. The area used for the reverse time 

migration shown in figure 5.1 (outlined in red), and was chosen because it overlaps with 

the model area and illustrates positioning of the Murre fault. A portion of this data was 

used for fault detection and consisted of 150 in·lines and 121 cross-lines with 350 depth 

traces. Figure 5.2 illustrates a vertical section through the 3D cube at in-line 60. In-line 

60 was depth migrated using the same poststack depth migration that was used for the 

model data. From Figure 5.2, it is apparent that the Murre fault has vertical positioning 

from 250 to 350, as illustrated by the dashed line. For the above, and each of the 

examples to follow, a dashed line will outline the Murre fault. 

To test the fault detection algorithms, depth slice 275 (figure 5.3) was chosen to 

represent the upper portion of the fault and 325 (figure 5.4) to represent the lower portion 

of the fault. Figure 5.3 illustrates a plane through the real data at depth section 275; the 

Murre fault is interpreted at x = 1 0·90 and y= 130·140. As mentioned above, a dashed 

line represents the fault interpretation. Figure 5.4 illustrates a depth slice through the real 

data at depth position 325. This shows that the fault is positioned at x = 10·100 andy= 

1 00·120. The results of fault detection testing preformed on in·line 60 (depth slices 275 

and 325) are provided in the following sections. 
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Figure 5.1: Illustration of the 1991 3-D seismic survey shot over the Hibernia field. 
Also shown is the well locations and an outline of the seismic area used for the 
model data (black rectangle) and real data (red). Adapted from Kelly (1998). 
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Figure 5.2: Line 60 from the depth migrated 1991 Hibernia survey. 
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Figure 5.3: Plane through real data at 275. Dashed lines represents fault interpretation. 
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Figure 5.4: Plane through real data at 325. Dashed lines represents fault interpretation. 
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5.2 Comparison of D~ptll Migrat~d Res lilts 

This section describes comparison results of the different fault detection 

algorithms for each of the real data input. Depth section 275 will first be compared, 

followed by depth section 325, then vertical section in-line 60. These results are shown 

in figures 5.5, 5.6, and 5.7 respectively. 

Result of depth section 275 is illustrated in figure 5.5. The input shown in (A), 

illustrates the Murre positioned at the top of the section. These results illustrate that the 

coherency (B) and differencing (C) give similar results with coherency giving greater 

amplitudes and appearing more continuous. Both perfonn well at imaging the Murre 

fault and in eliminating the continuous reflections. Alternatively the second derivative 

{D) result does image the Murre fault in its correct location, as well gives the correct 

wavelet size of the fault. 

Depth section 325 input (A) and results (8, C, and D) are illustrated in figure 5.6. 

At first observation it appears as though neither result imaged the Murre fault adequately 

but upon closer inspection the second derivative (D) does image the extent of the Murre 

fault better than the other methods. Agai~ the coherency (B) and differencing (C) do 

eliminate almost all the reflections except those of the Murre fault, however they do have 

the same problem of wavelet size (as when imaging depth section 275). The input of 

depth section 325 illustrates that the Murre. fault has an irregular shape; it tends to thin 

between x= 40-60. This thinning does effect the imaging capabilities of the differencing 

and coherency algorithms in that the outputs show a broken up image of the fault. This 

feature is less evident on the second derivative result. 

70 



120 100 80 60 40 

In-line 

100 80 60 40 

In-line 

20 0 

20 0 

0 
~ ·...... 

I 
(/) 
(/) 

0 u 

In-line 

Figure 5.5: Comparison of result for depth section 275. (A) Input data, (B) coherency result, 
(C) differencing result, and (D) second derivative result. 
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Figure 5.6: Comparison of result for depth section 325. (A) Input data, (B) coherency result, 
(C) differencing result, and (D) second derivative result. 
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Figure 5.7: Comparison of result for in-line 60. (A) Input data, (B) coherency result, 
(C) differencing result, and (D) second derivative result. 
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The last comparison of the depth migrated result is of in-line 60. The input is 

illustrated in figure 5.7a. Ag~ the Murre fault location illustrated by a dashed line. 

The results of the coherency (B), differencing (C) and second derivative (D) illustrate that 

the Murre fault is imaged accurately. The coherency and differencing also show similar 

results. The differencing method appears to have high frequency oscillations, as 

observed in section 4.3.2. Also illustrated in Figure 5.7 is that the Murre fault not being 

imaged as a continuous discontinuity. This may just be amplitude scaling factor. The 

second derivative result does image the Murre fault as continuous but still has a lot of 

high frequency oscillations due to the fact that it is a second derivative. 

Therefore, the above results illustrate that the second derivative method highlights 

the faulted event of the Murre fault. It gives a continuous fault image and does not have 

the longer wavelength that is illustrated by the coherency and differencing results. 

However the high frequency reverberations associated with the second derivative make it 

difficult to pick the correct phase of the wavelet. Again, deconvolution could help 

decrease this ambiguity if we knew the wavelet. The coherency and differencing 

algorithms perform well at eliminating the continuous reflections and imaging the 

discontinuous reflections associated with the Murre fault. 

5.3 Application of Differencing and Coherency Methods to Time Migrated Data 

This section describes the effects of the differencing and coherency methods to 

time data. The data set used was a portion of the Hibernia 1997 three-dimensional 

seismic survey. which was provided by Hibernia Management Development Corporation. 

Two subsets of the 30 seismic survey were selected, the first outlined in red as shown in 
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figure 5.8 consists of300 traces, 400 lines and covers the area of the Mune fault. The 

second subset outlined in yellow as shown in figure 5.8 consists of 400 traces, 400 lines 

and 

is an area with smaller scale faults. Each subset had a time range of 2400 to 3000 ms 

with a sample rate of 4ms. The first data set was used for testing both the differencing 

and coherency algorithms for comparison purposes. The second data set was not 

available for testing using the differencing software; as a result this data was only used on 

the coherency software. 

5.3.1 Differencing Results Using Time Migrated Data 

For differencing, software called EDGE developed by Chevron Petroleum 

Technology Corporation was used. This deals with imaging of faults and stratigraphic 

changes in the subsurface. Within the software there are three methods of edge detection, 

amplitude differencing, super amplitude differencing, phase differencing, and derivative. 

To keep consistent with the previous algorithms amplitude differencing was chosen. The 

amplitude difference calculates trace to trace differences in the input data. To test the 

software, four input parameters must first be determined; vertical window sizes, trace 

pattern, dip steering, and edge detection attribute. First, the display attribute for the 

output cube was determined. The options for this input parameter are as follows: 

average-provides most robust result, minimum- takes minimum difference for the 

surrounding traces, maximum-takes maximum difference for the surrounding traces, and 

max-min- takes the range of the difference for the surrounding traces. Average was 

chosen as the output display attribute because it takes the average of the difference. This 
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Figure 5.8: Seismic basemap of Hibernia time data. Subset #1 outlined in red, 
subset #2 outlined in yellow, and black line represents an arbitrary cross-line 
and in-line of subset #2. 
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improves the result through taking the average of the output data values rather than 

providing maximum and minimum values, which could skew results to the high or low 

ends. Averaging is also the most robust, therefore it is relatively insensitive to errors in 

the data and can deal with poor quality data. The other three input parameters were used 

for parameter testing. These are vertical window size ( 40ms, 60ms, and 80ms ), trace 

pattern (4 comer, 3x3, and 5x5) and dip steering (dip steering on or off). Table 5.1 

illustrates six of the many tests performed using the differencing software. 

Results from the tests listed in table 5.1 are shown in figures 5.9, 5.10, and 5.11. 

The first of these tests kept all input parameters constant except for vertical window size. 

Figure 5 .9 illustrates results of varying window size. In figure 5.9 (a) is the input data 

set, (b), (c), and (d) are differencing results from varying window size 80, 60 and 40ms 

respectively. The input data set has interpreted the Murre fault and a smaller scale fault 

paralleling the Murre fault, both of which are outlined by thin white lines. This is 

displayed as a time slice at time 2740. Each output display has correct fault interpretation 

outlined by either a white or black thin line. These results indicate that as the vertical 

window size decreases fault imaging improves. Window size is variant with the size of 

the structure, however if the window size is too low smaller scale faults will not be 

evident. Again the fault image of the differencing results are not as distinct as the input. 

Also the output contains higher frequency content than the input. 

The next test had vertical window size (60ms) and dip steering (oft) constant, 

with varying the comparison pattern (4-traces and 3x3). Figure 5.10 illustrates (a)-input 

data set, (b) differencing result with 4-traces, and (c) differencing result with 3x3 traces. 
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Table 5.1: Testing Parmeters for Difference Method (EDGE). 

4 4 4 8 3x3 3x3 

40 60 80 80 60 60 

No No No No No Yes 
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D 

Figure 5.9: Differencing results using various window sizes. (A) Input data set, 
(B) 80 ms window, (C) 60 ms window, and (D) 40 ms window. 
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(A) (B) 

(C) 

Figure 5.10: Edge results using variation comparison pattern. (A) Input data set, 
(B) 4 traces, and (C) 3x3 traces. 
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(A) (B) 

(C) 

Figure 5.11: EDGE results of dip steering. (A) Input data set, (B) 3x3 with no 
dip steering, and (C) 3x3 with dip steering. 
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The results illustrate that by increasing the trace pattern the fault image becomes c:learer 

but again the differencing result have higher frequency content than the input data set. 

Dip steering was the next parameter test performed. There were numerous tests 

performed however the majority of results were not significant. Figure 5.11 illustrates (a) 

input data set, (b) 3x3 trace with no dip steering and (c) SxS trace with dip steering. Both 

have a vertical window size of 60 ms 

Parameter testing of the Edge software illustrated that the best parameters are low 

vertical window size (40ms), greater number of traces (3x3 or Sx5) and dip steering 

toggled on to give best result for fault imaging. 

5.3.2 Coherency Results Using Time Migrated Data 

To test coherency results using time data, Landmark's Poststack/P AL was used. 

This software was designed to help extract more useful information from seismic data 

and is used to enhance resolution with the add on feature on continuity which reveals and 

heightens lateral changes in the data. The subset #1 as previously show in section 5.3.1 

was used as input into the Poststack/P AL software. 

As previously illustrated with EDGE, Poststack!PAL also has several input 

parameters that must be determined. Many are similar to EDGE, such as the comparison 

option, comparison pattern, vertical window size, and maximum dip search. Other 

parameters that need to be determined for Poststack/Pal includes amplitude scaling and 

normalization value. These parameters must be determined first since they effect the 

performance of the software with respect to the other parameter testing. To determine the 

amplitude scaling and normalization value a workflow for detennining the best continuity 
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parameters written by Gallagher (1996) was used. The workflow is outlined in Appendix 

A. These values are important for scaling the output coherency. These values are both 

negative and positive with positive values ranging from 0.20 to 0.95 being ideal. 

Therefore to utilize the color bar within Landmar~ coherency values need to be scaled so 

that non-ideal negative values are clipped from the output. Following the workflow in 

Appendix A the values for amplitude scaling and normalization were determined to be 

0.25 and 0.75 respectively. For these data only coherency values between 0.50 and 0.75 

will be utilized by the color bar. Figure 5.12 illustrates the effects of using the amplitude 

scaling and normalization values (A), as opposed to not using any of the parameter's 

value (B). It is shown that the use of a values of .025 for amplitude scaling and 0.75 for 

normalization, the data has the full range of the color bar. This compares to no amplitude 

scaling or normalization value (B), which tends to only use the upper portion of the color 

bar. 

Now that the amplitude scaling and normalization value has been determined, 

parameter testing can begin. Table 5.2 illustrates testing of coherency using correlation 

and semblance. Semblance had not been used prior to this, however but since it was 

available within Landmark's Poststack!PAL, it was used in testing Hibernia's time data. 

Semblance was explained in chapter 2 section 2.2.2. Tests 1-3 are coherency testing and 

tests 4-6 are semblance as illustrated in table 5.2. Table 5.2 illustrates that tlie only 

parameter used for testing was vertical window size. All tests have a comparison option 

of average with a comparison option of eight. Eight was chosen for the comparison 

pattern since the greater number of traces the more robust the results. Also shown is a 
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Table 5.2: Testing Parmeters for Coherency Method (Poststack:IPAL). 

Average Average Average 

8 8 8 8 

50 76 150 50 

8 8 8 8 

0.25 0.25 0.25 0.25 

0.75 0.75 0.75 0.75 

Average Average 

8 8 8 8 

76 150 76 76 

8 8 No 8 

0.25 0.25 0.25 0 

0.75 0.75 0.75 0 
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maximum dip of 8ms. This value was chosen to be equal to the maximum geological dip 

(in ms/trace) that is expected to occur within the maximum distance of the comparison 

pattern (Landmark, 1996) within the input data set. Therefore a 8ms-dip search was 

chosen for this data. Figure S .13 illustrates the effects of not using dip steering. 

Figure 5.14 illustrates the correlation results of varying vertical window size, (a) 

is the input data, and (b), (c), and (d) are coherency results of vertical window sizes of76, 

50 and 150. These results illustrate that a shorter window size provides a very sensitive 

measure of trace to trace dissimilarity, but may be bias from noise effects. A longer 

windows reduces the risk of noise effects, but tends to obscure more subtle 

discontinuities. Semblance was also tested using Poststack/P AL, with results similar to 

correlation. Figure 5.1 S illustrates comparison of correlation and semblance using subset 

#1 shown in (A). Correlation result are shown in (B) and semblance results are shown in 

(C). From this comparison it is evident that both results are similar with respect to the 

fault image. The difference between the results is in the darkness of the output. 

Correlation tends to de darker in color than semblance. 

Both correlation and semblance did not obtain the best results for imaging the 

Murre fault. The cause of this is found by examining the time data, which illustrates that 

the Murre fault appears to be an imaged event and therefore will not produce an adequate 

image using the coherency method. Therefore, with respect to the imaging capabilities of 

Landmarks Poststack!P AL, a subset #2 was used (figure 5.1 ). This data set illustrates 

several smaller scale faults, as seen in figure 5.16 (A). These features include what looks 

like north-south trending and east-west trending faults or stratigraphic features. Figure 

5.16 illustrates semblance results of varying window size using subset #2 as input. The 
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window sizes used were (B) 50 ms, (C) 76 ms, and (D) 150 ms. Figure 5.16 shows that 

as window size decreases the shaper the image. Having a very large window size ( 1 SO 

ms) tends to loss features that are seen with results of smaller window sizes (50 -80 ms). 

This is illustrated more clearly in figure 5.17, where inlines of subset #2 for each of the 

result seen in figure 5.16. Therefore using a smaller vertical window size the data will 

tend to be less averaged. 

5.3.3 Comparisoa of EDGE Vs Poststa~k/PAL 

Comparison results of using EDGE and Poststack/P AL are illustrated in figure 

5 .18. This shows the input data set (A) of subset # 1, (B) EDGE result, and (C) 

Poststack!PAL result. Results have same vertical window size (80 ms) and comparison 

traces (8-trace). Poststack has a 8ms dip steering whereas EDGE has dip steering toggled 

off. The results show that even with the difference in dip steering both software 

programs produce very similar results for the Murre fault. 
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Chapter 6 

Discussion amd Comclusions 

6.1 Effects of imaging on fault detection. 

Fault detection imaging is extremely useful in areas where faults effect field 

development and production. It has been shown that the use of fault detection methods is 

important in areas where faults are not easily imaged using traditional seismic data. Fault 

detection highlights faults that otherwise may not be interpreted or eliminates features 

that look like faults on time data as illustrated in section 5.32. In order for such imaging 

methods to produce their best results the data must be properly processed which means 

migrating the data before using fault detection. Migration is very important to the 

outcome quality of the fault detection methods as seen in section 4.1; the migrated model 

produced a better image of the fault model than the unmigrated model where the fault 

detection of a migrated and unmigrated section was compared. Other effects of imaging 

on fault detection involve the type of data used, three-dimensional data is better than two

dimensional because three-dimensional data can provide time or depth slices of the data, 

therefore allowing observation of lateral extent of fault planes. 

6.2 Comparison of Methods 

Several different methods of fault detection were tested. They were coherency 

measures, differencing, second derivative, and semblance. For the model data, 

coherency, differencing, and second derivatives were tested and compared. The results 

illustrated that the second derivative result gave the most continuous image of the Murre 

fault, but suffered from reverberations. All three methods did a good job at eliminating 

the coherent events, but differencing had a problem with high frequency oscillations. 
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The coherency method also had a problem with a fault shadow located above the Murre 

fault. 

The depth migrated real data also tested coherency, differencing, and second 

derivatives. These results illustrated that the coherency method produced the best results. 

The second derivative produced high frequency oscillations, which are due to the 

increased noise within the real data as compared to the model data. The differencing 

method as seen with the model also produced high frequency oscillations. 

Testing of the software EDGE (differencing algorithm) and Poststack/PAL (both 

coherency and semblance) was done using time migrated data. These results did not 

produce good images of the Murre fault since due to the nature of the fault there tends to 

be a coherent image within this data set. Results did show however that as vertical 

window size decreased, comparison trace increased, and dip steering was used the image 

improved. Also results for the coherency algorithm and semblance algorithm were very 

similar. By using subset #2 (figure 5.8) the imaging qualities ofPoststack/PAL, proved 

to increase dramatically. Subset #2 contained features that could be interpreted as faults 

on the time data but when coherency was used these features/faults were very evident and 

easy to interpret. 

6.3 Recommendations 

Using model and real data the algorithm's developed by Lines, produced data 

results which illustrated high frequency oscillations. This may be remedied by using 

deconvolution as seen in section 4.4 and illustrated in figure 4.26. The deconvolution 

result did eliminate the high frequency oscillations by compressing the oscillating events 
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into one dominant peale. Again, the real data requires knowledge of the wavelet. 

Deconvolution is designed to improve the resolution of reflected events and to rid the 

data of unwanted energy. Through the use of software products and time data these high 

frequency oscillations were removed, eliminating their effects. 

To obtain maximum results using fault detection methods, the following features 

should be considered; type of data (20 or 30), if there are faulting or stratigraphic 

features present, proper processing of the data (migration}, and proper input parameters 

determined for the data set. One should be aware that fault detection methods are only a 

tool to aid in fault identification and should not be used as a first interpretation 

In general, the fault detection methods enhanced the amplitude of seismic events 

representing faults relative to continuous seismic reflections. In some cases, there may 

be 'ringy' seismic events that parallel the fault and it is difficult to pick the right peak or 

trough to trace the fault. As mentioned, deconvolution can help to compress the 

interpreted event. However, it is helpful to use well ties to pin the correct location of the 

fault. In this respect, interpretation of fault enhanced seismic sections is no different 

from conventional interpretation where one uses all available information to iron out 

possible ambiguities. Fortunately, there is a considerable amount of well information in 

Hibernia field to aid our interpretation. 
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Gallagher (1996) 

Work Flow for Determining the Best Continuity 
Parameters to Build Continuity Cube Data ( cd) Files 

I. Subset 3DV file: You want to select a subset of your original JOY file (orig01.3DV). 
The smaller bulk shifted subset 3DV file (subBSOI.JDV) will be used as input for repeated 
continuity flows to determine the best parameters. · 

A- Select small area in mapview (l. - L. I Tr - T,) 

B- Determine center of time window (to) for your zones of interest. 
EXA!WLE: (to. lOOOms) 

C- Determine correlation window size (Wcorr). Consider the wavelength of the 
seismic data and that a smaller correlation window resolves more detail. 
EXA.\APLE: (W,OfT =lOOms) 

D- The top of your subsetted data (t~ap =to - W,orr) 
The bottom of your subsened data (tbot =to + Wcorr) 
The "thickness" of the subsened JDV file should be at least two times the 
size of the correlation window. 
See Figure 1 

[Throughout this document the asterisk "*" means to: I) select this option 2) push 
button or 3) input value in window]. 

II. Bulk shift JDV subset: You will bulk shift the 3DV subset to zero time. 

A- Launch: PostStack~ Main PostStack/PAL Window 

l . • Process 
• Data Shifting 

• Bulk Time Shift 
• Parameters 
- • - 900 (negative bulk shift zone of interest so that t'1op = 0. zero time 
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t1011 I -900ms 
200ms bulk shift 200ms 

r. /I lOOms 

/ 
this is Limit Maximum Time of 
Input Data in ''2" below 

this is End Time of Output Data 
in "3" below 

2 • Input Data 
• Vertical File 

• Parameters 
- Input File~ • List~ • orig01.3DV 

- • Line/ Areal Extents 
- Input direction ~ • Lines 
- Areal Extent ~ Lines • [.,. • L.n 

~Traces • Tr • T, 
- • Limit Maximum Time * tbot ( 11 OOms) 

• Fill Gaps with Dead Traces 
• OK 
• OK (Input Data) 

3. • Output Data 
* Vertical File 

• Parameters 
- Output File~ • (Name new file) subBS01.3DV 
- Start Time ~ • Oms 
- End Time ~ *200ms 
- Format -+ * 8 bit ...... data must be scaled if 8 or 16 bit is selected. 
- Scaling -+ • Automatic 

Trace Percentile~ *99 
Data Set Percentile ~ *99 

- *OK 
- * OK (Output Data) 

4. • Test Current Flow 
• Run 
< - if process starts & finishes normally> 
• Run Current Flow 
• Run 

At this point you now have your original 3DV file orig01.3DV subsetted and bulked shifted, 
and output to the subBSO 1.3DV. See Figure l 
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The "subBSOl.JDV" file will be the iaput file for subsequent continuity processes that are run 
to detennine the best parameters for this seismic data set. Selecting a "small" subset of the data 
allows the continuity process to run quickly and gives you a feel for how long processing will 
take for the entire data set. 

III. Continuity Process 

1. • Process 
• Continuity 
• Correlation 
• Parameters 

Comparison Option ~ • minimum 
Comparison Pattern ~ • 2 traces 
Vertical Window Size (ms) ~ • 100 01/"'") 
Maximum Dip Search ms -+ • 0 
Apply Threshold NO! 

- Normalization Value-+ • 0 
*OK 

2. * Input Data 
• Vertical File 

* Parameters 
- Input File~ • List-+ • subBS01.3DV 
- • line/ Areal Extents 
- Input Direction ~ • Lines 
- Areal Extent -+ Lines • L.t * Lm 

~ Traces • Tr • T. 
- • Limit Maximum Time • t'~~ot (200ms) 

• Fill Gaps with dead Traces 
- • OK 

• OK (Input Data) 

3. • Output Data 
• Vertical File 

- Output File-+ • (Name new file) BScont01.3DV 
- Start Time -+ • Oms 
- End Time -+ *200ms 
- Format -+ • 8 bit 
- Scaling -+ • Manual 
- Largest Unclipped Amplitude • 1 E • 0 
- • OK 
- • OK (Output data) 
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4. • Test Current Flow 
• Run 
< if process stans & finishes normally > 
• Run Current Flow 
• Run 

You now have your "first pass" continuity 3DV file. (BScont01.3DV) 
See Figure m 

IV. Display Refinement: Correlation Coefficient (CC) values range from +1 to -1. High 
positive CC values reflect similar traces, and low positive and negative CC values reflect 
dissimiliar traces. Negative values are only generated when there is a phase reversal 
between adjacent traces. Therefore +990/o of your continuity data will be positive and most 
of that 990/o in "good" data will range between 0.20 and 0.95. The correlation coefficient 
values are "seismic data" and therefore defined by the 127 to -128 values on the left side of 
the color bar, and you can not edit these values. Below explains how CC values relate to 
color bar values and how we work around not being able to edit these values. 

12 7 I 12 7 = 1. 00 Correlation Coefficient 

-127/127 = -1.00 Correlation Coefficient 

n/127 =Correlation Coefficient at then value of the color bar. 

Given the above, you are going to find the range of correlation coefficient values for the 
BScont01.3DV file. Once the range ofCC values are found, you will determine the "best" 
Normalization Value in the Continuity-Parameter and the Largest Unclipped Amplitude in 
Output Data - Parameters to use so that the CC values use the full length of the color bar 
12 7 to -128. Then you will rerun the Continuity process again changing only those two 
values. 

A. Bring up a seismic line in subset area. 
1 • Seismic ~ • Seismic Display Parameters 

- • set Interpolation Factors for Line, Crossline & Time to fill screen 
- • set seismic file to BScontO 1.3 DV 

2 • Seismic • Reselect Time 
- • set time range 0 - 200ms (time range of bulk shifted subset) 

B. Bring up a color bar for above seismic line See Figure IV 
1 • Edit color bar to one color (Blue) 
2 • Edit color bar from "bottom" ( -128) to 0 with contrasting color (Red) 

- Is any part of the seismic line red? 
3 • Edit color bar from "bottom" ( -128) pushing "red" higher in color 

bar until "red" begins to be seen in the seismic line. See squiggly lines ';[ .. 
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in the seismic view (Figure IV). When "red" appears the "lower limit of the CC 
value range" is defined. 

Example: "26" on color bar. 

4 • Edit color bar from "top" 127 using "'yellow". Edit color bar pushing 
"yellow" down in color bar until yeUow begins to be seen in seismic line 
See squiggly lines·~" in the seismic view (Figure IV). 

When "yeUow" appears the "upper limit of the CC value range" is defined. 

Example: "114" on color bar. 

5 • The range ofCC values can now be calculated using n/127 = CC value. 

Example: 26/127 = 0.20 and 114/127 = 0.90 

6 Given the end members 0.20 and 0.90 for the correlation values, you want 
to normalize these values. (i.e. What one number subtracted from both will 
give values one negative and one positive centered at about zero). 
See Figure V 

H = upper limit ofCC range (0.90) 
L = lower limit ofCC range (0.20) 
N = number to subtract from both i.e. Normalization Value 
A = Largest U nclipped Amplitude 

H + L = N (Normalization Value) 
2 

Example: 

0.90 + 0.20 = N 
2 

0.55 = N 
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H - N = A (Largest Unclipped Amplitude) 

0.90- 0.55 ="A" 
Example: 

0.35 ="A" 

7. Rerun Continuity Process ill with following changes: 
(Cbanaes Underlined) 

a) • Output Data 

• Vertical File (Rename if you wish) 
• Parameters 

Scalina 7 • Manual 
Laraest Uncljpped AmPlitude • "A" value from #6 above 

• OK 
• OK 

b) Continuity from Correlation 
• Parameters 

• Normalization Value • "lf' valye from #6 above 
• OK 

c) • Test Current Flow 
• Run 
< if process starts & finishes normally > 
• Run Current flow 
• Run 

You now have a final continuity processed JDV file that utilized the entire color bar. 
You can change the continuity process parameters, repeating III & IV above using the 
subBSO l.JDV file as input each time. 

V. Build Cube Data File: Build a "cd" file using the ouput vertical file from "7a" above. 
Remember that mapview (topview) is the best way to look at continuity data. Build your 
"cd" file accordingly. Do positive interpolations in lines and trace dimensions and negative 
interpolation in sample rate dimension in order to till screen and stay under the 70% of 
RAM memory limit for "cd" files. 

106 



Figure 1 

900ms 

IOOOms .......... . 

I lOOms········· 
to + w C«f = t~~ut 

Figure 2 

t• top 

t1
o lOOms ········ ···· 

T, 

,.;._._ ______ _,.::. .... L. 

Mapview 

Seismic View 

Subset 
Data of Interest 
E"ample: origOL3dv 

T, 

,__ _______ -:: ... .. .. Lu 

Map view 
Bulk shifted 

Lm Subset 
Example: subBSO l.Jdv 

Seismic View 

········· ···'"-----------..1 
200ms 

107 



Figure 3 
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Figure 5 
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