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ABSTRACT

Data from 77 magnetotelluric (MT) soundings across the Appalachian orogen in
Newfoundland, Canada, are analysed (o determine the conductivity structure of major tectonic
boundaries of the orogen and the regional conductivity structure. An extended Groom-Bailey
tensor decomposition analysis is developed and employed to remove galvanic distortion effects
produced by the complex near surface geology of Newfoundland. In the proposed decomposition
analysis a global minimum is sought to determine the most appropriate strike direction and
telluric distortion paramelers for a range of frequencies and a set of sites. The recovered 2D
responses are representative of regional-scale structures and 2D inversion algorithms can be
employed o recover the regional conductivity structure.

The regional conductivity structure of the orogen suggests that the Baie Verte Line, Red
Indian Line and Dover fault - Hermitage flexure represent significant crusial tectonic
boundaries. The conductivity structure changes both across and along strike in Newfoundland.
The magnetotelluric data do not support a near two-dimensional model of three lower crusial
blocks but indicate a more complex three-dimensional geometry in southern Newfoundland.

The Baie Verte Line is imaged as an upper-middle crustal boundary separating the deformed
and duplicated passive margin of Laurentia (Humber zone) and resistive arc terrain of the
Notre Dame subzone. The Red Indian Line marks the boundary between the Notre Dame and
Exploits subzones of the Dunnage zone and is roughly coincident with a change in lower crustal
conductivity. The Dover fault is imaged as a near vertical boundary between upper-middle
crusls of contrasting electrical properties, extending to a depth of at least 20 km.

The sharp change in upper-middle crustal conductivity observed in the magnetotelluric data
suggest that orogen parallel motions were important in the development of many of the major

boundaries of the orogen. The data support a three part division of the lower crust.
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CHAPTER1

Introduction

The Appalachians of Newfoundland record a Wilson-cycle (Wilson, 1966) of ocean
creation and destruction. The [apetus Ocean opened in the Late Precambrian between the
Laurentian plate of North American affinity in the west and the Gondwanan plate of
African affinity in the east. Closing during the Ordovician - Silurian resulted in the collision
of the Laurentian and Gondwanan plates squeezing between them the arc-derived rocks of
the lapetus Ocean.

The interpretations of the marine deep seismic reflection data north of Newfoundland
(Keen et al., 1986) and in the Gulf of St. Lawrence (Marillier et al., 1989) inferred a
division of the lower crust of Newfoundland into three blocks: the western Grenville, the
Central and the eastern Avalon. The upper crust of the orogen is subdivided into four main
tectono-stratigraphic zones, the Humber, Dunnage, Gander, and Avalon from west to east,
respectively (Williams, 1979) (Fig. 1.1). The Laurentian plate is represented by the
continental rocks of the Humber zone and by the Grenville lower crustal block whereas the
Gondwanan plate is represented by the continental rocks of the Avalon zone and by the
Avalon lower crustal block. The Dunnage and Gander zone rocks, lying between the two
plates, represent island-arc and back-arc basin rocks of the destroyed ocean and the eastern
passive margin of the lapetus Ocean. The Central lower crustal block is of unknown
affinity between the Grenville and Avalon blocks (Fig. 1.1).

The early interpretation in terms of three lower crustal blocks was based entirely on

reflection seismic data offshore (Keen et al., 1986; Marillier et al., 1989) and surface






lower crustal block model throughout the orogen (Quinlan et al., 1992; Quinlan et al.,
1993). Their studies and those of Hall et al. (1998) suggest that the seismic evidence for
three distinct lower crustal blocks is questionable. They argue instead that the reflectivity
pattern supports a single lower crustal block spanning the Avalon / Gander lower crustal
boundary at least in places.

The magnetotelluric data discussed herein were collected as part of the LITHOPROBE
EAST Transect investigations of the Newfoundland Appalachians. Multi-disciplinary
investigations were undertaken to provide better constraints on the geometry and
distribution of upper and lower crustal blocks and on their mutual relationship and internal
structure. The main focus of the electromagnetic survey was the determination of the
electrical conductivity of the middle-lower crust, in particular, to determine if the
approximately two-dimensional, northeast-southwest striking, three-lower-crustal-block

model suggested by earlier marine seismic studies is supported in electrical conductivity.

1.1 The Magnetotelluric (MT) Method

Magnetotelluric soundings are sensitive to both lateral and vertical changes in electrical
conductivity. The method is an integrating technique and as such is sensitive to changes in
the bulk electrical conductivity of the subsurface. Electrical conductivity is one of the most
variable properties of rocks and minerals (Haak and Hutton, 1986), providing the method
with resolution not attained by other integrating techniques (gravity and surface wave

studies). The method is complementary to seismic reflection investigations as it is sensitive



to different physical properties and is capable of resolving the distribution of electrical
conductivity of the subsurface, as opposed to faults, lithological boundaries and intrusions
resolved in normal incident reflection surveys (Jones, 1987).

[n the MT method, time-varying electric and magnetic fields, observed at the subsurface
of the Earth, are recorded as a function of frequency. These fields are the sum of a
naturally occurring external magnetic field, the magnetotelluric source, and electric and
secondary magnetic fields induced by the interaction of the external magnetic field with the
conductivity structure of the Earth. The depth of source interaction is frequency
dependent, governed by a skin depth relationship. This depth dependence enables one to
image the conductivity structure of the Earth by examining relationships between the

observed fields as a function of frequency (pseudo depth).

1.2 The LITHOPROBE EAST Magnetotelluric Experiment

The electromagnetic data of the LITHOPROBE EAST Transect investigations consist of
77 magnetotelluric soundings recorded in 1989 and 199 1. The magnetotelluric sites were
located to provide reasonable areal coverage of the island and to complement seismic
refraction (Hall et al., 1991) and reflection (Quinlan et al., 1992) investigations. During the
field campaigns care was taken to place sites distant from known near surface conductive
structures that can produce severe telluric distortion and reduce the effective depth of
investigation. The location of the 77 magnetotelluric sites is shown in Fig. 1.1.

The magnetotelluric data were collected by Phoenix Geophysics Ltd. using a five



component (Ex, Ey, Hx, Hy, Hz) MAGNETOTELLURIC-system with 2-component

(RHx, RAy) hard-wired remote magnetic reference. Natural time-varying electromagnetic
signals were filtered and collected into three frequency bands: 10,000 - 72 Hz, 384 - 9 Hz,
and 0.1 - 2000 s. Recording times were approximately | x 4 hours, 1 x 4 hours, and 2 x 20
hours respectively. The lowest frequency band was processed using a robust variant of
Wight and Bostick's (1980) cascade decimation scheme. A comparison of the Phoenix
robust processing with more rigorous M-regression robust estimation demonstrated that
both yield estimates of the mean values that lie within error tolerances (Chave and Jones
1997). However, the parametric error estimates from the Phoenix processing were shown
to be too small for a large number of degrees of freedom, and too large for a small number
of degrees of freedom, compared to nonparametric jackknife estimates. This means that
the errors in the frequency range 12 - 0.5 Hz are probably too small. Consequently, the
poor misfit of either a distortion model and/or a conductivity model in this range should not
be taken necessarily as an indicator of an inadequate model, manifesting either three-
dimensional effects or insufficient structure.

The data quality was, overall, excellent. However, because of the probiems in the
calibration of the very high frequency induction coils, the data from the first decade
(10,000 - 1,000 Hz) could not be used. Also, given that the objective of this study is the
large-scale structure of the Newfoundland Appalachians, and that the site separation was
more than 5 km, data from the first half of the second decade (1,000 - 384 Hz) were also

not used further.



Although, care was taken during the field campaign to avoid near surface conductive
features, the magnetotelluric data collected in Newfoundiand proved to be one of the most
complex data sets ever collected as part of LITHOPROPE electromagnetic investigations.
Outcropping graphitic units distorted the natural electromagnetic fields, particularly the
electric fields, yielding responses that are very sensitive to analysis procedures. Thus
extreme care had to be taken when analysing, modelling and inverting the data to models of

the conductivity structure.

1.3 Thesis Outline

This thesis is organized into seven chapters and one appendix. In chapter two the
regional geology and crustal tectonics of the Newfoundland Appalachians are reviewed. As
well, the results of crustal geophysical investigations are summarized to present a picture of
our current understanding of the middle and lower crust of the orogen.

Chapter three begins with a mathematical derivation of the magnetotelluric impedance
tensor. Methods of interpretation of the impedance tensor through the traditional
assumptions of one and two dimensional earth conductivity models are discussed, along
with the extension of these models through mathematical and physical decompositions.

In chapter four an extension of Groom-Bailey decomposition is developed. The extended
decomposition analysis is applied to a number of synthetic data sets to demonstrate the
method’s recovery of regional impedances in the presence of experimental noise. The

advantages and superiority of distortion analysis over simple data rotation are outlined.



The regional conductivity structure of Newfoundland is discussed in chapter five. An
estimate of the coast effect in Newfoundland is found through three-dimensional
modelling of the Newfoundland coast and surrounding bathymetry. Regional strike,
induction vectors and determinant phases are examined to delineate important changes in
conductivity structure of the orogen.

In chapter six the conductivity structure of the Humber-Dunnage zone, Notre Dame -
Exploits subzone and Gander-Avalon zone boundaries is examined through two-
dimensional inversion. The tectonic significance of the structure observed at these
boundaries is discussed. Conclusions, along with recommendations for future work are

discussed in chapter seven.



CHAPTER 2

Regional Setting and Tectonics

2.1 Introduction

The island of Newfoundland records a late Precambrian to mid-Paleozoic cycle of ocean
creation and destruction. This cycle was first proposed by Wilson (1966) on the basis of
contrasting early Paleozoic faunal realms. The Appalachian-Caledonian orogen extending
from Scandinavia in the north to the United States in the south contains the remnants of
this pre-Atlantic ocean, termed lapetus by Harland and Gayer (1972) (Fig. 2.1). Since the
initial proposal of the Iapetus ocean, the orogen has been the focus of a large number of
geological and geophysical studies. Newfoundland provides the most complete and best
exposed cross-section through the orogen.

Late Precambnian rifting of the North American craton led to the development of the
early Paleozoic lapetus ocean (see review by Williams, 1979). By the late Ordovician,
destructive processes operating within Iapetus led to closure of the ocean and subsequent
Silurian continent-continent collision. Williams (1978, 1979) divided the Appalachian
orogen into five tectono-stratigraphic zones based on stratigraphic and structural contrasts
inherited during the development and destruction of lapetus (Fig. 2.2). The zones are from
west to east, the Humber, Dunnage, Gander, Avalon and Meguma zones. Zones east of the
North American craton (Humber zone) are viewed as suspect terranes, accreted to North
America during the destruction of lapetus (Williams and Hatcher, 1982, 1983). This

subdivision of the Appalachian Orogen and evolutionary concept has provided a
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framework for tectonic models of the Orogen and constraints on the tectonic development
of the Orogen.

While the surface geology of Newfoundland can be divided into zones of contrasting
stratigraphic and structural histories, the relationship of these surface zones to boundaries
in the mid-lower crust of the Orogen are poorly resolved. Lithoprobe geophysical and
supporting geoscience investigations were designed primarily to resolve the relationship
between the observed surface geology and the geology of the mid-lower crust. An
understanding of how structures observed at surface relate to those of the mid-lower crust
is essential to fully understand the tectonic processes involved in the destruction of [apetus.

Early Lithoprobe marine deep seismic reflection profiles across the Appalachians in
waters north and south of the island of Newfoundland (Fig. 2.3) divided the lower crust of
the Orogen into three lower crustal blocks (LCB) (Keen et al., 1986; Marillier et al., 1989).
This division of the lower crust is based primarily on contrasts in reflectivity character
within the lower crust and in particular at or near the reflection Moho. The western LCB is
interpreted as the North American craton (Laurentia) and the two eastern LCBs represent
parts of Gondwanda accreted during the development of the orogen. The division of the
lower crust into three LCBs implies both allochthonous and autochthonous settings for the
five tectono-stratigraphic zones recognized at the surface. The zones are interpreted to
have been carried and deformed above the three LCBs, which remained as essentially rigid
plates throughout the development of the orogen (Stockmal et al., 1987, 1990). An

allochthonous setting for one of the zones (Dunnage) is supported by earlier gravity
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central lower crustal block is interpreted as a region where lower crust of Laurentian and
Gonwandan affinities are interleaved by tectonic processes (Quinlan et al., 1992).

Over the past twenty-five years a number of tectonic models have been proposed for the
development of the Appalachian-Caledonides orogen (e.g. Bird and Dewey, 1970;
McKerrow and Ziegler, 1971; Williams, 1979; Colman-Sadd, 1980, 1982; Hutton, 1987
Stockmal et al., 1987, 1990; van der Pluijm and van Staal, 1988; Keppie, 1989 and van
Staal, 1994). Many of the features in the early models are not consistent with more recent
geological and geophysical constraints, although models proposed over the last decade have
many common elements, differing primarily with respect to the processes involved in the
final closure of [apetus. Southeastward directed subduction resulting in middle Ordovician
arc-continent collision (Taconian orogeny) is common to all of the recent models.
Continent-continent collision and the complete closure of [apetus did not occur until the
late Ordovician - Silurian following the closure of a back-arc basin or marginal sea (termed
[apetus [I by van der Pluijm and van Staal, 1988). The processes proposed for the final
closure of Iapetus include: lithospheric delamination allowing for "blind subduction" to
continue after the Taconian collision of North America with an island arc and closure of
the back-arc basin as a result of crustal shortening (Colman-Sadd, 1980, 1982 and
Stockmal et al., 1987, 1990), and abandonment of southeast directed subduction after
continent-are collision and the development of north westward subduction in the back-arc
basin (van der Pluijm and van Stall, 1988; Keppie, 1989 and van Staal, 1994).

Uncertainties about the processes involved in the final closure of lapetus stem partially

13



from the lack of lower crustal information and the fact that surface observations are
possibly obscured by orogen parallel transcurrent motions (e.g. Currie and Piasecki, 1989).
Relationships along strike within the Orogen may also be complicated by offsets
(Promontories) in the original rifted margins of [apetus (Thomas, 1977; Stockmal et al.,
1987, 1990 and Currie and Piasecki, 1989) .

2.2 Tectono-stratigraphic zones and Boundaries

Much of our present understanding of the tectonics of the Appalachian orogen in
Newfoundland is derived from the recognition of surface zones of contrasting geological
properties and the relationships between these zones. An understanding of the relationships
between the remnants of the [apetus ocean contained within the Dunnage zone and the
margins of [apetus contained in the Humber and Gander zones is essential to an
understanding of the tectonics of the orogen. The following description of the tectono-
stratigraphic zones and their inter-relationships is based mainly on the works of Williams et
al. (1988, 1989), Cawood et al. (1988), Piasecki et al. (1990), Colman-Sadd et al. (1992)
and Piasecki (1995).

The Humber zone extends from the western limit of Appalachian deformation eastward
to the Baie Verte-Brompton line and Long Range Fault (Fig. 2.4). The zone records the
development and destruction of the Cambrian-Ordovician western passive margin of
[apetus. Development of the margin was initiated by Late Precambrian rifting and was
followed by the deposition of clastic sediments and a shallow-marine carbonate sequence.

Sedimentation on the passive margin ceased in the early to middle Ordovician with the

14






northwest transport and uplift. Cawood and Williams (1988) proposed a model of
involving delamination and basement wedging to explain the observed deformation.
Stockmal and Waldron (1990 and 1993) have proposed a model involving westward
transport and duplication of the platform sequence as a result of northwest vergent
thrusting.

The Baie Verte-Brompton line and Long Range Fault mark the eastern boundary of the
Humber zone and the transition from crust of continental origin to crust of oceanic origin
(Dunnage zone). This boundary was the locus of deformation from the Ordovician to the
Carboniferous, and has had a complicated history of deformation with westward thrusting
being followed by eastward thrusting and both sinistral and dextral strike-slip motions in a
transpressional regime (Goodwin and Williams, 1990). The strike-slip motion along the
boundary separating the Humber and Dunnage zones suggests that the pre-strike-slip
histories of the two tectono-stratigraphic zones are unlikely to be similar, with contrasts
across the boundary possibly dependent on strike-slip motion rather than older tectonic
events (Taconian thrusting and destruction of the western passive margin of lapetus)
(Goodwin and Williams, 1990; Currie and Piasecki, 1989).

The Dunnage zone contains vestiges of arc, arc-related and back-arc rocks of an oceanic
domain, deformed during the closure of the Iapetus ocean. The Dunnage zone in
Newfoundland extends from the North American migeocline (Humber zone) eastward to
the Gander River Ultrabasic Belt (GRUB line), southeast to the Day Cove thrust and south

to the Bay d'Est fault (Hermitage Flexure) (Fig. 2.4).
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Dating of ophiolite sequences in the Dunnage zone and within the Taconian allochthons
of the Humber zone indicates that the majority of ophiolites formed in a relatively narrow
time range between 495 and 478 Ma (Early Ordovician) (Dunning and Krogh, 1985). Arc
volcanics located primarily in the central Dunnage zone have a greater spread in ages,
ranging from 513 Ma (Late Cambrian) to 462 Ma (Middle Ordovician) (Dunning et al.,
1991). Evidence of arc volcanism predating ophiolite formation within the Orogen implies
that the ophiolites of the Dunnage zone do not represent vestiges of the main ocean basin
(Jenner et al., 1991; Dunning et al., 1991). This conclusion is further supported by island-
arc geochemical signatures of the Dunnage ophiolites (Jenner et al. 1991 and references
therein). The ophiolite sequences preserved within the Dunnage zone therefore represent
fragments of oceanic crust formed in a supra-subduction zone environment and record
some or all stages of arc evolution.

Although, the ophiolites of the Dunnage zone formed in a similar supra-subduction zone
setting over a short time period the zone is internally divisible on the bases of contrasting
stratigraphy, faunas, structure, metamorphism and plutonism (Williams et al., 1988; Currie
and Piasecki, 1989; Colman-Sadd et al., 1992; Williams et al., 1995). The Dunnage zone is
commonly divided into the Dashwood, Notre Dame and Exploits subzones, each of which
developed independently until at least the Late Ordovician (Many authors consider the
Dashwood subzone to be part of the Notre Dame subzone).

The Dashwood and Notre Dame Subzones abut the Humber zone forming the western

side of the Dunnage Zone (Fig. 2.4). These two subzones are interpreted as parts of an arc
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terrane accreted to North America during the Taconian orogeny (Cawood et al., 1995:
Dec et al., 1997). Contrasting lithologies, metamorphic grade and plutonism indicate that
the two subzones developed at different structural levels (Currie and Piasecki, 1989;
Piasecki, 1995). The deeper crustal rocks of the Dashwoods subzone have been juxtaposed
against the swallower crustal Notre Dame subzone (Piasecki, 1995).

A high angle fracture termed the Red Indian Line separates the Dashwoods and Notre
Dame subzones from the Exploits subzone (Fig. 2.4) (Williams et al., 1988). In the
southwest this boundary is marked by the Cape Ray fault which separates rocks of the
Dashwoods subzone from those of the Gander zone (Dubé et al., 1996). Similarities
between the ophiolites of the Notre Dame and Exploits subzones are the principal reason
for grouping them together in the Dunnage zone, although these similarities are misleading
since stratigraphic, structural and faunal information suggests that the two subzones were
not linked until the Late Ordovician to Early Silurian. A sediment provenance and U/Pb
age study (Colman-Sadd et al., 1992) indicates that the oceanic rocks of the Exploits
subzone were emplaced onto the eastern margin of lapetus during the late Arenig (Early
Ordovician). This event correlates with the Penobscot Orogeny of Maine and was
approximately synchronous with the Taconian Orogeny, in which ophiolites of the Notre
Dame subzone where emplaced westward onto the North American margin (Humber
zone). The direction of transport within the two subzones was therefore in opposite
directions and onto opposite margins.

Contrasting Early to Middle Ordovician faunas (Celtic versus North American) of the
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Notre Dame and Exploits subzone indicate that the deformation that occurred at both
margins of lapetus did not result in the complete closure of the lapetus ocean (Neuman and
Max, 1989; Williams et al., 1995). Stratigraphy of the subzones imply a Late Ordovician to
Early Silurian linkage for the Exploits and Notre Dame subzones (Williams et al., 1988).
The relative movements of the Notre Dame and Exploits subzone and the processes
responsible for their linkage remain unresolved. The importance of Silurian orogen parallel
sinistral movements within the Orogen and arc volcanism post dating the Taconian and
Penobscot Orogenies (462 Ma) suggest that the linkage of the Exploits and Notre Dame
subzones was accompanied by sinistral transcurrent movements and or subduction
(Keppie, 1989; Currie and Piasecki, 1989; Piasecki, 1995 ).

The GRUB (Gander river ultrabasic belt) line , Day Cove Thrust and Bay d'Est Fault
(Hermitage Flexure) mark the boundary between the Exploits subzone and the eastern
margin of lapetus represented in Newfoundland by the Gander zone. Rocks of the Gander
zone consist of pre-Middle Ordovician clastic sediments of predominantly continental
origin. Their sedimentary provenance suggest a continental or continental-margin
environment that did not experience volcanism (Williams et al., 1988). The rocks of the
Gander zone therefore are interpreted as remnants of an eastern passive margin of [apetus.

The Gander zone is divided into three subzones: the Meelpaeg, Mt. Cormack and
Gander Lake subzones (Fig. 2.4). The Mt. Cormack and Meelpaeg subzones are
surrounded by Dunnage zone rocks and are interpreted as structural windows of Gander

zone rocks exposed through the structural cover of the Dunnage zone (Colman-Sadd and
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Swinden, 1984; Colman-Sadd et al., 1992). Structural relationships at the boundaries of
these subzones and observations of an ophiolite substrate to Dunnage zone rocks at
observed contacts between the Dunnage and Gander zones indicates that the Exploits
subzone (Dunnage zone) is allochthonous and transported over Gander zone rocks.
Xenoliths and zircons contained within intrusive and volcanic rocks of the Dunnage zone
(Exploits subzone) indicate that a continental substrate may extend as far west as the Red
Indian line (Dunning at al., 1987 and Greenough et al. 1990). The Exploits subzone and
Gander zone therefore probably form a composite crust in the eastern Dunnage zone and
have developed as such since the Early Ordovician emplacement of Exploit subzone rocks
onto the eastern margin of [apetus (Penobscot Orogeny) (Colman-Sadd et al., 1992;
Piasecki, 1995).

The final closure of Iapetus in Newfoundland is therefore marked by the amalgamation
of the Exploits and Notre Dame subzones in the Late Ordovician to Early Silurian. This
amalgamation signifies the collision of the previously deformed eastern and western
margins of [apetus (continent-continent collision).

The closure of fapetus was followed by continued deformation throughout the Silurian
and Devonian and is recorded as telescoping of the orogen and the development of
successor basins over the destroyed margins of lapetus. Devonian deformation is termed
the Acadian Orogeny by some authors, but the importance of Silurian events suggest that
deformation may be the result of two distinct events (Dunning et al., 1990). The

emplacement of batholiths, regional metamorphism and subaerial volcanicity in the Silurian
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indicate a distinct orogenic peak in Newfoundland, similar to the Scandian or Salinic
Orogeny observed elsewhere in the Appalachian-Caledonian Orogen (Dunning et al.,
1991). The Silurian orogenic event was followed by the intrusion of granite and the bnttle
reactivation of earlier structures in the Devonian Acadian Orogeny.

The orogen parallel movements observed on northeast trending faults of the orogen and
north over south thrusts are related to the Silurian orogenic event. These movements were
accompanied by plutonism and were more intense in the easterly zones of the Orogen.
Thrusting of the Notre Dame subzone over the Dashwood subzone and sinistral
movements along the Baie Verte - Brompton line noted earlier are probably related to this
orogenic event (Cawood et al., 1994 and Currie and Piasecki, 1989). Deformation also
occurred along the eastern side of the Dunnage zone, with sinistral strike-slip motions on
the GRUB line and thrusting along the Hermitage Flexure indicting that the rocks of the
Exploits subzone were transported to the southwest (Orogen parallel) over the Gander
zone rocks (see Hanmer, 1981; Piasecki, 1988 and Currie and Piasecki, 1989). The
Silurian event may be related to continued oblique convergence after the closure of lapetus
and possibly to the accretion of the Avalon zone.

The Dover Fault and its southern extension, the Hermitage Bay Fault, form the eastern
boundary of continental passive margin rocks (Gander zone) (Cawood et al., 1988). To the
east of this high-angle fault system lies the Avalon zone consisting of Precambrian igneous
and sedimentary rocks overlain by Paleozoic shallow marine and terrestrial sedimentary

rocks and minor volcanics. The Gander/Avalon boundary is marked by a sharp contrast in

21



deformation intensity, intensely deformed Gander zone rocks are juxtaposed against the
mildly deformed rocks of the Avalon zone. This contrast in deformation intensity and the
lack of overthrust allochthons at the boundary of the zones suggests that the Avalon zone
was accreted late in the development of the Orogen and that accretion was accomplished
primarily by strike-slip motion. The complete lack of correlatable features across the
boundary implies that lateral displacement was significant (Holdsworth, 1991).

Kinematic indicators observed along the Gander-Avalon boundary preserve a three phase
history for the boundary comprising: early ductile sinistral transpression, later ductile
dextral transpression, and brittle dextral faulting (Holdsworth, 1991). The early sinistral
motions on the boundary are associated with plutonism and appear to be analogous to
deformation along the Hermitage Flexure. The later dextral motions along the Dover -
Hermitage Bay Faults indicate a reversal of motion and may mark the onset of the Acadian
Orogeny. Motions on both the Hermitage Flexure and Dover - Hermitage Bay Faults are
locked by Devonian granites, which provide an upper age limit to motions on the faults and
suggest a near synchronous end to faulting (Dunning and OBrien, 1989).

Tectonostratigraphic zone boundaries along the south coast of Newfoundland are
obscured by deformation and plutonism associated with the Hermitage Flexure. The swing
in structural trends in this region suggest a departure from the near two dimensional zone
geometry observed in northern Newfoundland. Rocks south of the Hermitage Flexure in
central Newfoundland (shown as part of Gander zone in Fig. 2.4) have Precambrian to

earliest Palaeozoic U/Pb ages and form a unique zone intermediate between the lower
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Palaeozoic Dunnage zone and Precambrian Avalon zone (Dunning and OBrien, 1989).
ORBrien et al. (1991a) have interpreted this region to be of Avalonian affinity and possibly
representing surface exposures of the basement on which the Gander Zone was deposited.
The Hermitage Bay Fault therefore, may not represent the Gander - Avalon boundary in
southern Newfoundland, but a boundary within a larger composite Avalon Zone.

Currie and Piasecki (1989) have suggested a kinematic model for southwestern
Newfoundland in which the sinistral strike-slip movements and north over south thrusts of
the Orogen are related to Silurian orogen parallel movements around an Avalonian
promontory in south - central Newfoundland (Fig. 2.5). If this model is substantiated it
may be able to explain the swing in structural trends observed in Newfoundland and the
presence of rocks of Avalonian affinity in southern Newfoundland. This model may also
explain the outcrop pattern of the Orogen and apparent relationship of thrusting and strike-
slip motion within the Orogen.

Despite uncertainties about the processes operating during the development of the
Appalachian Orogen, it appears certain that orogen parallel motions are important in the
post continent-continent collision history of the Orogen in Newfoundland. The importance
of strike-slip motions has been recognized in other parts of the Appalachian-Caledonides
(Hutton, 1987, 1989 and Soper et al., 1992). Strike-slip motions similar to those observed
in Newfoundland are interpreted to be important in the evolution of the British and Irish
Caledontdes (Hutton, 1987, Soper et al., 1992).

The recognition of contrasting surface tectono-stratigraphic zones in the Appalachians of
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Figure 2.5 Silurian kinematic model for Newfoundland (Currie and Piasecki, 1989).

Newfoundland provides insight into the tectonic development of the Appalachian Orogen

and provides constraints on the tectonic processes operating during the evolution of the

Orogen. The tectonic constraints provided by surface observations can be summarized, as

follows:

. Orogenic events in the Early Ordovician resulted in the destruction of both the
eastern and western passive margins of lapetus. Destruction of the western margin
of Tapetus occurred during the Taconian Orogeny as a result of continent - arc

collision (Humber zone - Notre Dame subzone collision). The destruction of the
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eastern margin (Exploits subzone - Gander zone collision) correlates with the
Penobscot Orogeny of Maine, although the processes involved in this orogenic
event remain unresolved.

The destruction of the margins of [apetus did not result in complete closure of the
ocean. Complete closure of lapetus occurred in the Late Ordovician to Early
Silurian and is marked by the linkage of the Notre Dame and Exploits subzones.
Ophiolites obducted onto the two margins of lapetus formed in a supra-subduction
zone setting and do not represent fragments of the main lapetus ocean. This
implies that both the Taconian and Penobscot Orogenies involved subduction
processes.

Continued deformation in the Silurian, following the closure of Iapetus, involved
significant sinistral orogen parallel movements, volcanism and plutonism. This
deformation may be related to the Salinic Orogeny observed elsewhere in the
Orogen.

Accretion of the Avalon zone occurred primarily as a result of strike-slip motion.
Similarities in the deformation along the Gander/Avalon boundary with that along
other boundaries of the Orogen suggest that accretion of the Avalon zone may be
linked to Silurian deformation of the Orogen.

A reversal in strike-slip motion occurred late in the development of the Orogen.
Dextral strike-slip motions and the intrusion of Late Silurian - Devonian plutons

may be the result of the Acadian Orogeny.
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Although, the surface geology provides many constraints on the tectonics of the
Appalachian Orogen a full understanding of the development of the Orogen requires

information on the relationship of surface features to the properties of the deeper crust.

2.3 Crustal Structure

Much of our present understanding of the deep crustal structure of the Canadian
Appalachians has been provided by seismic and supporting geoscience investigations
carried out as part of the Canadian Lithoprobe East transect. Information on the crustal
structure of the Appalachians in Canada prior to the onset of Lithoprobe investigations was
primarily provided by seismic refraction, regional electromagnetic and potential field
investigations. These early investigations determined the gross structure of the Orogen and
delineated some anomalous aspects of the deep crust. The results of Lithoprobe East
investigations have advanced our understanding of the crust of the Orogen and it is clear
that changes in crustal structure and geophysical properties can be roughly related to major
changes in the surface geology. Although advances have been made, it remains unclear
what the changes in crustal structure signify with respect to collisional tectonics of the
Orogen.

The early seismic refraction investigations of the Appalachian Orogen in Canada are
summarized by Dainty et al. (1966) and Keen et al.(1989). These early investigations
primarily provided estimates of crustal thickness and regional velocity structure of the

Orogen. The crust below the Dunnage and Gander Zones was found to be 45 km in
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thickness. In contrast the crust of the Avalon Zone and Grenville crust (Humber Zone and
westward) were found to be thinner having crustal thicknesses of 35 km and 30-40 km
respectively. These investigations indicated that crustal velocities of the Orogen are typical
of normal continental crust with velocities ranging from 6.1 to 6.3 km/s with the exception
of a basal high velocity layer (7.3 km/s) coincident with a zone of increased crustal
thickness below the Dunnage and Gander Zones. High velocities were also observed within
the upper crust of the Dunnage Zone at depths less than 10 km. This upper crustal high
velocity zone was attributed to vestiges of oceanic crust observed at the surface, implying a
shallow root for the oceanic remnants of the Dunnage Zone.

Potential field investigations of the Orogen have been reviewed by Miller (1990).
Examination of Bouguer anomalies of the Island of Newfoundland indicates the edge of
the Palaeozoic continental margin (Humber Zone) is marked by a major eastward increase
in Bouguer anomalies (Fig. 2.6). This transition from negative to positive anomalies can be
traced throughout most of the Canadian Appalachians and the 400 km offset observed in
this trend between Newfoundland and Quebec has been interpreted by Thomas (1977) to
represent an offset in the rifted western margin of [apetus. Whether this regional vanation
in Bouguer gravity anomalies is related to changes in crustal thickness and/or composition
of the lower crust has yet to be demonstrated. Wiseman and Miller (1994) suggest that
gravity anomalies observed in southwestern Newfoundland can be explained by upper
crustal structures.

In central Newfoundland the Dunnage Zone is characterized by positive anomalies (Fig.
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structure of the Orogen changes significantly along strike. This change in structure is
supported by changes in surface geology observed in this region (discussed earlier).

The Canadian Appalachians have been the subject of a number of regional scale
electromagnetic investigations. Geomagnetic depth sounding data was recorded along a
profile across the orogen in Quebec, New Brunswick and Nova Soctia (Cochrane and
Hyndman, 1974) and in Newfoundland (Cochrane and Wright, 1977, Wright and
Cochrane, 1980). Magnetotelluric measurements were recorded along parts of the
mainland profile (Cochrane and Hyndman, 1974), and profiles in New Brunswick (Kurtz
and Garland, 1976), and Prince Edward Island (Jones and Garland, 1986). These
investigations delineated a number of important features of the conductivity structure of the
orogen.

The magnetotelluric study of Kurtz and Garland (1976) indicated a change in crustal
conductivity structure occurs within the central mobile belt {Dunnage and Gander Zone) of
the orogen. Grenville crust to the northeast of this boundary consists of a conductive (200
Q-m) lower crust overlying a resistive (5000 Q-m) upper mantle: to the southeast the
sttuation is reversed with a resistive (1000 £-m) crust overlying a conductive (100 Q-m)
upper mantle. Geomagnetic depth sounding in Newfoundland indicated the presence of a
conductive lower crust and/or mantle associated with the Gander Zone (Wright and
Cochrane, 1980). The structural position of these lower crustal/ upper mantle transitions
within the orogen suggests that they may mark the closure of the lapetus ocean (Kurtz and

Garland, 1976; Wright and Cochrane, 1980). The conductivity anomalies observed in
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Canada may be extensions or equivalents of the low resistivity layver observed in the lower
crust and upper mantle of the Caledonian orogeny of Scotland (Jones and Hutton, 1977,
1979a, 1979b; Hutton and Jones, 1980; Sule and Hutton, 1986) and [reland (Whelan et
al., 1990). The conductive zone in Scotland is interpreted as being related to ancient
subduction associated with the closure of lapetus.

Seismic reflection investigations carried out as part of the Lithoprobe East transect in the
waters north and south of the island of Newfoundland have provided constraints on the
deep structure of the Appalachian orogen. Results from these marine reflection profiles
(Fig. 2.3) have divided the lower crust of the orogen into three "lower crustal blocks"
(LCBs) characterized by diagnostic reflection signatures.

The first seismic reflection results were provided by marine reflection profiles collected
north of Newfoundland (Fig. 2.7) (Lines 84-1 and 84-2 in Fig. 2-8). Interpretation of these
data (Keen et al., 1986) indicated that the Baie Verte and GRUB line, marking the western
and eastern boundaries of the Dunnage Zone, do not extend into the deep crust and are
therefore only upper crustal boundaries. The lower crust beneath the Humber and western
Dunnage Zones displays a reflective character distinct from that below the eastern
Dunnage and Gander Zones. The lower crust beneath the Humber Zone has been termed
the Grenville LCB and is interpreted as representing the North American craton
(Laurentia). The lower crust to the east, below the Gander Zone, has been termed the

Central LCB and represents crust of the eastern margin of [apetus (Gondwanda). The
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ure 2.7 Interpretation of Lithoprobe marine seismic reflection profiles 84-1 and 84-2 (Kean

et al., 1986). The location of these profiles is s

Fig

reflective character at the boundary between the Grenville and Central LCBs indicates that
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Figure 2.8 Location map showing the position of Lithoprobe
seismic investigations, seismic reflection experiments are shown in A,
seismic refraction in B.
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they have a collisional relationship below the Dunnage Zone, which is allochthonous above
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the two LCBs. This collisional zone is marked by northwest dipping shear zones, related to
the closure of the Iapetus ocean (Hall et al., 1990). This collisional zone represents the
lapetus suture.

The deep seismic structure of the Avalon Zone appears to be unrelated to Appalachian
tectonics and is distinct from that of the of the Central LCB. The Dover fault marks the
boundary between the Central and Avalon LCBs as well as the surface boundary between
the Gander and Avalon Zones. This boundary is also marked by an offset in the reflection
Moho.

The results of marine reflection profiles collected in 1986 in the Guif of St. Lawrence
and south of Newfoundland (Marillier et al., 1989) (Lines 86-3, 86-4 and 86-5 in Fig. 2.8)
support the conclusions of the earlier marine reflection profiles and distinguishes the three
LCBs south of Newfoundland (Fig. 2.3). Taken together, the marine profiles map the
three-dimensional geometry of the orogen. The relationships between the three LCBs south
of Newfoundland are similar to those north of the island, implying that similar tectonics
along the strike of the orogen. Hovever, the boundary between the Central and Avalon
LCB:s is not marked by an offset in the Moho south of Newfoundland.

The marine profiles were successful in mapping the lower crustal reflective character of
the Orogen, although few reflectors could be correlated with tectonic boundaries observed
at the surface. This lack of surface correlation is in part due to water-bottom multiples
which mask upper crustal reflectors in the marine data. Vibroseis seismic reflection data

were collected along three transects across the island of Newfoundland in 1989 (Hall et al.,
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4,5, 6 and 9 (Quinlan et el., 1992). The location of these profiles is

Figure 2.9 Lithoprobe on land seismic reflection profiles 1. 2, 3,
shown in figure 2.8A.
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1990; Quinlan et al., 1991; Quinlan et al., 1992) (Fig. 2.8). These data were intended to
improve surface correlations with the deep seismic structure of the orogen and test the
conclusions drawn from the offshore data.

The onshore seismic reflection data record many of the reflector patterns observed in the
marine data. Although not all of the reflectors observed can be traced to the surface, some
of the reflectors can be correlated with dated surface faults, allowing for the determination
of age relationships between the observed reflectors (Quinlan et al., 1992).

Three reflector packages are recognized in the onshore data (A, B and C reflectors Fig.
2.9). Southeast dipping reflectors (A reflectors) are common at the northwest ends of the
three transects (Fig. 2.8). These reflectors are related to northwest vergent thrusts
associated with the Taconian to Acadian deformation of the western margin of lapetus
(Quinlan et al., 1992). The southeast dipping reflectors are truncated by northwest dipping
reflectors (B reflectors) below the Dunnage Zone. Surface correlations and reflector
relationships imply that these reflectors are related to the Middle-Ordovician to Middle-
Silunian development of the Orogen and closure the lapetus ocean. The northwest dipping
reflectors define a collisional zone between Laurentia (Grenville LCB) and Gondwana
(Central LCB), and are observed on all of the offshore and onshore profiles across the
orogen (Hall et al., 1990). The northwest dipping reflectors may be truncated by younger
southeast dipping reflectors (C reflector) in southeastern Newfoundland.

The onshore data’s greater upper crustal resolution, enables an alternative interpretation

of the lower crustal reflectivity of the Orogen. The temporal relationships and spatial extent
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of the reflectors observed in the onshore seismic reflection data suggests that these
reflection patterns are produced or reactivated by Appalachian tectonics data (Quinlan et
al., 1992), rather than being inherent to pre-existing crustal blocks as suggested by the
marine reflection data. In addition, the lower crustal reflective character of the Avalon
Zone is not distinguishable from that of central Newfoundland as indicated on the marine
profiles, suggesting that the division of the lower crust at the Gander-Avalon zone
boundary may be unnecessary at least in Southern Newfoundland. Additional constraints
on the composition of the lower crust are required to resolve the origin of the observed
lower crustal reflectivity.

In 1991 offshore-onshore seismic refraction/wide-angle reflection data was collected by
Lithoprobe along profiles both across and along strike of the Orogen (Fig. 2.8). The intent
of this experiment was to determine the velocity structure of the crust and in particular
velocities of the lower crust. Results of this experiment indicate that the crust of the orogen
thins from 44 km west of Newfoundland and 40 km east of Newfoundland to 35 km under
the central part of the Orogen (Dunnage Zone) (Marillier et al., 1994). These crustal
thicknesses conflict with earlier refraction results which indicated a thick crust below the
central part of the Appalachian Orogen, thinning to the east and west (See above).

Velocity models of the Lithoprobe refraction data indicate that lower crustal velocities of
the Orogen are typical of continental crust (6.7-6.8 kmy/s) (Fig. 2.10), in agreement with
the earlier results (Marillier et al., 1994; Hughes et al., 1994). The observed lower crustal

velocities, bulk crustal Poison's ratio of 0.23 to 0.24 along with the extraction of large
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although, the exact position and nature of the high velocity layer’s southeastern limit is
unresolved.

Additional information on the nature of the lower crust has been provided by a
Lithoprobe investigation of the regional isotopic geochemistry of granitoid intrusions across
the island of Newfoundland (Fryer et al.,, 1992; Kerr et al., 1995; Kerr, 1996). The
isotopic signatures of these intrusions provide insight into the composition and age of the
deep crust from which the intrusions are partially derived. The results of these studies
provide a number of constraints on the deep crustal structure of the orogen and are largely
supportive of the three LCB division of the lower crust.

Strong contrasts are observed in the isotopic signatures of both late Precambrian and
Devonian granites on opposite sides of the Gander-Avalon boundary. These isotopic
contrasts indicate that the Dover-Hermitage Bay fault is a major isotopic break in
Newfoundland, supporting the lower crustal division proposed on the basis of marine
seismic reflection data (Fryer et al., 1992; Kerr et al., 1995). The lower crust of the Avalon
zone is interpreted as late Precambrian in age with “Juvenile” affinities. To the northwest
of the Dover-Hermitage Bay fault, the lower crust of the Exploits subzone and Gander
zone appears to be late Precambrian in age including older components. Contrasts in the
Precambrian basements of the Gander and Avalon zones suggests that the Dover-
Hermitage Bay fault may be approximately coincident with an older (Precambrian)
structure or that the two zones were spatially separated during their development.

Another isotopic break is observed at the approximate position of the of the Red Indian
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line (central Dunnage zone) (Fig. 2.4). Intrusions to the northwest of the Red Indian line
have relatively juvenile isotopic signatures in comparison to those to the southeast. This
boundary is supportive of the lower crustal collisional zone observed on all of the reflection
profiles, although the juvenile signatures west of this boundary do not support the presence
of Grenvillian (Laurentian) basement rocks beneath the northwest Dunnage zone. The
juvenile signatures are perhaps signatures of an arc-system accreted to North America

(Laurentia) prior to collision with Gondwana (Fryer etal., 1992).

Taken together, investigations of the deep crust to date indicate at least two important
changes in crustal structure occur across the strike of the orogen. The most important of
these crustal structure changes occurs in the vicinity of the Red Indian line. The second
crustal boundary occurs at the Gander-Avalon boundary (Dover-Hermitage Bay fault).

Below the Dunnage Zone, in the vicinity of the Red Indian line, a major transition in the
lower crust is marked by:

. A change in reflective character and northwest dipping shear zones, which can be
traced along the strike of the orogen. These shear zones are dated as Mid-
Ordovician to Mid-Silurian in age (Quinlan et al., 1992).

. Early electromagnetic investigations indicate that a change in lower crustal and
upper mantie conductivity is roughly coincident with this boundary (Kurtz and
Garland, 1976; Wright and Cochrane, 1980).

. The results of seismic refraction investigations of the orogen, indicate that the crust

in the vicinity of this boundary is thinner than the crust of bordering regions.
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Additionally, this boundary marks a significant change in upper-middle crustal
velocity structure (Marillier et al., 1994, Hughes et al., 1994).

. Isotopic investigations suggest this boundary marks a break in isotopic signatures
(Fryeretal., 1992).

In addition to being a major lower crustal transition this boundary is recognized at the
surface as a boundary between contrasting structures, stratigraphy and fauna (discussed
above). The boundary probably marks the Iapetus suture, the site of continent-continent or
arc-continent collision.

The second lower crustal boundary occurs at the Dover-Hermitage Bay fault (Gander-
Avalon boundary). This boundary is indicated by a change in reflective character observed
on the marine reflection profiles across the Orogen. This fault offsets the reflection Moho
north of Newfoundland and is recognized as an isotopic break along its length in
Newfoundland. Surface relationships and the lack of correlatable features across the fault
indicate that the boundary is a crustal scale strike-slip fault.

2.4 Summary

Four tectono-stratigraphic zones are recognized in the Newfoundland Appalachians.
These are from west to east the Humber zone, interpreted as the ancient margin of
Laurentia, the Dunnage zone, consisting of vestiges of the Iapetus ocean (island arc and
back arc basin rocks), the Gander zone possibly representing the opposing margin of
Iapetus, and the Avalon zone, a late Proterozoic province of Gondwana. The Dunnage

zone is divided into the Notre Dame and Exploits subzones, based on stratigraphic, faunal
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and structural differences. Destructive processes operating in [apetus resulted in the
destruction of both continental margins prior to late Ordovician - Silurian continent-
continent collision. The Notre Dame subzone, an arc terrain, was accreted to Laurentia
during the Taconian orogeny (arc - continent collision) and the Exploits subzone was thrust
over the Gander zone during the Penobscot Orogeny. Closure of lapetus was marked by

the linkage of the Notre Dame and Exploits subzones in the late Ordovician - early

Silurian. Subsequent continent-continent collision resulted in Silurian volcanism, plutonism
and orogen parallel movements. In the late Silurian - early Devonian the Avalon zone was
accreted possibly as a result of orogen parallel motions.

Reflection seismic and isotopic investigations suggest that two boundaries observed at the
surface appear to have expressions in the lower crust, the Notre Dame - Exploits subzone
boundary (Red Indian Line) and the Dover-Hermitage Bay fault. Isotopic evidence
suggests that the lower crust of the Exploits and Gander zone which lies between these
boundaries is distinct from that of the Avalon and possibly the Notre Dame subzone. The
Red Indian line may roughly mark the boundary between lower crust of Gondwana and
Laurentian affinities and the Dover-Hermitage Bay fault may mark a boundary between

two Gondwandan terrains.
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CHAPTER 3

The Magnetotelluric Tensor: Distortion and Interpretation

3.1 Introduction

In the magnetotelluric (MT) method time-varying electric and magnetic fields observed at
the surface of the Earth are measured in order to determine information on the
conductivity structure of the Earth. The fields measured are the sum of the naturally
occurring magnetic field external to the Earth (source) and electric and secondary magnetic
field induced by the interaction of the external magnetic field with the conductivity
structure of the Earth. The naturally occurring magnetic field, the source in the MT
method, results primarily as a result of interactions of ejected solar plasma with the Earth's
magnetosphere for periods greater than | s and as the result of lightning storms for shorter
periods. Implicit to the MT method is the assumption that the measured electric and
magnetic fields have the same linear dependence on the external magnetic field (source)
and therefore the relationship between the measured electric and magnetic fields is
independent of the source. Although, there is no complete proof that this assumption holds
for all conductivity structures the assumption is a reasonable approximation in most
instances (Madden and Nelson, 1964). Under the above assumption the linear transfer
function relating the observed fields, the impedance tensor, is a function solely of the
Earth's conductivity structure, the period of observation and the observer's position with
respect to the conductivity structure.

The impedance tensor and magnetic transfer functions calculated from relationships



between the electric and magnetic fields measured in the magnetotelluric method can be
regarded as the input response function of the conductivity structure of the Earth. By
studying the input response function's dependence on period and position one can
determine the Earth's conductivity structure. Unfortunately, for arbitrary Earth structures
there is no obvious means of deriving a set of parameters describing the conductivity
structure of the Earth.

Traditionally, interpretation of the impedance tensor has been approached by assuming
that the conductivity of the Earth is a function of one or two dimensions. Under either of
these assumptions the impedance tensor assumes a simplified form which is readily
interpreted with the use of one or two dimensional forward and inverse algorithms.

The plane wave source field and potential depth of investigation of the MT method
makes the technique most useful in the study of large scale features of the conductivity
structure of the Earth. As surveys are often designed with this goal in mind, the recognition
of regionally significant information becomes an integral part of interpretation. Regional
scale sampling of the conductivity structure often results in a situation where smaller scale
local structure effectively becomes noise, distorting the response of the larger scale regional
structure. This distortion of the regional response is particularly important in crystalline
regions with complex surface geology.

Over the past twenty years a number of parameterizations of the impedance tensor have
been proposed to attempt to separate regional and local information. These

parameterizations can be divided into two groups, mathematical and physical
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decompositions of the impedance tensor. The mathematical decompositions are based
solely on mathematical properties of the impedance tensor, while the physical
decompositions attempt to fit the impedance tensor to a physical model of the conductivity
structure. To date the physical decompositions have been the most successful as the

parameters derived are readily interpretable.

3.2 Impedance Tensor

All electromagnetic phenomena are governed by Maxwell's equations, the fundamental
equations of electromagnetism. These equations describe the propagation and attenuation
of electromagnetic waves which occur in the Earth as the result of naturally occurring time-
varying electromagnetic fields external to the Earth. By making several assumptions about
the properties of the Earth and the electromagnetic source field Maxwell's equations can be
used to derive a linear transfer function relating the horizontal electric and magnetic fields
measured in the magnetotelluric method to the conductivity structure of the Earth (Madden
and Nelson, 1964). This linear transfer function is termed the "impedance tensor" and
under the assumptions implicit to the MT method is independent of the source field and
dependent solely on the conductivity structure of the Earth as a function of position and
period of observation.

In a source free medium, such as the Earth, Maxwell's equations are:

—.

D

Vx[-i = e—
ot

+J, (3.1)
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VxE = -, (3.2)
ot

v-D = p,, (3.3)

V-B=0. (3.4)

H is the magnetic field, B is the magnetic induction field, £ is the electric field, D is the
electric displacement, J is the current density and p, is the free charge density. Maxwell's
equations are not all independent of one another. Using the vector identity V-V< =0

equation 3.1 becomes

OVxH = V-J + V-%—D =0, (3.5)
t

or, inverting the order of operations,
5 = o
-—(V:D) =V-J . (3.6)
ot
Since charge is conserved

%,

v-J=-—L
ot

(3.7)

Using the law of conservation of free charge equation (3.7) we can rewrite equation (3.6)
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V~l—)'=pf+C, (3.8)

where C is some quantity independent of time. [f we assume that at sometime either in the
past or future both VeD and p,are simultaneously equal to zero, then the constant of
integration must equal zero and equation (3.8) equals equation (3.3). Equation (3.1) is not

independent of equation (3.3). Similarly, taking the divergence of equation (3.2),

V-VxE = -V-ZZ =0, (3.9)

inverting the order of operation,

_%(V.g) -0, (3.10)

Assuming that the divergence of B is equal to 0 at some time in the past or future, then the
divergence of B is equal to zero as given by equation (3.4). Under this assumption
equations (3.2) and (3.4) are not independent. The propagation of the magnetotelluric
waves in a source free medium can therefore be fully described by equations (3.1) and
(3.2).

Equation (3.1) is a form of Ampere's law, which states that a magnetic field is generated

in space by current flow and that the field is proportional to the total current (conduction
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plus displacement) and displacement. Equation (3.2) is a form of Faraday's law which
states that an electric field exists in the a region of a time varying magnetic field and that
the electromotive force (emf) induced is proportional to the negative rate of change of the
magnetic flux.

[n addition to Maxwell's equations there are three relationships which describe

characteristics of the medium (Earth materials). If we assume that earth materials are linear

and isotropic,
B=yA, (3.11)
D =€k, (3.12)
J =0oFE, (3.13)

where u, €, and o are respectively the permeability, permittivity. and conductivity of the
medium. Earth materials are also assumed to be homogeneous. Under these assumptions
permittivity, permeability and conductivity are constants independent of £ and B, and
independent of direction and position.

The magnetotelluric source has a statistical nature and is contaminated by noise. It is
therefore desirable to utilize the frequency domain so that parameters derived can be
stacked to reduce the signal to noise ratio. Decomposing the fields into their frequency

domain components also allows us to take advantage of the frequency dependence of
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attenuation (see below). Assuming all fields have a ¢'“* time dependence, Maxwell's

equations (3.1) and (3.2) can be rewritten as (using equations (3.11),(3.12) and (3.13)) as:

VxH = oF -iwek, (3.14)

and

VxE = iwpH . (3.15)

Using the law of conservation of free charge (equation 3.7) and Ohm's law (equation
3.13) we can show that charge density p, given by equation (3.3) is zero for earth

materials,

V-J= - =oVE=06-1, (3.16)

and

-(ole}t

Pr= e (3.17)

The free charge given by equation (3.17) can only decrease with time, reaching an

equilibrium value in a very short time (1 = €/0). Thus,

v-J=0, (3.18)

and using equations (3.12) and (3.13),
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v-D=V-E=0. (3.19)

Taking the curl of equation (3.14) and (5.15) and using the vector identity V<(VxA) =
V(V-A) - V2A we get finally (noting that V-H = V-£ = 0 from equations (3.4) and (3.19))

that,

VE = iopoE + w’uek (3.20)

VA = iwpoH - o’uef . (3.21)

These are the electromagnetic wave equations for the propagation of electric and magnetic
field vectors in the Earth. The first term on the right hand side of equations (3.20) and
(3.21) is related to conduction currents and the second-term to displacement currents. For
the frequencies recorded in the MT method and typical Earth characteristics the fields
propagating in the Earth decay to negligible amplitudes within a fraction of a wavelength.

Mathematically this can be stated as

|nwle| « liopw| . (3.22)

Equations (3.20) and (3.21) therefore reduce to diffusion equations in the MT method,

ViE = iwpok , (3.23)

and
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V2H = iwpoH . (3.24)

In general the diffusion equations (3.23) and (3.24) are difficult to solve, with solutions
being dependent on the properties of the medium and electromagnetic source exciting the
medium. The solution's spatial dependence on the source is removed by assuming that the
MT source field is a plane wave normally incident on a flat Earth. The source field under
these assumptions is uniform over any plane parallel to the Earth's surface, removing the
diffusion spatial equation's dependence on the source, and making use of the MT method
feasible. Wait (1962) has shown that the flat Earth assumption has negligible effects as long
as the depth being probed is a small fraction of the radius of the Earth. The plane wave
assumption can not be rigorously proven, although Madden and Nelson (1964 ) have
shown that it is a reasonable assumption for typical Earth conductivity structures.

For the simplest case, when the Earth is considered to be a halfspace of constant

conductivity ¢,. The diffusion equation equations have solutions of the form

A(w)e 1Y 4+ B(w)e ¥ (3.25)

where

- . | HWO, i
Y = Jipwo, = (1+i) 5 = (1+ik,

and
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HWO,

The solution is a linear combination of two decaying waves, one travelling down and the
other travelling up. In a halfspace there are no sources or boundaries to reflect the down

going wave and as a result B(w) = 0. The solution in a halfspace therefore has a form

A(w)e F ™ = J(w)e e el (3.26)

Examination of equation (3.26) indicates that the electromagnetic wave varies sinusoidally
with ¢ and =, and attenuates as - increases. The electromagnetic wave reduces in amplitude

by a factor 1/e in a distance d (skin depth), given by

5:l Z . (3.27)
WUo,

The solution (3.26) to the diffusion equations has an amplitude 4(w) which has a

dependency on the amplitude of the source. We are therefore unable to derive any
information about the conductivity (o) of the medium from a single field measurement,
without knowing the source amplitude. This dependence on source amplitude can be
removed by taking the ratio of perpendicular components of the electric and magnetic field,
which are linearly related through Maxwell's equations (3.14) and (3.15). For example, we

have from equation (3.14) (neglecting displacement currents) that
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V=E = -ipwH , (3.28)

which reduces to

oE
v-—.._l__ z, (3.29)
’ ipw 0=
for the perpendicular components £, and /4, in a halfspace.
Taking
E (z,0) = A(w)e ¥, (3.30)
equation (3.29) gives
H, = Y A(w)e Fo (3.31)
T Ipw
The ratio of the two fields, is given by
E E
Z(w)z..f.z ﬁ_(‘_)_i—i _"_lg:—_i, (3.32)
H, 20, 20, H,

a complex scalar depending solely on the conductivity of the medium and the period of the
electromagnetic wave. This ratio is termed the electromagnetic impedance.
The scalar impedance relation derived for the halfspace is valid for a 1-D earth, where

conductivity is a function of depth only. For more complex 2-D and 3-D conductivity
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structures this simple scalar relationship breaks down. The impedance, defined by the ratio
of perpendicular components, becomes dependent on the coordinate orientation. In
addition, the electric field measured in an arbitrary direction may depend on magnetic
variations both perpendicular and parallel to its direction and the vertical magnetic field is

non-zero. The relationship between the field components is given by a set of linear

equations:
E=ZH +ZH, (3.33)
B, = ZH, + ZH,, (3.34)
and
H=TH~+TH,. (3.35)

In matrix notation the horizontal fields are described by

E=ZH, (3.36)
where
Z. Z.
Z = . (3.37)
Z}x Z_v.v

Z is termed the impedance tensor and relates the horizontal electric and magnetic fields as a
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function of the conductivity structure, coordinate orientation and period of the
electromagnetic wave. The impedance tensor is independent of the source amplitude and
polarization.

The complex vector T = (T, T,) relates the horizontal and vertical magnetic fields.
T'is called the tipper as it "tips” the horizontal magnetic field into the vertical magnetic field

(also known as transfer functions).

3.3 Conventional Interpretation of the Impedance Tensor

The MT impedance tensor maps the subsurface conductivity structure of the Earth as a
function of period and measurement position. In interpreting MT impedance data, one
attempts to derive parameters from the impedance tensor's dependence on position and
period which are interpretable in terms of the conductivity structure of the Earth. [n
practice this is a difficult task, since for arbitrary Earth structures there is no obvious means
of deriving the desired parameters.

Traditionally interpretation of the impedance tensor has been approached by assuming
that the Earth’s conductivity structure is either one (1-D) or two dimensional (2-D). Under
either of these assumptions the impedance tensor assumes a simplified form, which is
readily interpreted with available forward modelling and inversion codes.

The simplest model of the earth is a 1-D or layered model where the impedance tensor is

given by the expression:
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0 Zw)
-Zw) 0 |

Z, (@) = (3.38)

The conductivity structure of the earth is described by two model parameter per frequency,
the magnitude and complex phase of the scalar impedance Z,, (Cagniard, 1953). [f known
precisely at all periods, Z(w) completely determines the subsurface conductivity (Bailey,
1970).

As a next order of complexity, the conductivity structure can be assumed to be 2-D
(uniform along one horizontal axis). In a 2-D earth there exists two special field
polarizations for which Maxwell's equations (3.14) and (3.15) decouple. A primary field in
either of these polarizations will induce a secondary field in that same polarization. One of
these polarizations is termed the E-polarization or transverse electric (TE) mode,
corresponding to an electromagnetic wave whose electric field is parallel to the strike axis
of the structure. The other polarization is that of an electromagnetic wave whose magnetic
field is parallel to strike, termed the H-polarization or transverse magnetic (TM) mode.
When the measurement axis corresponds to principal axes (coordinate axes of the 2-D

structure), the impedance tensor has the form

) 0 Z{w)
Zp(w) = ) (3.39)
~Zp W) 0

where Z 1s the impedance associated with the transverse electric mode and Zp,, is the
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impedance of the transverse magnetic mode. When the measurement axis are not aligned

with the principal axis of the structure, the measured impedance tensor Z,, is given by

Z_ =R©®)Z,R'(0), (3.40)
where R is a rotation operator,

cos@ sin6
-sinB cos@)

and O is the angle between the measurement frame and the principal frame. A 2-D

conductivity structure is therefore described by five parameters per frequency, the two

complex impedances Z,; and Z,,, and the strike angle 6.

For a true 2-D conductivity structure 0 is given by

0 = Lianl| S |, T (3.41)
2 \z,-z.] 2

where Z,, Z,,, Z,, and Z,, are elements of the measured impedance tensor. In the presence
of noise equation (3.40) is not a stable method of determining the 2-D strike angle. In

practice the strike angle is determined by minimizing the functional

1Z. 12 +1Z,)? (3.42)

as a function of rotation angle (Swift, 1967). This method provides a strike angle O for
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which the measured tensor is as close as possible to an ideal 2-D tensor, in a least squares
sense. Swift (1967) defined a rotationally invariant measure of two-dimensionality (skew),

which attempts to quantify the departure of the impedance tensor from an ideal 2-D form

skew = ZL—’”L (3.43)

For a true 2-D conductivity structure the skew is 0, although in the presence of galvanic

distortion the skew can be non-zero for 2-D conductivity structures (see below).

3.4 Impedance tensor Decomposition

In the interpretation of experimental data, it is often found that there is no coordinate axis
system in which the diagonal elements of the impedance tensor disappear. [n this situation
1-D and 2-D conductivity models are unable to explain the impedance tensor and a three-
dimensional (3-D) conductivity distribution must be invoked. The "three-dimensionality” of
the impedance tensor often becomes a significant problem in the interpretation MT data
and the interpretive errors introduced by using 1-D and 2-D conductivity models are
difficult to quantify. 3-D forward modelling programs are available, although they are slow
and require considerable computer resources to handie complex conductivity structures.

The dimensionality of the conductivity structure of the Earth is often a function of scale.
When examined at a small scale most Earth structures exhibit significant three-

dimensionality, although when examined at increasingly larger scales the assumptions of
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one or two dimensionality often become reasonable. The plane wave source field of the
MT method makes the method most useful in the study of the large scale properties of the
Earth. As a result, MT surveys are usually designed with the resolution of large scale
features in mind. This further complicates the interpretation of the impedance tensor, since
sampling of the earth conductivity structure is often insufficient to resolve complicated
small scale 3-D conductivity structures. The goal in interpreting the MT impedance tensors
is therefore usually to resolve the large scale features of the conductivity structure, treating
the smaller scale 3-D features as geological noise. Of course in some situations the Earth
will be three dimensional at all scales of investigation and therefore a method of
determining dimensionality is essential in any interpretation scheme.

The "three-dimensionality” of the impedance tensor has led to the development of a
number of paramaterization schemes which attempt to decompose the impedance tensor
into a minimum number of parameters characteristic of the conductivity structure. These
methods can be divided into two groups: mathematical treatments of the impedance tensor
in which no assumptions are made about the physical model (Berdichevsky and Dmitriev,
1976, Eggers, 1982; Spitz, 1985; LaTorraca et al., 1986; Yee and Paulson, 1987); and
methods which assume a 1-D or 2-D conductivity structure and extract parameters of the
assumed model from the elements of the impedance tensor (Larsen, 1977, Zhang et al.,
1987; Bahr, 1988; Groom and Bailey, 1989, 1991; Chakridi et al., 1992; Chave and

Smith, 1994; Smith, 1995).
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3.4.1 Mathematical Decompositions

The "effective impedances” proposed by Berdichevsky and Dmitriev (1976) are the
simplest in the class of mathematical treatments of the impedance tensor. They are
rotationally invariant averages of the impedance tensor, defined in terms of the elements of

the impedance tensor by

1
“ave _2_(:111—2}'.!) > Zier = \/7132}’_\"—2@'2)3 : (3.44)

The effective impedances reduce the impedance tensor to two parameters per period and
are thought to minimize multi-dimensional effects. The use of effective impedances for
multi-dimensional structures has been studied by a number of authors (Ranganayaki, 1984;
[ngham, 1988; Park and Livelybrooks, 1989; Agarwal et al., 1993). These authors have
shown that the success of models derived from the inversion of the effective impedances is
structure dependent. The models are unsuccessful at imaging structure beneath a finite
conductor and deep structure in the vicinity of a finite resistor. As a result, the models
derived from the interpretation of the effective impedances must always be verified with
multi-dimensional programs.

A number of parameterizations have been proposed based on mathematical treatments of
the impedance tensor as a complex rank 2 tensor (Eggers, 1982; Spitz, 1985; LaTorraca et
al., 1986; Yee and Paulson, 1987). These methods represent the impedance tensor with
eight parameters, retaining all the information contained in the tensor. Since no

assumptions are made about the conductivity structure of the Earth in these
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parameterizations, the physical significance of the extracted parameters is difficult to
determine. Groom and Bailey (1991) reviewed these parameterizations and show that only
Spitz's (1985) second parameterization and Yee and Paulson (1987) parameterization offer
a significant improvement over Swift's (1967) conventional 2-D parameterization in
recovering information about the regional conductivity structure. These methods however

have not yet been developed to enable their utilization in normal processing circumstances.

3.4.2 Physical Decompositions

The second class of parameterization methods is based on the assumption that the
impedance tensor is the result of the superposition of large scale (regional) and small scale
(local inhomogeneity) conductivity anomalies. The regional conductivity structure is
assumed to be one or two dimensional and distorted by local two or three dimensional
conductivity anomalies.

If the local inhomogeneity is small compared to the skin depth and wavelength of the
electromagnetic wave in the regional structure, a condition which is reasonable at long
periods if there is sufficient scale difference between the local and regional anomalies, the
spatial gradients of the regional field are small over the inhomogeneity. Under the above
condition it can be assumed that the inhomogeneity is excited by a uniform electric field.
The small size of the inhomogeneity atlows us to assume in addition, that the
inhomogeneity is inductively small and as such induced secondary electric fields can be

neglected. Under these assumptions the local inhomogeneity results in an electrostatic
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(Galvanic) distortion of the regional electric field and an anomalous magnetic field
produced as a result of the anomalous electric field.

The validity of the galvanic distortion model can only be judged by the success or failure
of the model to explain observed data, since the observer has no information about the
scale of the local inhomogeneity and possibly little information about the regional
geoelectrical structure. The validity of the model is both dependent on the period of
observation and location, with the assumptions generally holding at long periods and in
locations removed from sharp boundaries in the regional structure where the regional field
gradients are small. Numerous authors have discussed the conditions of validity of galvanic
distortion (Berdichevsky and Dmitriev, 1976; Larsen, 1977; Jones, 1983; Park, 1985; West
and Edwards, 1985; Bahr, 1988; Groom and Bailey, 1991; Groom and Bahr, 1992; Chave
and Smith, 1994), to which the reader is referred for further details.

The electric field measured in the presence of a distorter is related to the regional
electrical field through a 3x3 electric distortion matrix C, (Chave and Smith, 1994). The
elements of this distortion matrix will be real if the distorting inhomogeneity is inductively
small. Under the assumptions usually made in the magnetotelluric method (observer at
surface flat Earth), normal electric currents vanish at the surface of the Earth and the
distortion matrix reduces to a 2x2 distortion tensor C. The electric field measured at the

surface of the Earth is therefore given by,
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- -

CE,

meas regional

ty
1]

Cl Cz ) (3.45)

regional *
c, C,

The anomalous magnetic field produced as a result of a galvanic distortion is related to
the regional electric field through a 3x3 magnetic distortion matrix D; (Chave and Smith,
1994). At the surface of the Earth this distortion matrix reduces to a 2x2 tensor D which
describes the distortion of the horizontal magnetic field and a 2-element row vector Q
which describes distortion of the vertical magnetic field (Chave and Smith, 1994). The
elements of D and Q will be real under the same conditions as the electric distortion tensor.

The anomalous horizontal magnetic field produced by the distorter is given by

— ~—

h anomalous ~ D Eregxonal
" (3.46)
= 'ﬁ £ Eregwnal ’
and the anomalous vertical magnetic field by
f[: anomalous ~ Q regional
(3.47)
= [Q:x ? Qn] Eregional :
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The horizontal and vertical magnetic fields measured in the presence of a galvanic

distortion therefore become the sum of the regional and anomalous magnetic fields,

hmeas ~ {Tp regional +D Eregional (3.48)
and
H: meas H: regional QEregionaI . (3.49)

The impedance tensor measured in the regional coordinate system is given by

_ meas
Zmeas -
Hh meas

- CEregional (3.50)
A, +DE

regional regional

CZ

regional

[+DZ

regional

b

where Z,.....; is the response of the regional one or two dimensional conductivity structure.
The magnetic transfer functions T (7,,7,,) relating the observed vertical and horizontal

magnetic fields are given by
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H: meas
A,

h meas

~3

meas

- ' s regional Q regional (3.51)

H +DE

h regional regronal

—

Z‘egmnal Q Zregumal
V +D regtonal) (1 +DZ regxonal

Using equation 3.50 the measured transfer function can be expressed as

—

7 Tregzona[ + QZmeas (3.52)

Tmeas
(1+DZ C

regzonal)

Examination of the equation for the distorted impedance tensor (3.50) indicates that
although the distortion matrices C and D are both constants for any given distorter, only
the electric field distortion matrix C will have a frequency independent effect on the
measured impedances. The distortion of the electric field (C) results in measured
impedances which are distortion dependent combinations of the regional impedances, while
the magnetic distortion matrix D results in impedances which are frequency and distortion
dependent mixtures of the regional impedances. The frequency dependence of magnetic
distortion stems from the magnitude of the regional impedance tensor's ( |Z, pmul)
dependence on frequency. Figure 3.1 shows the effect of magnetic distortion (D of 0.08)

on the magnitude of the scalar impedance calculated for a 5000 Q-m halfspace. The
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Figure 3.1 Galvanic magnetic distortion of a 5000 Q-m halfspace impedance magnitude as a function
of period. Distortion of the measured impedance magnitude becomes negligible at longer periods.

importance of magnetic distortion reduces as approximately v, since as period increases
the magnitude of Z,,,. decreases making the term DZ, ., in the denominator of
equation 3.50 insignificant (/ » DZ,,....). As the magnitude of the regional impedance

tensor never increases with increasing period it is reasonable to assume that the first order
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effects of galvanic distortion are can explained solely by the distortion matrix C, especially
at the longer periods of interest in regional studies.

Equation 3.52 shows that in the presence of a galvanic distorter the measured magnetic
transfer function is the sum of the distorted regional transfer function (first term)and a
local transfer function (second term) produced by the distorter (Zhang et al., 1993). As the
magnitude of the regional impedance tensor decreases the measured transfer function will
approach that of the regional structure (7 ,g..q)- The importance of distortion of the
transfer functions is dependent on the magnitude of the regional transfer function, with the
local transfer functions possibly making up a significant portion of the measured transfer
function when the regional transfer function is small, especially at high frequencies where
the magnitude of the regional impedance tensor is large.

The distortion of the observed magnetic fields is dependent on the regional conductivity
structure, having its greatest importance in structures where the magnitude of the regional
impedance tensor decays slowly as a function of period. Magnetic distortions will be most
important therefore in regions having a conductive over resistive structure and of lesser
importance when the conductivity structure is resistive over conductive. Regardless of the
conductivity structure the effects of magnetic distortion become less important as period
increases, with the electric field distortions describing the first order effects of the galvanic
distorter.

When considering only the first-order effects of galvanic distortion the measured

magnetic field is assumed to be that of the regional structure,
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—

g = (3.52)

meas regional *

Therefore, the distortion is represented by four real parameters and the measured

impedance tensor in the regional coordinate system is given by

zZ =C

meas “regional *

(3.53)

If the regional conductivity structure is one-dimensional the measured impedance tensor in

the measurement axes system becomes

Z(w)

- RO)C(O
@ = ROCO) "

R'(O), (3.54)

Zmeas

having seven parameters per frequency. For a two-dimensional regional conductivity

structure the measured impedance tensor is given by

0 Zrdw)
Z, (@) = R(6)C(O) R(©), (3.55)
~Zp W) 0

and the model contains 9 parameters per frequency.

Larsen (1977) provided 2 method of recovering the 1-D regional impedances in the
presence of weak 3-D local effects. Zhang et al. (1987) provided a method of recovering
1-D and 2-D regional responses when the local galvanic effects are 2-D. A number of

methodologies have been proposed to recover up to 2-D regional impedances in the
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presence of 2-D or 3-D galvanic distortion (Bahr, 1988; Groom and Bailey, 1989;

Chakridi et al., 1992; Chave and Smith, 1994; McNeice and Jones, 1996).

3.5 Summary

In this chapter, the magnetotelluric impedance tensor for an arbitrary Earth was derived.
An impedance tensor measured at the surface of the Earth is dependent solely on the
period of observation and conductivity structure of the Earth. Deriving information on the
Earth’s conductivity structure from magnetotelluric observations is achieved through the
use of physical models which attempt to describe the impedance tensor’s spatial and
frequency dependence. In practice this is a difficult task, since for arbitrary Earth structures
there is no obvious means of deriving the desired parameters.

Traditionally interpretation of the impedance tensor is approached by making simplifying
assumptions about the dimensionality of the Earths conductivity structure. For a 1-D and
2-D conductivity structure the impedance tensor assumes a simplified form which is readily
interpretable. However, in the interpretation of experimental data traditional 1-D and 2-D
conductivity models are often unable to explain the observed impedance tensor and more
complex conductivity models must be invoked.

In large scale regional investigations where the Earth’s conductivity structure is relatively
sparsely sampled interpretation essentially becomes an attempt to resolve larger scale
regional features of the conductivity structure, treating smaller scale 3-D conductivity

features as geological noise. Recognition of this problem has lead to the development of a
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number of mathematical and physical impedance tensor decomposition procedures, which
attempt to recover first-order features of the measured impedance tensor. Of these two
classes of decompositions physical decompositions are by far the most successful as they
are based on physical models of the conductivity structure and as a result the parameters
derived are readily interpretable.

Physical decompositions for recovering regional impedances in the presence of 3-D
galvanic distortion are based on the most complete physical model of the impedance tensor
currently available. The model (eqn. 3.50) on which these methodologies are based
includes simpler physical models as special cases, and as such the 3-D galvanic distortion
model is the most widely applicable physical model of the impedance tensor. The regional
impedances recovered with these methodologies can be interpreted using available one and

two dimensional forward and inverse procedures.
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CHAPTER 4

Extension of Groom-Bailey Decomposition

4.1 Introduction

In recent years, impedance tensor decomposition analysis (3D/2D model) has become
an integral part of the interpretation of magnetotelluric data for 1D and 2D regional
structures (Jones and Dumas, 1993; Jones et al., 1993a, 1993b; Kurtz et al., 1993; Ogawa
etal., 1994; Boerner et al., 1995; Gupta and Jones, 1995 ). The goal of this analysis is to
remove the first-order effects of galvanic distortion produced by near surface zones of
anomalous conductivity, recovering the impedances and strike of the regional geoelectric
structure. Of the parameters recovered during decomposition analysis the regional strike
is often one of the poorest resolved parameters (Groom et al., 1993; Jones and Groom,
1993). This presents a problem, as the accuracy of the interpretation is dependent on the
determination of a regional strike consistent with the data.

The instability of regional strike in the presence of noise and galvanic distortion leads
to instability in decomposition procedures (Bahr, 1988; Chakridi et al., 1992) based on
the rotation of the impedance tensor. Stable estimates of decomposition parameters can
be obtained by fitting the decomposition model to an impedance tensor in a least squares
sense (Groom and Bailey, 1989, 1991). In this analysis the galvanic decomposition
parameters - shear, twist and regional strike - are then iteratively constrained to find

frequency independent estimates required by the decomposition model. The regional



strike, determined for each of a set of sites, is then compared to obtain an estimate of
regional strike for the entire data set (assuming the data is 2D and sensing the same
regional 2D structure). To obtain an accurate estimate of regional strike, one really needs
to perform a weighted average of the determined strike estimates, since the resolution of
regional strike is a function of both frequency and site position.

In this chapter an extension to Groom-Bailey decomposition is proposed, in which all
the constraints inherent to the decomposition model are imposed simultaneously on the
data set. This procedure enables the determination of a strike estimate consistent with the
data set in a statistical sense. The variation of strike resolution as a function of frequency
and position is used in the determination of the strike estimate. This approach
additionally provides the interpreter with information on the degree to which the data fits
the model of regtonal two dimensionality with galvanic distortions.

Previously published synthetic data, as well as a synthetic 2D data set, are used to
demonstrate the robustness of the proposed decomposition analysis. Additionally, the

determination of confidence intervals for the derived parameters is discussed.

4.2 Groom-Bailey Decomposition

Groom and Bailey (1989) proposed a tensor decomposition method which fits the
3D/2D galvanic distortion model (Eqn. 3.54 and 3.55) to the observed data (GB analysis).
The GB analysis is based on a factorization of the distortion tensor C as a product of
modified Pauli spin matrices. This factorization allows the separation of determinant and

71



indeterminant elements of the distortion tensor C, as well as providing some physical
insight into the distortion produced by elements of the distortion tensor.
Any rank 2 tensor such as the distortion tensor C can be represented as a sum of the

Pauli spin matrices

1 0
[ =
..O p
0 1
ZI =
10
. (4.1)
5 0 -1
2711 o
5 1 O
*lo -1
where
C=oy +o,8, + 0,2, +aX, (4.2)

and «,, «,, «,, and a, are scalar multipliers. In the GB method, modified forms of the

Pauli spin matrices are used to represent C as a product factorization

C=gTSA, (4.3)

where g is a scalar termed "site gain” and 7, S, and 4 are tensor factors termed "twist",
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"shear” and "anisotropy" respectively. The tensor factors 7, S, and 4 are given by

1 1 I -t
T= ([+1%,) = )
Y1+t Jiet e
1 | l e
S= ({+eX)) = , (4.4)
I +e? Jiee?le |

I+s 0
A= 1 (/+sX,) = : [ }

and the distortion tensor C in the GB product factorization therefore becomes

(4.5)

(1+s)(1-te) (1-s)e-1)
£ (L+s)e+) (1-s)(1+te)]

The scalar multipliers of equation 4.4 are absorbed into the site gain g.

Some insight into the physical meaning of the factors T, S, and 4 can be gained by
examining the effect of each of the tensors on the regional electric field. Figure 4.1
shows the distortion produced by each of the distortion tensors and their net effect on a
regional electric field represented by a set of unit vectors.

The twist T and shear S tensors form the determinable portion of the distortion matrix.
The twist tensor rotates the regional electric field clockwise by an angle tan™ r. While the
shear tensor develops anisotropy on an axis which bisects the regional principal axis
system, rotating a vector on the x-axis clockwise and a vector on the y-axis counter-
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clockwise by an angle of tan™ e (Figure 4.1). For a shear e of 1 or -1 (shear angle of 45 or
-45) the electric field becomes totally polarized.

The site gain g and anisotropy tensor 4 form the indeterminant part of the distortion
matrix. The site gain g simply scales the regional electric field, producing no change in
the direction of the electric field. The anisotropy tensor scales the electric field along the
regional principal axis by different factors, producing a distortion anisotropy which adds
to the regional inductive anisotropy (Figure 4.1). This distortion anisotropy is
experimentally indistinguishable from the regional inductive anisotropy without
independent information.

The site gain and anisotropy factors of the decomposition are indeterminant since when
applied to a two-dimensional impedance tensor they result in an equivalently two-
dimensional tensor (zero diagonal elements). When the decomposition model is
applicable, and the four decomposition factors become independent of frequency
(galvanic distortion), the twist and shear tensors alone describe an impedance tensor
which differs from the regional impedance tensor solely by two unknown factors, the site
gain and anisotropy. The two impedances recovered by the factorization are the regional
impedances scaled by separate unknown but frequency independent factors, often termed
"static shifts” (Jones, 1988). The GB method absorbs the unknown factors of the
distortion tensor into the regional impedance tensor allowing one to solve for scaled
regional impedances.

Absorbing the site gain g and anisotropy s into the regional impedances the measured
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impedance tensor under the GB factorization becomes

_ 7
Zmeas =RT SZregzonal R
) cos® -sinOf|l-te e-t|| 0 Al||cosO® sind , (4.6
sin® cosO || e+t 1+tel|-B Of]|-sin® cosO

where Z,_,,. is the scaled regional impedance tensor (g4Z,z,.n). Groom and Bailey
(1989) showed that when the measured impedance tensor obeys the decomposition
model, the tensor is uniquely described by the seven parameters of the factorization (Eqn.
4.6), provided that the absolute value of shear e and anisotropy s are less than one
(corresponding shear angles between 45 and -45 degrees and distortion anisotropy
between | and -1). A shear e or anisotropy s (sum of distortion and regional) of absolute
value one produces a singular impedance tensor for which the distortion model becomes
underdetermined as the impedance tensor becomes singular.

The seven parameters of the GB factorization are the two descriptors of telluric
distortion twist r and shear e, the regional strike 0, and the four parameters contained in
the two complex regional impedances 4 and B (Z,, and Z,,). The parameters of the
factorization are found by statistically fitting the seven parameters of the decomposition
model to the 8 data of the measured impedance tensor. This is done by minimizing the
Chi-squared misfit of the model and data summary decomposition coefficients given by

equation 4.2. For the measured data the coefficients are
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(4.7)
a2 :Zyx —Zn
a3 :Zxx-zw

For the model the summary decomposition coefficients are found by multiplying out

equation 4.6,
o, =0 +ed

a, = (6-et0)cos26 -(6 +eo)sin26
(4.8)

o, = -0 +eld

o, = -(td +e0)cos20 - (6 -eto)sin20 ,

3

where

o=A4A+8B

and

6=4-B

are the sum and difference of the regional impedances. Equating 4.7 and 4.8 one obtains
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four simultaneous complex nonlinear equations which are solved for the seven
parameters of the factorization. The parameters of the factorization are overdetermined
and therefore a solution to the system of equations always exists.

[n GB analysis, the decomposition model is fit to the measured data frequency by
frequency. Although, for the 3D/2D distortion model to hold, enabling the recovery of
the regional impedances, frequency independent estimates of the twist, shear and
regional strike must be found over a band of frequencies. In practice this is done by
iteratively constraining the estimates of twist, shear and strike found at each frequency in
an attempt to find a frequency band for which the constrained values result in an
acceptable misfit error. If the regional conductivity structure is truly one- or two-
dimensional, the model will hold in general at low frequencies reducing the task to
finding an upper frequency limit below which the distortion becomes solely galvanic
(distorter becomes inductively small) and the distortion parameters become frequency

independent.

4.3 Extension of Groom-Bailey Decomposition

Of the parameters solved for in decomposition analysis of the impedance tensor,
regional strike is by far the most important parameter. Accurate recovery of the regional
impedances, and therefore accuracy of the interpretation, is dependent on recovery of the
correct regional strike. Unfortunately, regional strike is often one of the poorest resolved
parameters in decomposition analysis (Jones and Groom, 1993). The resolution of
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regional strike is a function of both frequency and position and its recovery hampered by
galvanic distortion and experimental error.

The importance of accurate recovery of the regional strike can be seen by examining
properties of the measured impedance tensor under the Groom-Bailey factonization. In an
arbitrary coordinate system, the measured impedance tensor is given by (Eqn. 4.6). The
elements of the impedance tensor are distortion and rotation dependent mixtures of the
two regional impedances. In the regional coordinate system however, equation 4.6

reduces to

Z (4.9)

meas

( ) -(e-)B (1-te)d
regional’ ~ ~(1+te)B (e+t)A >

and the two columns of the impedance tensor contain scaled estimates of the regional
impedances. The impedance elements contained in the two columns are linearly
dependent, having the same impedance phase, differing solely in magnitude. The
magnitude of the four elements is described by the twist (¢) and shear (e) factors of the
GB factorization.

Equation 4.9 shows that scaled estimates of the regional impedances can be found,
even in the presence of galvanic distortion, by simply rotating the impedance tensor to
the regional coordinate system. An error in the regional strike estimate will result in the
recovery of impedances which are mixtures of the regional impedances, while errors in
twist and shear result solely in errors in the magnitudes of the recovered regional
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impedances. Recovery of the correct regional strike is therefore essential for accurate
recovery of the regional impedances.

The linear dependence of the impedance elements in the regional coordinate system is
both the basis of the decomposition procedures proposed by Zhang et al. (1987), Bahr
(1988) and Chakridi et al. (1992) and the reason conventional 2D analysis fails. In
conventional analysis, the strike angle is found by minimizing the diagonal elements of

the impedance tensor,

minimize |Z_-Z, |* (4.10)

(Sims and Bostick, 1969). Using equation 4.6 the minimum becomes

. 1, [ d+eoc

0" = eregional"-_z-'ta'n [ 5'6[0) . (4.11)
Equation 4.11 clearly shows that in the presence of distortion the strike angle 6’
recovered in the conventional method will not equal the regional strike. In addition the
3D indicator (skew) used in the conventional analysis fails in the presence of galvanic
distortion. Swift (1967) defined the skew as

Zxx + Zyy

Pz,Zry_Zyx’ (4.12)

which becomes

80



1o +ed
0 -eto

I'= (4.13)

2

where o and 3 are the sum and difference of the regional impedances. The skew can be
significantly greater than zero when the regional structure is 2D. Low skew is therefore
not a requirement of regional two dimensionality.

In the decomposition procedures proposed by Zhang et al. (1987), Bahr (1988) and
Chakridi et al. (1992), the linear dependence of the columns of the impedance tensor is
used to find the regional strike. Their procedures solve for a strike angle for which the
elements of the two columns have equal impedance phases. This method however is
unstable in the presence of noise since, depending on distortion (twist and shear), some
of the elements of the tensor can be small in magnitude and dominated by error,
producing significant errors in the recovered regional strike.

Groom-Bailey decomposition performs well in the presence of noise since it
simultaneously solves for all the parameters of the decomposition model. The twist and
shear are often better resolved than the regional strike as they are dependent on the
relative magnitude of the impedance elements as opposed to phase properties of the
elements. The inclusion of twist and shear into a model fitting all eight elements of the
impedance tensor stabilizes the estimation of regional strike.

To improve the estimate of regional strike, one can extend the GB analysis to fit an
entire data set statistically with the 3D/2D distortion model. Extension of the analysis can
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improve the estimate of regional strike, since it accounts for the position and frequency
dependence of strike resolution. The regional strike is usually only well defined over a
small subset of the data. The dependence of model misfit on strike defines a regional
strike statistically consistent with the entire data set.

In the extended GB analysis, S magnetotelluric sites having V frequencies (SV8 data)
can be fit with S(V4+2)+1 unknowns. The unknowns are the SN regional complex
impedances (4 and B), the S2 descriptors of telluric distortion (twist ¢ and shear ¢) and
the regional strike angle (0). In the extended model, the S sites are required to have the
same regional strike. The distortion parameters shear and twist remain site dependent
although independent of frequency. Assuming that all data are independent, the model
has S(V4-2)-1 degrees of freedom. In the case of a single site, the extended model is
equivalent to that of the GB method with the strike, twist and shear constrained to be
independent of frequency, although the solutions are arrived at differently.

The model parameters are found in the extended analysis by minimizing the Chi-
squared (y°) misfit of the observed and model summary decomposition coefficients given
by equations 4.7 and 4.8 respectively. The elements of each of the modelled impedance
tensors are described by four complex nonlinear equations. The minimization procedure
seeks a simultaneous solution to the SV8 nonlinear equations (4 real and 4 imaginary
equations for each of the SN impedance tensors) describing the measured data set. A x?
objective function was chosen in order to reduce any bias produced by frequency and
position dependence of experimental error and the frequency dependence of impedance
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magnitudes. Additionally, the x* objective function allows one to derive significance
levels for the parameter estimates obtained by the minimization procedure.

The ¥ objective function is given by

?R(a?bs) _ m(a:nodel(a)) 2

oa

x'(a) = k1=vl Zio

1

) , (4.14)
() - (e *ap |

O’a'

* E?:o

where o is the standard deviation of the summary coefficients. Minimization of the
objective function is performed with a sequential quadratic programming algorithm. The
algorithm iteratively improves a user-supplied trial solution by minimizing a quadratic
approximation of the objective function. Iterations proceed until the gradient of the
objective function is zero with respect to all parameters, or when successive iterations
produce changes in the estimated parameters less than a user specified tolerance.

For each iteration the objective function is approximated by a S(V4+2)+1 dimensional

quadratic function derived from a Taylor series expansion of the objective function,

2 2.2
xa) = X¥(P)+) %—x—ai + % Y Ea—ax—aiaj + o
a; aoa; (4.15)

=c+Ja +la'H-a
2

where a is the parameter set sought by the minimization routine, ¢ is the value of the
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objective function for the trial parameter set P, and J and # are the gradient (Jacobian)
and Hessian of the objective function evaluated at the trial solution. If the approximation
is good, the routine can jump from the trial solution P to the minimum a4, by
minimizing the gradient of the approximation. The gradient of the equation 4.15 is easily

calculated as

Uyt~ Ha+J. (4.16)

The approximate objective function will be at its minimum when the gradient vanishes,

the minimum (a,,,) therefore satisfies

H-a, +J=0. (4.17)

For the trial solution the gradient is

VXXP)=HP+J. (4.18)

Subtracting equation 4.17 from 4.18 we obtain an equation for the minimum (a,,.,),

a. =P-H"'VP). (4.19)

If the approximation is good, and we can calculate the gradient and Hessian of the
objective function, the routine can find the minimum of the objective function in one
iteration.

Since equation 4.15 may be a poor local approximation to the true objective function,
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the inverse Hessian in equation 4. 19 is replaced by a constant determined from the
magnitude of the Hessian. The constant is small enough to allow the algorithm to take a
step down the gradient without exhausting the downbhill direction. Successive
approximations of the objective function iteratively approach the desired minimum (a,,,)
of the objective function.

The exact value of the Hessian has no effect at all on the final set of parameters a,,
reached by the algorithm. The Hessian's value only affects the iterative route that is taken
in getting to the minimum. This allows us to save computation time by using an
approximation to the Hessian. Writing the summary coefficient equation differences as a

SN8 vector

obs model
o -o (a)
x(a) = i=1,2,..,SN8, (4.20)
o

o

the objective function becomes
N8
X@ =N [h@P . (4.21)

Taking the first derivative of equation 4.19, the Jacobian of the summary coefficient

difference vector becomes a SN8 x S(V4+2)+1 matrix given by
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a » ~ a (nodel
@ 19 @ o shs

aa, o aaj (4.22)

&;

=12, S(N4+2)+1.

The Jacobian (gradient) of the objective function, a S(V4+2)+1 element vector
containing sums of the partial derivatives of the SV8 subfunctions (4 real and 4

imaginary equations for each of the modelled tensors), can be found using equations 4.20

and 4.22
2 ox(a

x1a) _ 222‘:37((0) X i=1,2,.. . S(N4+2)+1 (4.23)
da, J da

i i

Taking an additional partial derivative we obtain the Hessian of the objective function, a

S(N4+2)+1 x S(V4+2)+1 matrix of second partial derivatives

azxz _ " ! [aarodel(a) aa:mdel(a)
dagda, k= Ui,l 3a, da,
(4.24)
azamodel a
+ [azbs _ a:mdel( )] k ( )

daoa,

Note that the equation for the Hessian (Eqn. 4.24) contains terms in both first and second
derivatives of the summary coefficients. For a successful model, the term containing the
second derivative in equation 4.24 becomes negligibly small. The multiplier [¢®® - o™
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approaches the random measurement error of the summary coefficient and the second
derivative terms cancel each other on summation. The Hessian can therefore be
approximated by the first derivative term in equation 4.24. Using equation 4.22 the

approximate Hessian becomes

*xXa) _ o TSNS dx.(a) dx(a)
- " k=1
aa,.aaj da, aaj (4.25)

ij=1,2,.. . S(N4+2)+1 .

Therefore, to perform the minimization one needs only to calculate equations 4.20 and
4.22, from which the objective function, gradient and approximate Hessian can be

obtained.

4.4 Recovery of Regional Impedances

4.4.1 NACP anomaly

To illustrate the performance of the proposed decomposition procedure in the presence
of experimental noise, consider thirty-one realizations of a theoretical impedance tensor
discussed by Jones and Groom (1993). Their theoretical response is taken from a 2D
model of the North America Central Plans (NACP) conductivity anomaly (Jones and
Craven, 1990).

In order to derive a distorted response Jones and Groom (1993) applied a distortion
matrix C from Chakridi et al. (1992) to an impedance tensor exhibiting the maximum
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induction for the NACP anomaly. This distorted tensor is given by

Z=CZ,
1.26 0.44 0 7409
- X
0.53 0.86)|(-8.25,-3.10) 0 (4.26)

[
-3.63,-1.36) (5.95,5.10
= ( ) ) x 107HQ)
(-7.10,-2.67) (2.51,2.15)

Decomposition of the distortion tensor above in terms of the GB parameters yields a
site gain (g) of 1.06, an anisotropy (s) of 0.172, a twist angle of -2.1 " (+ =-0.037), and a
shear angle of 24.95 (e = 0.47). The inductive strike of the NACP anomaly, the regional
structure, is 0.

Gaussian noise, having a standard deviation of 4.5% of the magnitude of the largest
impedance element, was added to the tensor (Eqn. 4.25) to produce thirty-one
noise-contaminated realizations. These thirty-one realizations form an ideal data set to
test the performance of the decomposition procedure in the presence of noise, as all the
realizations are equally sensitive to the inductive strike and obey the telluric distortion
model differing solely by experimental noise.

Figure 4.2 shows histograms of the strike, twist and shear found from an unconstrained
GB analysis of the thirty-one realizations. The distribution of the GB parameters clearly
shows that shear and twist are more stable under decomposition than strike angle
determination. The strike directions determined poorly define the regional strike. This
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Figure 4.2 Histogram of strike, twist and shear determined through unconstrained GB analysis of the thirty-
one relizations of the NACP impedance tensor. The results of extended decomposition analysis are indicted
with dashed vertical lines.

example demonstrates the difficulty in obtaining an accurate estimate of the regional
strike in the presence of distortion and experimental noise. The synthetic realizations
exhibit the maximum induction for the NACP anomaly, and, as such, represent the best
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case scenario for strike determination.

The results of the extended decomposition analysis are indicated in figure 4.2. This
analysis yields a twist angle of -2.2", a shear angle of 25.6" and strike direction of 0.1,
close to the correct values of -2.1°, 25" and 0" respectively. The results are accurate and
free of noise bias. Although the data set is somewhat unrealistic, the performance of the
extended decomposition analysis indicates that if the 3D/2D model is applicable to real
data the extended GB analysis should yield a stable estimate of strike direction in the
presence of experimental noise.

4.4.2 Groom-Bailey 3D/2D synthetic site

Now consider the question of decomposition analysis of a more realistic theoretical
response, where sensitivity to the 2D inductive strike is a function of frequency. Groom
and Bailey (1991) produced an accurate 3D/2D data set by superposing 2D numerical
and 3D analytic responses (Figure 4.3). Decomposition of this theoretical response has
been previously discussed by Groom and Bailey (1991) and Groom et al. (1993). The 3D
analytical response is that of a small conducting hemisphere. For the frequencies
considered the hemisphere has a negligible inductive response, however it has a
significant effect on both the electric and magnetic fields of the regional 2D structure.
For periods longer than 0.1 second, the distortion effects produced by the anomalous
magnetic fields of the hemisphere become negligible and the hemisphere acts as a
galvanic scatterer. Decomposition analysis should therefore be able to recover the
regional 2D impedances for periods greater than 0.1s to within a static shift. The strike
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Figure 4.3 Conductivity model for a synthetic 3D/2D sounding (after Groom and Bailey, 1991).

of the regional 2D structure is 30~ (Figure 4.3). Groom et al. (1993) have shown that the
strike is poorly defined at both short and long periods. For short periods, the data are not
sensitive to the 2D boundaries of the regional structure and are essentially 1D. At long
periods, the 2D structure becomes inductively thin, having a galvanic response. The

91




phases of the two regional impedances become virtually identical and the regional

response becomes an anisotropic 1D response (2D galvanic distortion of the response of
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Figure 4.4 Histogram of strike, twist and shear determined through unconstrained GB analysis of the
3D/2D site. The results of the extended decomposition analysis are indicated with dashed vertical lines.
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responses. The twist and shear angles are reasonably resolved, although they both appear
to display some bias as the results are not randomly distributed about their distribution
peaks near the correct values. Although the estimates of regional strike, twist and shear
are scattered, Groom et al. (1993) have shown that easonable parameter estimates can be
determined by iteratively constraining their values (strike 30 degrees, shear 29 degrees
and twist -11 degrees).

The results of the extended decomposition analysis are shown superimposed on the
results of the unconstrained GB analysis in figure 4.5. The extended analysis yields a
strike direction of 30.7 degrees, twist angle of -13.0 degrees and shear of 30.6 degrees.
The extended model has 69 degrees of freedom, with a 95% confidence level having a ?
value of 90.0. The ¥ misfit of the model is 49.5 well below the 95% confidence level.

The recovered and undistorted regional responses are shown in figure 4.6. The
extended analysis recovers each of the regional responses to within a static shift. The
magnitude and phase of the Zyx (TM mode) impedance are contaminated by noise at
long periods, where the Zyx impedance is small in magnitude. This noise contamination
ts enhanced by the distortion anisotropy, which reduces the magnitude of the Zyx
impedance. However, the long period Zyx impedances would have the highest scatter
even in the absence of distortion due to their small magnitude.

4.4.3 Synthetic 2D data set
As a final theoretical example, we will consider simultaneous decomposition analysis

of an entire data set. Ten synthetic magnetotelluric sites were produced using
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Wannamaker’s finite element algorithm (Wannamaker et al., 1984). The conductivity
structure used to compute the synthetic data set is shown in figure 4.7. The ten synthetic
sites were distorted by multiplying their responses with synthetic distortion matrices (C).
The twist and shear values of the synthetic distortion matrices applied to the data are
given in table 4.1. The distortions are solely that of galvanic telluric distortion. The
resultant sites therefore obey the decomposition model, having no 3D inductive effects or
magnetic distortions. Gaussian noise, having a magnitude of 2% of the largest impedance
element, was added to the distorted responses to simulate experimental noise.

Plots of the decomposition parameters found by unconstrained GB analysis of the

synthetic data set are shown in figure 4.8. Examination of these plots indicates that for

‘{ True Value Decomposition Result
Site Shear Twist Shear Twist '
SYNOOI 20.0 -20.0 20.1 -20.1
SYNO002 -10.0 40.0 -10.1 40.2
SYNOO3 25.0 -15.0 25.2 -15.1
SYNO0O4 40.0 20.0 39.9 19.7
SYNOOS -25.0 -40.0 -25.0 -40.0
SYNQO06 -20.0 30.0 -20.2 30.1
SYNQ07 -35.0 -50.0 -34.9 -50.1
SYNOO8 25.0 -10.0 25.1 -10.1
SYNO009 35.0 -5.0 35.1 -5.3
SYNO10 15.0 45.0 14.8 45.1

Table 4.1 Results of decomposition of synthetic 2-D data set. Joint decomposition found a regional strike of
30.3, close to the real value of 30.0 degrees.
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on the noise; secondly, the distribution of the measured impedance elements is unknown.
The lack of knowledge about the distribution of the impedance elements prevents the use
of parametric techniques in estimating confidence limits.

Groom and Bailey (1991) derived confidence limits from the scatter of parameters
found by fitting the decomposition model to synthetic realizations of the measured
impedance elements, generated by adding random Gaussian noise to the measured
impedances. However, the nonlinearity of the decomposition analysis makes this method
inaccurate, sometimes resulting in a situation where the mean lies outside the confidence
interval. Chave and Smith (1994) used a jackknife technique to determine confidence
intervals on the regional impedances. In their method the distribution of the estimated
parameters is found by fitting the decomposition to successive estimates of the measured
impedances. The successive estimates are made by deleting individual estimates from the
calculation of the mean impedances. This method is superior since it makes no
assumptions about the distribution of the errors, although it requires all the estimates of
the measured impedances tensor not just the mean value.

As the jackknife method cannot be performed without reprocessing from time series, a
method similar to that of Groom and Bailey (1991) will be used to derive the desired
confidence limits. The confidence limits on the distortion parameters are usually not of
interest, only those on the regional impedances. The distortion parameters are therefore
fixed at the values found from decomposing the mean measured impedance elements.
When the distortion parameters are fixed, the measured impedances can be rotated to the
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regional coordinate system linearizing the decomposition equations. In the regional

coordinate system the summary decomposition equations given by equation 4.8 reduce to
o, = Zn+Zyy =ed +10

o« =Z +Z _=0-tec
(4.26)
«,=Z -Z =ted-o

0, =Z,~Z,=-15-eo

and the measured impedances are described by four complex linear equations. The
measured impedances in the regional coordinate system can be found by rotating the
Fourier spectra and calculating the impedance estimates from the re-calculated cross-
spectral estimates. This provides accurate estimates of the errors on the measured
impedances in the regional coordinate system. Synthetic realizations of the rotated
measured impedances are then generated by adding Gaussian noise. These realizations
are then decomposed (linear), and confidence limits are estimated from the spread of the
resultant impedances. This method does not suffer from bias present in the Groom and
Bailey (1991) method, as the decomposition is linear. The only limitation is the
assumption that the error distribution is Gaussian; it is difficult to assess the error
introduced by this assumption since the real distribution is unknown.
4.4.5S Decompoesition versus Rotation

It is important to recognize that the regional impedances and confidence limits found
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solely by rotating the measured impedances are not equivalent to those found through
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Figure 4.9 Plots of the ratios of the diagonal and anti-diagonal impedance magnitudes as a function of
twist and shear. The ratio Zyy/Zxy is shown in A, the ratio Zxo/Zyx in B.
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decomposition analysis, even if the regional strike is accurately known. When the
measured impedance tensor is rotated to the regional coordinate system, each column of
the tensor contains two estimates of one of the regional impedances (see equation 4.9). In
rotation the anti-diagonal impedance elements are used as estimates of the regional
impedances. While the anti-diagonal elements are scaled estimates of the true regional
impedances in the presence of galvanic distortion, they may not represent the best
estimates of the regional impedances. Depending on the values of the distortion
parameters, twist and shear, one of the diagonal impedance elements (Z, or Z,) may
contain a better estimate, i.e., better signal-to-noise characteristics, of a regional
impedance. This can be seen by examining figure 4.9 which shows plots of the ratios of
the diagonal and anti-diagonal impedances magnitudes ( Z,/Z,, and Z /Z..) as a function
of twist and shear. When the sum of the absolute shear and twist angles exceeds 45
degrees, indicated in figure 4.9 by the shaded regions, one of the diagonal impedances is
greater in magnitude than the anti-diagonal impedance in its column. The larger
magnitude estimate of the regional impedance will typically have a greater signal-to-
noise ratio and is therefore a superior estimate of the regional impedance. Rotation does
not account for the scaling produced by galvanic distortion, and in some situations will
result in inferior estimates of the regional impedances. Decomposition analysis on the
other hand performs essentially a weighted average of the two estimates of each regional
impedances, providing a superior estimate in the presence of galvanic distortion and
equivalent estimate in the absence of distortion.
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Figure 4.10 shows a comparison of the regional impedances (apparent resistivity and
phase) recovered by rotation and decomposition analysis. The data used in this
comparison is that of site SYN004 from the synthetic 2D data set, having a regional
strike of 30.0 degrees. The synthetic magnetotelluric site was distorted by applying a
twist of -35°, shear of 25° and distortion anisotropy of 0.3. Gaussian noise (3%) was
added to the distorted data to simulate experimental error. The true regional strike and
distortion parameters were used in the recovery of the regional impedances, however the
extended decomposition analysis was able to recover the values accurately (shear -35.0°,
twist 25.1° and stnike 29.9°). The example clearly shows that decomposition recovers
superior estimates of the regional impedances.

4.4.6 Irrecoverable regional impedances

There are two situations that can occur in decomposition analysis of the impedance
tensor where the method fails to recover the regional impedances accurately.
Decomposition fails when the shear approaches 45 degrees (e of 1) or when the sum of
distortion and regional anisotropy approaches an s of 1. In both situations, decomposition
analysis fails because the measured impedance tensor approaches singularity and the
decomposition model becomes under-determined.

In the case of high shear, the measured impedance tensor approaches

-(1-0B (1-n4
-(1+HB (1+nA4

Z (8 ) = (4.27)

meas\ "~ regional’ ~ ’
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in the regional coordinate system. The two rows of the impedance tensor become linearly
dependent. In fact the two rows of the impedance tensor are linearly dependent in any
coordinate system. The strike therefore is unresolved, as the impedance tensor assumes
the form of a distorted 2D tensor in any coordinate system. The shear angle will be well
resolved by the linear dependence of the two rows, although only the sum of the regional

strike and twist angles will be resolved. The twist r becomes

{(0) = ¢ - tan(6 -0 (4.28)

regional)

where (8- 8,,..,) is the regional strike error. In order to recover the regional
impedances, the strike must be found from adjacent sites or other independent
information.

In the high anisotropy case, the measured impedance tensor in the regional coordinate

system will approach one of two forms

-(e-0)B 0
meas(ere ional? = s (4.29)
8 ~(1+te)B 0
or
0 (l-ze
Zmeas(ere ional) = ( M . (4.30)
& 0 (et

The distortion parameters will not be resolved and, while a strike angle is resolved, it
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cannot be determined if it is that of the regional structure or local distorter. If the strike
determined by decomposition is in agreement with the regional strike found at other sites
it may be reasonable to assume that the recovered impedances are those of the regional
structure.
4.5 Summary

[n this chapter, an extension of Groom-Bailey decomposition analysis was developed.
The extended analysis allows one to find the most consistent 2D parameters from a set of
sites over a given frequency range. The estimate of regional strike found through this
analysis is consistent with frequency, site location and data precision dependencies.
The recovered impedances, where the 3D/2D decomposition model holds, are free of
first-order effects of galvanic distortion, and the procedure provides a validation for
further 2D interpretation. While the extended analysis provides a rapid method for data
analysis, careful use of this global minimization is advocated, as the model parameters

may vary with frequency.
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CHAPTERS

Regional Conductivity Structure

5.1 Introduction

A number of parameters calculated from magnetotelluric observations quantitatively
delineate the regional conductivity structure of the Orogen. Magnetotelluric measurements
are sensitive to changes in electrical conductivity both at depth and laterally. The depth and
distance of investigation are governed by a skin-depth effect (equation 3.27), with high
frequency observations (short periods) most sensitive to conductivity structure close to the
site and low frequencies (long periods) to more distant conductivity structure. This
frequency dependence allows one to the map geoelectrical structure of the Orogen as a
function of pseudo depth.

Groom-Bailey strikes, induction vectors (transfer functions) and the determinant phases
are useful parameters in mapping conductivity structure. However, since the depth of
investigation is not solely dependent on frequency but additionally on the conductivity
structure 1n the vicinity of the site, laterally distant sites may be sensitive to different depths
and lateral distances of investigation. This possible variation in depth of investigation as a
function of position complicates the interpretation of the parameter plots. However,
regional trends in the parameters that correlate with changes in surface geology of the
Orogen are most likely significant.

Before examining regional plots of the magnetotelluric parameters, estimating the

response of the ocean surrounding the Island of Newfoundland is important. Conductive



sea water can have a significant response (Parkinson, 1959, 1962), obscuring the response
of the