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Abstract

Automation of production processes has enabled to meet the dramatic demand for

manufactured products that has grown out of the increase in world population. In ex-

isting industries greater production requirements and improvement in product quality

call for faster industrial robots. This study details the design and development of a

high-speed visual servoing system for industrial applications. The proposed visual

servoing system consists of a high speed robotic manipulator, a high-speed camera

system and an embedded controller.

The proposed robotic manipulator has the configuration of a Selective Compliant

Assembly Robotic Arm (SCARA). It uses two custom-designed double vane rotary

hydraulic actuators for driving the links of the robot. The SCARA system was math-

ematically modeled and simulated. Based on the simulation results, the hydraulic

actuators were sized for optimal performance. A prototype actuator was subsequently

designed, manufactured and experimentally evaluated. The test results show that the

proposed actuator is capable of reaching torques of up to 460 Nm in 30 ms with a

payload of 12 kg. This is not possible with electric motors of similar size. Then the

proposed SCARA was designed and fabricated using the proposed actuators. The

end effector of this manipulator was capable of reaching velocities of up to 2.7 ms−1

with a payload of 5.3 kg. Comparable performance is not feasible with contemporary
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SCARA type robots.

The proposed robot was designed for handling payloads up to 15 kg with speeds of up

to 2 ms−1. This often results in flexing of the links and twisting of the support column,

adding external disturbances to the system. A high-speed camera system was designed

and built to obtain the position of the end effector as feedback for the controller. It

uses a two dimensional Position Sensitive Detector as the image sensor. An electronic

circuit was designed and built for signal conditioning and data acquisition from the

Position Sensitive Detector. It was then calibrated to account for non-linearities on

the image sensor. The camera was constructed using this Position Sensitive Detector

circuit, a lens and an infra red filter.It was then calibrated to estimate the extrinsic

and intrinsic parameters. This camera was capable of carrying out measurements at

frequencies of up to 1350 Hz. The measurements made by this camera produced an

average absolute accuracy of 0.31 mm and 0.37 mm in x and y directions, respectively.

A Field Programmable Gate Array was used in this study as the platform for develop-

ing an embedded controller for the robot. Using contemporary Field Programmable

Gate Array technology, a powerful virtual processor can be synthesized and inte-

grated with custom hardware to create a dedicated controller that out performs some

of the conventional microcontroller and microprocessor based designs. The Field Pro-

grammable Gate Array based controller takes advantage of both hardware features

and virtual processor technology. The input, output interfaces for this controller were

implemented using hardware. Complex functions that are difficult to be implemented

in hardware were implemented using a virtual soft processor. Four different types

of controllers were implemented and tested. These include hardware proportional-

derivative, software proportional-derivative, single time scale visual servoing and set
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point modification type controllers. The proposed implementation carried out single

time scale visual servoing at frequencies of up to 330 Hz.
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Chapter 1

Introduction

In recent years there has been an increase in the use of robots for industrial pur-

poses despite the downward economic trends in many industrialized nations. The

operational stock of multipurpose industrial robots have increased up to 1.1 million

units in 2011, which is almost an 8.9% increase from the previous year. The trend

is expected to continue up to 2015 [5]. There are several driving factors towards this

upward trend: (1) demand for higher production targets due to the increase in world

population, (2) requirements to meet quality standards due to intense competition,

(3) the need to replace human operators in tasks that involve monotonous industrial

production lines or hard physical work and (4) the performance of tasks where re-

peatability is not feasible with human beings. These robots have performed a wide

variety of tasks including material handling, welding, assembly operations and mate-

rial dispensing operations such as painting and food processing[6].

The main industries that use robots are the automotive industry, electronics, rub-

ber and plastics, food and beverage [6]. Out of the total number of robots used, 36%

of the industrial robots in 2011 are found in the automotive industry. This is because

1
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of the requirement to automate production facilities involving heavy duty tasks that

makes it challenging for human beings to perform. However, in recent years the re-

quirement for large production volumes has been the motivating factor behind the

automation of these facilities. One industry that has seen increased demand over the

years is the food industry. Large production rates make it difficult to meet quality

standards. The food industry comprises only 2.6% of the total industrial robots used

in 2011 [6]. This is because there has been much less emphasis on automation of food

processing facilities.

Increase in production requirements have resulted in larger material volumes on pro-

duction lines. In addition, the speeds of these industrial lines have also increased.

Increase in production requirements have resulted in faster production lines handling

larger material volumes. Therefore, robots that are capable of performing various op-

erations on these production lines at high speeds, handling large masses, are essential.

An industrial manipulator which is capable of following a predetermined trajectory

at high speeds would be particularly useful for these application areas; however, the

accuracy of the operation should not be compromised for the sake of speed.

Most industrial robots use electric power for operation unless they handle large masses

[7]. Electric motors are used whenever the applications require speed. However, other

alternatives to electric power should to be considered for the development of novel

high-speed systems which can deliver large torques. One such option is hydraulic

power. It has been used for a very long time in the operation of various industrial

systems [8], [9], [10]. Hydraulic actuators are preferred over electric motors when-

ever large masses are handled. This is because hydraulic systems can handle a large

amount of power [8]. However, little work has been done over the years to exploit the
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power density in hydraulic systems for producing high speeds. This may be because

hydraulic systems are considered to be very complex. High pressure lines may result

in leaks and may cause contamination [8]. However, with the advancement of various

modern technologies hydraulic systems could be designed in a such way that these

systems are leak-proof with a high degree of reliability. Any system developed for

an industrial production facility needs to be robust, reliable and capable of operating

over extended periods. It should also have fewer moving parts so that it results in

less maintenance in order to avoid downtime. Modern hydraulic systems have the

capacity to meet these requirements.

Development of a robust controller is an important part of the robot design. In recent

years there have been developments in the sub-micron process technology [11]. There

have also been advancements in field programmable gate array (FPGA) technology.

FPGAs have gained acceptance over Application-Specific Integrated Circuit (ASIC)

for industrial control applications [12], [11]. This is largely because FPGAs could be

reconfigured on site by the designer to suit a variety of design requirements. The

FPGAs provide feasibility to implement functions in hardware which result in much

faster processing times. The fact that virtual processors could be implemented in FP-

GAs gives the designers a chance to use both the advantages of hardware and software

based implementation [13]. Parallelism is another advantage of FPGAs which could

be used in some of the applications [14]. Therefore, FPGA-based embedded system

technology could provide attractive solutions in implementing controllers in the field

of robotics.
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1.1 Motivation

In recent years, the demand for production requirements has increased rapidly. One

such industry which has increased demand over the years is the food industry. For ex-

ample, a typical large-scale poultry plant could process up to 250,000 birds per day at

a rate of 180 birds per minute [15]. Higher production rates result in production lines

transporting large volumes at high speeds. A conveyor belt of such poultry processing

plant could transport up to 100 poultry pieces per minute at a speed of 0.4 m/s. This

makes it difficult to conduct manual operations on these lines. Production lines which

transport large numbers make manual inspection difficult and costly. It also makes it

difficult to meet the required quality standards. The boneless products produced by

a typical plant traditionally employ manual inspection. This results in a significant

proportion of the parts (almost 25%) containing bone fragments or cartilage.

Conveyor belts involve planar operations. Hence, SCARA type manipulators are

preferred. Currently, these are widely used to perform tasks such as defect removal,

pick-and-place, circuit board and mechanical assembly operations. Current SCARA

type manipulators usually use electric motors as actuators [16], [7]. A contemporary

Adept® Cobra s800 SCARA robot is shown in Fig. 1.1 [2]. This robot has a rated

payload of 2 kg and and it is suitable for operation under speeds of 0.9 ms−1.

Conventional high-speed robots cannot handle large payloads while the robots used

for handling large pay loads are not capable of reaching high speeds. Some of the

operations in industrial facilities require handling of large payloads of up to 15 kg at

speeds that is greater than 1 ms−1. Typically, large motors have to be used whenever

large speeds are required. This limits the performance of these robots due to motor

inertia. Whenever large loads or torques are handled, hydraulic power is used. How-
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Figure 1.1: Contemporary Adept® Cobra s800 SCARA manipulator [2]

ever, currently there is no manipulator which has the capability of handling payloads

up to 15 kg at speeds of up to 2 ms−1 [2]. Therefore, the development of efficient

actuators that can meet these goals is required.

Some robotic operations are often associated with fast starts, stops and speed re-

versals. When a robotic arm moves a large payload at high accelerations, it produces

significant inertial forces. These forces can be large enough to produce significant

deflections in the mounted structure. In addition, during a high-speed operation,

flexing of the links may also occur. This amplifies the deflection of the end effector

(EE) from the desired position. Accurate tracking during high speed operations of a

manipulator is important for performing some of the industrial operations. Therefore,
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there is a need to develop more effective control algorithms which could address the

EE displacement.

Practical implementation of controllers in hardware is an important part of control

system design. FPGAs define a new generation of controllers. In recent years, FPGA

technology has greatly improved due to the enhancement of sub-micron process tech-

nology [11]. It provides a single chip architecture which could lead to more integrated

solutions. The logic level implementation of functions results in faster execution times.

It also allows the implementation of designs with dedicated parallel architectures, fur-

ther reducing the execution time of algorithms [12]. FPGAs could provide a potential

for modern control system applications.

1.1.1 Proposed Visual Servoing System

The main emphasis of this work is to develop a high-speed SCARA type robotic ma-

nipulator with visual servoing. This manipulator is expected to perform operations

on industrial production lines such as conveyor belts. The EE of this manipulator is

capable of covering a two dimensional (2-D) workspace profile. This study has only

considered the development of a 2-D positioning system of the manipulator.

Conventional SCARA type industrial robots use electric motors. However, hydraulic

actuators are capable of producing high power-to-weight ratios and power-to -volume

ratios that are much larger than comparable electric motors. The torque-to-inertia

ratio is also large, so that it is able to reach very high accelerations [8]. Hydraulic

actuators are preferred over the electric counterparts when higher speeds are required

with fast starts, stops and speed reversals [7], [8]. Therefore, the links of this manipu-

lator will be driven using hydraulic actuators. Double vane rotary type actuators are
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used in order to cancel out the unbalanced shaft forces that could be excessive during

high accelerations. High response electro-hydraulic servo valves are used to control

the hydraulic flow in and out of the actuators. The SCARA manipulator consists

of two links and an EE. The actuators are directly coupled to the links. An EE is

expected to be mounted at the end of the second link.

The actuators of this manipulator are instrumented with encoders. These provide

the relative angular position of the links. In order to control the arm an absolute

measurement is required as feedback. This is obtained using a high-speed camera

with a 2-D position sensitive detector (PSD) as the image sensor. It tracks an infra

red (IR) marker which is mounted on to the EE of the robot.

The motion controller is implemented in hardware using a microcontroller and an

FPGA. Microcontrollers provide a contemporary solution to digital control system

implementation. The FPGA provided an integrated single-chip embedded system,

which was used to implement complex control algorithms. The high-speed imaging

system was used to carry out position based visual servoing (PBVS). This algorithm

used link angles and EE position as feedback. A schematic diagram of the proposed

system is shown in Fig. 1.2.
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Figure 1.2: The schematic diagram of the proposed system
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1.1.2 Major Contributions From the Thesis

The major contributions from this study are as follows.

Modeling and analysis of a high speed SCARA type manipulator with hy-

draulic actuators on a compliant support using bond graph theory: Bond

graph theory was used for modeling the proposed system. Bond graphs were devel-

oped for sub-components of the system which included electro-hydraulic servo valve,

hydraulic actuators, SCARA arm and the compliant support. The dynamic perfor-

mance of the manipulator at high speeds for various displacements and trajectories

was analyzed using the work profile of these bond graphs. The deflection of the com-

pliant support column was used to analyze the effects of torsional vibration on the EE.

Development and testing of a high speed SCARA type robotic manipulator

with hydraulic actuators: A custom-designed hydraulic actuator was developed

and fabricated for high speed robotic applications. Experimental tests were carried

out to evaluate the performance of this actuator. A high-speed SCARA type manip-

ulator was fabricated using the actuators. These were used to drive the links of the

arm. Tests were carried out to evaluate the dynamic performance of the arm.

Development of an Embedded system for controlling the manipulator us-

ing an FPGA: A compact single chip solution is implemented for the controls of the

robot. An embedded system was designed and developed using an FPGA for con-

trolling the arm. Both hardware and a virtual processor were used for implementing

the required function for the control operation. The interfacing comprised feedback

from the encoders and the high-speed camera and control signals to a digital to ana-

log converter (DAC). Interfacing functions for quadrature decoders of encoders, Serial
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Peripheral Interface Input (SPI/in) of the high speed camera and the Serial Peripheral

Interface Output (SPI/out) of servo valve driver were implemented in the hardware.

The Propositional Derivative (PD) type controller was implemented in both hardware

and in the virtual processor. Functions for estimating the EE position from the cam-

era signals were implemented in the virtual processor.

Development and Testing of a High Speed Camera for position measure-

ment: A camera for high speed position measurement applications was developed.

This camera used a 2-D PSD as the image sensor for high speed sensing. An electronic

circuit was developed for signal conditioning and data acquisition from the PSD. Then

the camera was fabricated using a housing, this sensor circuit, an IR filter and the

connections. A calibration methodology for an infra-red camera was derived in order

to carry out position measurements with a high accuracy. Under this the image sen-

sor and camera were calibrated to estimate the intrinsic parameters. Next an on-site

calibration was carried out to estimate the extrinsic parameters. This camera was

tested next to evaluate the accuracy of the results.

Development of a Set Point Modification Based control strategy to ad-

dress the effect of vibration on the End Effector position: The vibration

of the support column results in considerable deflection of the EE. A feed forward

control strategy using the feedback from the encoders and the camera was proposed.

The proposed algorithm is based on a modification of the predetermined set points of

the joint angles to follow a specific trajectory. This algorithm was implemented in an

FPGA and tested for performance.

Development of a single time scale visual servoing control strategy: In
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contemporary visual servoing systems the vision loop operate at a much slower speed.

This study proposed a technique to develop a high speed, single time scale visual

servoing system. It integrates a 2-D PSD-based optical position sensing system as

the exteroceptive sensor and high resolution joint encoders as proprioceptive sensors.

The control algorithm was implemented in an FPGA based hardware platform.

1.1.3 Organization of the Thesis

The rest of the thesis is organized as follows.

Chapter 2 covers the development of mathematical model for a high SCARA type

robotic manipulator with hydraulic actuators.

Chapter 3 presents details the design of the proposed robotic manipulator. It in-

cludes the design details of the custom-built hydraulic actuator and the robotic arm.

This chapter also carries out a finite element analysis of the components designed.

In Chapter 4, the proposed visual servoing system is modeled using a bond graph

based methodology. It also includes a simulation of the system for the proposed sin-

gle time scale visual servoing based control strategy and set point modification based

control strategy.

Chapter 5 provides the details of the design and fabrication of the high-speed camera

system. It includes design of the signal conditioning circuit and the data acquisition

system. It also provides the calibration details of this camera.

The details of the FPGA based embedded system development are outlined in Chap-
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ter 6. It also provides the details of development of the input output interface. A

virtual processor is developed to perform complex functions. This chapter also covers

hardware and software based implementation of various controllers.

Chapter 7 presents the experimental results. These include the testing of the actua-

tors and the robotic arm. Test results are also presented for testing of the proposed

controllers.

Chapter 8 presents the conclusions and final remarks. Possible avenues for future

work are also discussed in this chapter.



Chapter 2

Modeling and Simulation of the

High Speed SCARA Manipulator

with Rotary Hydraulic Actuators

2.1 Introduction

SCARA type manipulators are widely used to perform tasks such as defect removal,

pick-and-place, brushing, peg-in-hole, circuit board and mechanical assembly opera-

tions. Often these tasks require both high-speed maneuvering of the end-effector and

accurate tracking. Some of the operations require handling of large payloads of up to

15 kg at high speeds. Conventional high-speed robots cannot handle large payloads,

while the robots generally used for handling large payloads are usually not capable

of reaching high speeds [2], [17], [18]. In addition, vibration could be an issue due to

inertia effects. The application of servo hydraulics can potentially result in a manip-

ulator which is capable of reaching high speeds with relatively large payloads.

13
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Typically, large electric motors are used whenever large speeds or torques are re-

quired. The performance of these robots, however, is limited due to motor inertia

[19]. Parallel kinematic mechanisms with stationary actuators are often used to pro-

duce high speeds. These mechanisms are very accurate and have a high stiffness [20].

Some parallel mechanisms are capable of reaching accelerations of up to 785 ms−2

which is almost 80 times the gravitational acceleration [21]; however, they cannot

be used with a large payload and have a limited operating envelope. In order to

overcome the problem of inertia, drive system components, including the actuator

and power transmission components are isolated from the moving parts by being con-

nected via belt drives. However, this introduces backlash and friction into the system.

Based on this principle, some studies proposed alternatives such as the wire-driven

FALCON (FAst Load CONveyance) robot [22]. The three-degree of freedom (DOF)

M.I.T. direct-drive manipulator was proposed in a study by Youcef-Toumi and Kuo

[23]. It performs tracking at speeds of 3 m/s with accelerations of up to 3.8 times the

gravitational accelerations and accuracies of between 0.05 - 0.1 mm. However, there

is no study that has considered using the power available in hydraulics to combine

high-speed manipulation with large payloads.

Hydraulic power has been used for decades. The applications for electro-hydraulic

servo systems are diverse. These include manufacturing systems, materials test ma-

chines, active suspension systems, mining machinery, fatigue testing, flight simulation,

paper machines, ships and electromagnetic marine engineering, injection molding ma-

chines, robotics, and steel and aluminum mill equipment [24]. Electro-hydraulic servo

systems are frequently used in construction, industry, and heavy load motion control

and mobile equipment applications. This is due to the fact that they provide the ad-

vantage of a high power-to-weight ratio, stiffness and short response time of hydraulic
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drives in performing their tasks [10]. Although there is a wide range of actuation

technologies, none of them currently rivals the overall performance (power density,

bandwidth, stress, stroke) of conventional hydraulic actuation [25]. Hydraulic sys-

tems are also commonly used in aircraft, due to their reliability, high power-to-weight

ratio and accuracy which make them an ideal choice for actuation of flight surfaces

[24].

Hydraulic systems have many advantages. Compared to electric motors, hydraulic

actuators are capable of producing power-to-weight ratios up to 5 times and power-to

volume ratios up to 10 to 20 times [8]. Furthermore, they have an excellent rate of

dimension compared to their delivered torque. Hence, they can be used in environ-

ments where large loads have to be handled or available space is scarce. Their high

torque-to-inertia ratio results in high acceleration capability. These systems also have

a long record of reliability as they may be operated under continuous, intermittent,

reversing and stalled conditions. Hydraulic systems have a higher stiffness compared

to other drive devices. Therefore, the drop in speed is negligible when large loads are

applied [8].

This makes hydraulic servo actuators suitable for direct drive applications, especially

when they are provided with hydrostatic bearings, so that Coulomb friction is elimi-

nated [26]. Hydraulic systems have the additional advantages of mechanical simplicity

(few moving parts), physical strength and speed. They use hydraulic servo valves and

analog resolver units for control and feedback [27]. Thermal limitations associated

with electric motors do not apply to hydraulic actuators since the hydraulic fluid cools

and lubricates the system. The design of hydraulic actuators is relatively simple as

they comprise only valves and pumps. They have a high rate of response with fast
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starts, stops and speed reversals [8], [7].

Motion control systems that require either very high force or wide bandwidth are

often addressed more efficiently with electro-hydraulic rather than electromagnetic

means. In general, applications with bandwidths of greater than about 20 Hz or con-

trol power greater than about 15 kW, may be regarded as suitable for servo-hydraulic

techniques [24].

In spite of these advantages, servo-hydraulic systems have several inherent disad-

vantages. Hydraulic power is not readily available like electric power. Generating the

high pressure hydraulic fluid is also complex. Motors, pumps, accumulators and hy-

draulic lines are required to implement such systems. This leads to a very low energy

efficiency [28],[29]. Hydraulic systems impose an upper temperature limit. There is a

fire and explosion hazard if these systems are used near a source of ignition. However,

high-temperature-resistant fluids have been developed to lower the risk of ignition.

Contamination due to hydraulics is another major drawback. Owing to the high

pressures involved in hydraulic lines, leaks are imminent. Especially, in environments

which handle food, it may be important for the system to be free from any contami-

nation. Therefore, the system has to be robust enough in design if these are used in

food processing environments. Hydraulic systems involve high precision devices such

as valves etc. Manufacturing of such high precision devices is an expensive process [8].

This chapter outlines the development of a novel SCARA type robotic manipula-

tor for high-speed applications. An actuator suitable for such a manipulator should

be of light weight, compact in size and capable of reaching high speeds. Two custom-

made direct drive double vane rotary actuators are used to drive the revolute joints in
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this study. These actuators are designed for high pressure (3000 psi) to produce the

required speed and torque. They are light weight, compact in size and have very low

rotor inertia. The proposed arm is robust and suitable for operation in demanding

environments such as those found in the food processing industry or electronic assem-

bly lines where they are often used. The EE position of this arm can be accurately

controlled with a considerable degree of repeatability. Although leakage is an issue,

it could be overcome by using a leak-proof, redundant seal design or by using fluids

such as water or glycerin depending on the industry.

An important stage in designing such a manipulator is the development of a math-

ematical model for the robot. The proposed system was modeled using Matlab®-

Simulink. A dynamic analysis of the performance of the robot was then carried out.

This was used to establish some of the design parameters of the proposed actuator.

A suitable actuator design was then proposed. Based on the actuator design and the

desired operating envelope, a configuration for the SCARA arm was proposed. Once

the system was developed, initial tests were carried out to evaluate the performance

of this manipulator. The test results were used to validate the proposed model of the

system.

2.2 Related Literature

The main source of literature regarding hydraulic systems is by Merritt [8]. Manring

[30] provides an extension of Merritt [8] with illustrative case studies on some of the

industrial applications. Jelali and Kroll [31] described the modeling, identification

and control aspects of hydraulic systems. It also provides a comprehensive list of past

studies with specific approaches to some of the problems.
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There are large number of studies on servo-hydraulics. Many studies in the past

have considered servo-hydraulic actuators ([9], [32], [33], [34], [35], [36], [37] and [27]).

However, most of these studies focus on issues with respect to the control problem of

hydraulics ([10], [38], [39], [40], [41], [42] and [9]). Only a few studies ([26], [43], [39]

and [33]) have considered servo-hydraulic actuators on industrial robots. However, a

study which considers hydraulics for controlling a high speed robotic arm has never

been reported.

The mathematical models that govern the hydraulic systems are quite standard. The

development of proper models for hydraulic servo actuators is helpful in many ways

[37]. Several studies have presented the mathematical models of hydraulic actuators

[9], [32], [33], [44], [34], [45], [36], [37]. An analysis of a linear actuator system has

been presented in [31],[29], [9]. Heintze et al. [26], and Bilodeau [46] analyzed rotary

hydraulic actuators.

There is a lack of studies on servo-hydraulics considering actual industry related prob-

lems. Most studies on servo-hydraulics have considered issues related to linear actu-

ators [47], [48] and [49]. Among these, only a few studies have used servo-hydraulic

actuators to drive manipulators. Bu and Yao [33] considered linear actuators for driv-

ing revolute joints. Linear actuators on revolute joints may limit displacement and

performance. There are a limited number of studies on rotary actuators Heintze [26],

Bilodeau [46] and [50]. These studies have considered modeling and control of single

vane rotary actuators. There has also been a study considering the development of

a 6-DOF manipulator with hydraulic actuators using water [51]. However, it was de-

veloped for large payload handling and does not consider high-speed operation. None
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of these studies has either proposed a double vane rotary hydraulic actuator suitable

for continuous high speed manipulator applications or detailed the design of such a

high performance actuator.

2.3 Development of the Proposed System

Conventional commercially available SCARA manipulators use brushless DC motors

to drive the links. Such manipulators require large DC motors to deliver large torques

or speeds. Such motors introduce additional inertia to the system. To handle the prob-

lem of inertia, these revolute joints can be coupled with gears or belt drives. This

could reduce the performance by introducing delays, slips and friction. Consequently,

the SCARA designs with electric motors have limited capabilities in terms of handling

large payloads at very high speeds.

The SCARA type robotic arm proposed in this study is expected to operate in a

planar x-y work profile without the EE. It consists of two links. Two custom-made

direct drive double vane rotary actuators are used to drive the revolute joints. Double

vane rotary hydraulic actuators are selected to cancel out any excessive unbalanced

forces on the shaft. These actuators are equipped with high response electro-hydraulic

servo valves to control the flow of hydraulic fluid in and out of the actuators. The

hydraulic fluid to the servo valves is supplied by a high pressure source operating at

a pressure of 20.7 MPa (3000 psi). An interface comprising a microcontroller was

developed for controlling the arm. A schematic diagram of the proposed SCARA arm

is shown in Fig. 2.1. This study does not consider the prismatic joint at the end of

the second link which is application dependent.
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Figure 2.1: A schematic diagram of the proposed SCARA manipulator

2.4 Problem Formulation and Dynamic Model

The proposed system is modeled by considering different subsystems. These subsys-

tems comprise electro-hydraulic servo valves, rotary hydraulic actuators, the SCARA

arm and the controller. This section outlines the development of mathematical models

for each subsystem.

2.4.1 Model for the Servovalve

Electro-hydraulic servo valves are used for regulating the flow in and out of the actu-

ators. A high response MOOG© G761 series servo valve is considered for this appli-

cation. An illustration of the valve is given in Fig. 2.2. It consists of a spool which
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has lands machined into it moving in a cylindrical sleeve. The lands are aligned with

apertures cut into the sleeve in such a way that movement of the spool progressively

changes the exposed aperture size and alters differential oil flow between two control

ports [24]. When there is a displacement in the spool, it connects the pressure port

of the hydraulic supply to one of the two actuator chambers and the reservoir to the

other chamber. The spool in the valve is controlled by a flapper-nozzle first stage. A

schematic diagram of the cross-section of the specific valve is shown in Fig. 2.3.

Figure 2.2: The Moog© G761 valve[3]

The valve provides a four-pin electrical box connector for the electrical connections.

A schematic diagram of the electrical connections along with the coils is shown in Fig.

2.4. These coils are connected serially as shown in the figure by connecting terminals

B and C. The total resistance of the coil will be R = R1 + R2 and the inductance of

the coil will be L = L1 + L2.

The displacement of the flapper is generated by an electro-magnetic force result-
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Figure 2.3: A schematic diagram of cross-section of the servovalve [3], [4]

R1 L1 R2 L2

A B C D

Figure 2.4: A schematic diagram of the servovalve coils

ing from the current flow through two magnetic coils. These magnetic coils could be

considered as two series connected resistors and inductors. Using basic circuit theory:

I(s) = 1
Ls+R

U(s) (2.1)
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Where I(s) is the induced current, L is the coil inductance, R is the coil resistance

and U(s) is the voltage command signal applied to the coils.

The relationship between the spool displacement Xv and the induced current in the

coil I(s) is assumed to be a first order transfer function. This is given by:

Xv(s) = 1
Tvs+ 1I(s) (2.2)

Tv is the first order time constant representing the spool dynamics.

2.4.2 Model for the SCARA Manipulator

Fig. 2.1 shows a SCARA with notations. The links 1 and 2 are denoted by a1 and

a2. The joint angles are denoted by θ1 and θ2. Joint angles shown here are relative

joint angles since the encoders provide relative angles. The forward kinematics of the

EE is estimated using simple geometric relations. Hence:

px = a1cosθ1 + a2cos(θ1 + θ2) (2.3)

py = a1sinθ1 + a2sin(θ1 + θ2) (2.4)

The inverse kinematics of the robotic arm can also be obtained using basic geometric

relations. Hence:

C = cosθ2 =
p2
x + p2

y − a2
1 − a2

2

2a1a2
(2.5)

D = ±
√

1− cos2θ2 (2.6)
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θ2 = atan2(D,C) (2.7)

θ1 = atan2(py, px)− atan2(a2sinθ2, a1 + a2cosθ2) (2.8)

The generalized equation for torque of a serial manipulator is given by [7]:

T = M(q)q̈ + V(q, q̇) + G(q) (2.9)

Where T denotes the torque in each link. Joint variables, including the rotational

angle (θ) of each joint is given by q. M(q) is the manipulator inertia matrix. V(q, q̇)

is the Coriolis matrix and G(q) is the vector of gravitational forces.

By considering the Lagrangian dynamics of a SCARA arm we can derive the fol-

lowing equations for the torques in link 1 (T1) and link 2 (T2) [52]:

T1 = [(m1

3 +m2 +m3)a2
1 + (m2

3 +m3)a2
2 + (m2 + 2m3)

a1a2cosθ2]θ̈1 + [(m2

3 +m3)a2
2 + (m2

2 +m3)

a1a2cosθ2]θ̈2 − (m2 + 2m3)a1a2sinθ2(θ̇1θ̇2 + θ̇2
2
2 )

(2.10)

T2 = [(m2

3 +m3)a2
2 + (m2

2 +m3)a1a2cosθ2]θ̈1+

(m2

3 +m3)a2
2θ̈2 + 1

2(m2 + 2m3)a1a2sinθ2θ̇1
2

(2.11)

Where, the masses of rotary actuators are considered to be m1, m2 and the mass of

the EE is considered to be m3. The mass of the links of the robotic manipulator is

considered to be negligible.
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2.4.3 Model for the Rotary Actuator

The hydraulic system consists of a double vane type rotary actuator, an electro-

hydraulic two-land-four-way servo valve, a hydraulic power unit and other basic com-

ponents used for a hydraulic supply. The high response servo valve (Moog© G761

series) acts as a regulating device for the oil flow. The hydraulic actuator consists

of two compartments separated by a movable part or vane which produces rotary

motion based on the direction of oil flow. A schematic diagram of a cross-section of

the double vane actuator is shown in Fig. 2.5. It shows the chambers 1 and 2.

P1

P1

P2

P2

T

QL

QINQOUT

1

1

2

2

Figure 2.5: A cross section of the double vane rotary actuator
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The basic mathematical relationships for hydraulic servo systems have been given

in Merrit [8]. The dynamics of rotary hydraulic actuators coupled to a servo valve is

described by a number of theoretical relations as given in [26], [46] and [50].

The Fig. 2.5 illustrates the rotation of the shaft in a clockwise direction. The pres-

sure in Chamber 1 should be higher than that of the pressure in Chamber 2. This

is accomplished by displacing the spool valve so that it connects the oil supply to

the Chamber 1. It results in an oil flow from the supply into the Chamber 1 and oil

flowing out from the Chamber 2 to the tank. This flow is turbulent and the relation

between the flow and effort variables (flow rate and pressure) is given by the square-

root law [46]. Considering that the flow through the spool valve is similar to the flow

through an orifice, these relationships are given by [8]:

Q1 = cdAv

√
2
ρ

(Ps − P1) (2.12)

Q2 = cdAv

√
2
ρ

(P2 − PT ) (2.13)

Where Q1 is the flow rate into the chambers, Q2 is the flow rate from the chambers,

cd is the orifice flow coefficient, Av is the area of valve opening, ρ is the density of

fluid, Ps is the supply pressure, PT is the tank pressure, P1 is the pressure in chamber

1 and P2 is the pressure in chamber 2.

In order to move the vane counter-clockwise, the spool valve moves in the opposite

direction with flow into the right chamber. Thus:

Q1 = cdAv

√
2
ρ

(P1 − PT ) (2.14)
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Q2 = cdAv

√
2
ρ

(Ps − P2) (2.15)

Cross-port leakage occurs when there is a high differential pressure across the two

chambers of the actuator. This is given by:

QL = cdAL

√
2
ρ

(P1 − P2) (2.16)

Where QL is the oil leakage rate and AL is the area of oil leakage.

The area of the spool valve opening is a function of the spool displacement. Thus,

Av = Kvxv (2.17)

Where Av is the area of the valve opening, Kv is the circumference of the cylindrical

spool and xv is spool displacement.

Furthermore, when the system is subjected to high supply pressures the total sys-

tem including the actuator and conduits expand. Using the principles of continuity

and fluid compressibility, pressure can be related to flow rate as follows [8]:

P1 = β

V1

∫
(Q1 −DM θ̇ −QL) dt (2.18)

P2 = β

V2

∫
(QL +DM θ̇ −Q2) dt (2.19)

Where P1 and P2 denote pressure in chambers 1 and 2, V1 and V2 denote the initial

volume in chambers 1 and 2, β denotes the effective bulk modulus of the system, DM
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denotes the actuator displacement coefficient given in displaced fluid volume per unit

of angular displacement and θ̇ denotes angular velocity of the revolute joints.

The torque available to rotate the arm is the torque resulting from the pressure

difference across the vane less the torque required to overcome viscous friction of the

fluid and Coulomb friction and/or stiction torque of the actuator shaft. Therefore,

by considering torque balance:

TA = DM(P1 − P2)− σθ̇ − ct(θ − θf ) + Tc (2.20)

Where, TA is the net actuator torque, σ is the viscous friction coefficient of oil, ct is

the torsional stiffness of the connecting shaft between the actuator and robotic link,

θf is the final position of the actuator and Tc is the coulomb friction torque.

2.4.4 Controller Development

Uncertainties such as external disturbances, leakages and uncompensated friction will

contribute to highly nonlinear dynamics of hydraulic systems ([8], [33]). There have

been several approaches used in controlling hydraulic systems in past studies. Some

of these use linear control theory ([53], [54] and [9]). As an alternative approach,

nonlinear adaptive force control was considered in Alleyne [55]. Heinrichs [56] states

that the force/torque control of hydraulic actuators is a difficult task. In hydraulic

applications where static and dynamic friction is present, Tafazoli [39] proved that

acceleration-assisted tracking control would be more appropriate. Multi-variable con-

trol of the hydraulic joints work master robot has been considered in [43].

However, the current study considered simple PD-based independent joint controllers.
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For a given joint angle, the PD joint control law gives:

u = KpTd
de

dt
+Kpe (2.21)

Where u is the servo valve current, Kp is the proportional gain, and Td and Ti are the

derivative and reset times, respectively.

In developing the proposed mathematical model it was assumed that there was a

controlled clearance fit between the vanes and actuator housing. Therefore, the ef-

fects of friction and viscous forces on the vane could be neglected. It was assumed

that the temperature changes in the hydraulic fluid would not have an effect on the

actuator leakage. It was also considered that the arm is securely held and there would

be no effects of external disturbances such as vibration of the support column during

the operation.

A basic schematic diagram which shows different subsystems of the system is shown

in Fig. 2.6. Matlab®-Simulink toolbox was used to model the system and obtain

results. It has the capability of solving models of nonlinear systems numerically. The

Runge-Kutta method for solving differential equations of order four with a fixed step

size of 1 ms was used as the solver. A servo valve pressure of 20.7 MPa (3000 psi)

was considered for simulation purposes. For simulation purposes it was assumed that

each actuator is 3 kg in weight.
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Figure 2.6: Schematic drawing with components of the simulated system
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2.5 Simulation Results

Contemporary methods such as the Ziegler–Nichols method [57] are not suitable for a

manipulator which carries a heavy payload. This is because, when the system attains

its marginal stability the excessive vibration could potentially damage the actuator

and the manipulator components. Therefore, a trial-and-error method was used for

tuning the P,D parameters of the controller. In control theory, step response provides

the details of time behavior of a given dynamic system [58]. Applications of this ma-

nipulator would include pick and place and defect removal. This requires high speed

positioning of the EE on a 2-D plane. This operation could be replicated using a step

response of the system.

The proposed manipulator was tested for various step input values over the oper-

ating envelope of the EE. These provided a satisfactory dynamic performance of the

arm. The system performance is discussed in this section for two different cases.

One is a case with a single step input and the other being several step inputs. The

performance of the robot was also analyzed considering different masses as the EE

payload.

2.5.1 End Effector Response to a Single Step Input

In the first case the system performance parameters are given for an EE step input

from (0.9 m, 0 m) to (0.2 m, 0.6 m) with a 10 kg EE payload. Fig. 2.7 shows the

variation of x-, y- position of the EE in the workspace. With the controller parameters,

the system error decreases rapidly and settles to a steady state in 0.23 s.
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Figure 2.7: Variation of xy− position of the EE over time
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Figure 2.8: Actuator joint angles
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The variation of x- position produces a damped response while the y-position pro-

duces an overshoot in its response. When it settles to a final value, there will be

no steady state error. The variation of actuator joint angles over time is shown in

Fig. 2.8. The first joint angle will change from 0◦ to 32.3◦ and reach its steady state.

Similarly, the angle of second joint angle will reach 91.5◦ from 0◦ reaching a steady

state.

The variation of angular velocity of the joint angles over time is shown in Fig. 2.9.

It is clear from the graph that the angular velocity could reach high values at times.

According to the figure, the first joint angle could reach up to 372◦/s and the second

joint angle could reach up to 544 ◦/s. These are very large angular velocities con-

sidering the fact that this robot is moving a considerable load. The enormous power

available in hydraulic systems allows rapid accelerations and decelerations. This is

evident with the sharp positive and negative gradients seen in the angular velocity vs

time graph. The angular acceleration and deceleration of the robot is shown in Fig.

2.10. These figures show rapid fluctuations in the angular acceleration of the links

before it finally settles. As with the angular velocity, the angular acceleration of the

second link is much higher compared to the first link. This is due to the fact that

the second link is moving a much lower load compared to the first one. During the

operation, its angular acceleration can reach up to -14,885 ◦/s2 in the first actuator

and 35,100 ◦/s2 in the second actuator.

The hydraulic actuators are capable of producing extremely high torques. The

variation of torque with time in the two actuators when the EE moves from a point in

the work envelope in response to the step input is illustrated in Fig. 2.11. The torque

in actuator 1 is generally greater than that of actuator 2 as it has to drive both links
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Figure 2.9: Variation of angular velocity of the actuators
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Figure 2.10: Variation of angular acceleration of the actuators

as well as the EE. In the first joint, the forward torque could reach up to 771 Nm in 15

ms and the breaking torque could reach up to 934 Nm in 124 ms. In the second joint,
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the corresponding values would be 283 Nm and 247 Nm, respectively. An electric

motor capable of producing a similar torque performance would be much larger in

size and heavier in weight. For example, the high performance novel in-wheel electric

drive motor developed by Protean Electric® for hybrid vehicle applications produces

a peak torque of 800 Nm. However, this motor is 420 mm in diameter, 115 mm in

width and 31 kg in weight [59]. This shows that, for producing high torques, large

motors have to be used introducing much higher inertia to the system.

The hydraulic fluid flow rate into the chambers of the actuators is shown in Fig. 2.12.
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Figure 2.11: Variation of actuator torque with time

The flow rate into actuator 2 is higher than that of the flow rate into actuator 1. This

is because actuator 2 moves at a higher angular velocity due to its low inertia. The

highest flow rate of 275 ml/s to the first actuator occurs at 88 ms. This will decrease

to 0 ml/s in another 82 ms and continue to decrease until the flow rate becomes a

negative as it tries to correct for the overshoot. In actuator 2, the maximum flow rate
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Figure 2.12: Variation of actuator flowrate with time

of 340 ml/s occurred at 125 ms. It continued to decrease until it reached close to zero

at 275 ms. The maximum flow rate gives an indication of the capacity of the servo

valves required for driving the actuators. For the current application, a servo valve

with a capacity of 30 liters per minute or higher should be selected.

These actuators operate at very high pressures. The pressure difference between the

actuator chambers result in hydraulic fluid leaking from one chamber to the other.

The leakage of hydraulic fluid reduces the operating efficiency of the actuator. The

leakage flow rates of the two actuators are shown in Fig. 2.13. As can be seen the

leakage of actuator 1 is higher than that of actuator 2. This is because actuator 1

produces a higher torque which is the result of a larger pressure differential. The

higher pressure difference result in a higher leakage rate of 70 ml/s. The leakage flow

of actuator 2 reached a maximum of 38 ml/s.
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The variation of pressure in actuator chambers over time is shown in Fig. 2.14,
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Figure 2.13: Variation of actuator leakage flowrate with time

2.15. The pressure in the first actuator reaches a maximum at 15 ms and will change

rapidly and produce a vacuum in 100 ms. As a result, the opposite chamber pressure

will rise rapidly from 720 kPa to 20.7 MPa. Pressure in one chamber of the actuator

2 will have a peak value of 13.8 MPa in 15 ms. This will change to 7.27 MPa in 111

ms. Following an opposite trend, the pressure in the opposite chamber will increase

from 6.8 MPa to 13.4 MPa during this period. The figures obtained by simulation

results show that the pressure in one actuator chamber is nearly the inverse of the

pressure in the opposite actuator chamber. This is because it was assumed that the

supply pressure and tank pressure remain constant throughout the operation. The

minor difference of this value is attributed to actuator leakage.

The power output of the actuators over time is shown in Fig. 2.16. This was cal-
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culated using the output torque and angular velocity. The power output of the first

actuator is higher than that of the second actuator since it carries both second ac-

tuator and the load. It can be seen that the actuator power output is higher during

the braking phase. In actuator 1, the highest power output of 1860 W occurs in 40

ms for accelerating and 3750 W occurs in 118 ms for braking. The same values for

actuator 2 correspond to 1220 W in 22 ms and 2315 W in 125 ms. This gives an idea

of the power rating of the actuators that are used to drive the links of the robot.

The velocity of the EE is shown in Fig. 2.17. The EE will accelerate rapidly un-

til it reaches a maximum velocity of 5.9 m/s. It would take 109 ms for the EE to

obtain its maximum speed before it starts to decelerate to come to a rest. The accel-

eration of the EE is shown in Fig. 2.18. As seen from the figure EE encounters rapid

acceleration and deceleration during its operation. It reaches a maximum acceleration

of 178 m/s2 in 5 ms during its starting phase. The maximum acceleration amounts

to 18 times the gravitational acceleration. This value is remarkable considering the

fact that it carries a 10 kg payload. It then fluctuates rapidly until the EE decelerates

before it settles.

2.5.2 Manipulator Response to a Single Step Input with Vari-

able Mass on End Effector

In the next case, an analysis was carried out to study the effect of EE payload on the

performance of the robot. A range of masses were considered for the EE payload. A

step input as in the earlier case from point (0.9 m, 0 m) to point (0.2 m, 0.6 m) was

considered as this allowed the EE to cover a sufficient distance. Masses that range

from 2 kg to 20 kg were used in the analysis.
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Figure 2.16: Variation of power output of actuators with time

The EE attains a stable position for each of these payloads showing a satisfactory

control performance. The speed and settling time are two important parameters for

a high-speed robot. The settling time of the robot for these masses is shown in Fig.

2.19. In the case of the first actuator, the settling time was increased from 242 ms

with a payload of 2 kg to 326 ms with a payload of 20 kg. In the second actuator,

the settling time was increased from 232 ms with a payload of 2 kg to 308 ms with a

payload of 20 kg. This shows that the settling time of the actuators increases when

higher payloads are introduced. This is because it increases the system inertia slowing

the response of the two actuators. Although the EE payload increased 10 times, the

settling time increased by only 1.35 times for both the actuators.

Although the EE carries a large mass as the payload, it is still capable of reach-

ing high velocities. This is illustrated in Fig. 2.20. As seen here, the maximum

velocity of the EE will decrease from 6.24 m/s with a 2 kg payload to 4.69 m/s with
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Figure 2.17: Variation of the EE velocity with time
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a 20 kg payload. The average velocity will decrease from 4.48 m/s to 3.48 m/s for

the same payload values. Thus it is evident that even with very high payloads, such



44

as 20 kg, the EE can reach considerable velocities compared to its electrical counter-

parts. For example, the Adept® Cobra s800 is a widely used SCARA type robot in

the industry. It is a conventional robot with two electric motors driving the revolute

joints. The time required to complete one Adept cycle, which consists of a 25 mm

up/down movement of the prismatic joint and a linear displacement of 305 mm in the

horizontal plane, is 0.54 s with a payload of 2 kg [2]. Assuming the prismatic joint

of the robot operates at 0.250 ms−1 it takes 0.34 s to cover the 305 mm distance.

This implies a burst velocity of 0.9 ms−1. Similarly, it could also be shown that the

Epson® G6 SCARA arm is capable of achieving a controlled speed of only 0.92 ms−1

when it follows the Epson cycle with a payload of 2 kg [17].

2.5.3 Robot Response to a Range of Step Inputs

The response of the robot over a range of desired positions for the EE were considered.

These values included 0, 0.2, 0.4 and 0.6 m in x-direction and 0.2, 0.3, 0.4, 0.5 and

0.6 m in y-direction. It was assumed that the EE payload is 10 kg. This would help

analyze the performance of the robot in workspace.

The EE position in x- and y- directions for the given step inputs are shown in Fig.s

2.21 and 2.22. These figures show that the EE reaches stability for each of the values

considered. Between some of these points the transition is not a smooth one (e.g.

between 2 s and 2.3 s). A smoother control performance could be obtained using a

predetermined set of transition points between each x- and y- points. Over the range

of values considered the settling time is a minimum of 155 ms when t=4 s and a

maximum of 307 ms when t=0 s. The minimum occurs when the EE moves a min-

imum distance from x=0.6 m to x=0.4 m. The maximum occurs when the position

changes from x=0.9 m to x=0.4 m. In the case of y- direction, the minimum of 80 ms
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occurs at t=4 s when the EE moves from 0.5 m to 0.6 m. The maximum settling time

in y- direction is 337 ms at t=0 s when the EE moves from 0 m to 0.2 m in y- direction.
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Figure 2.21: Variation of the x- position of the EE with time

The torque provides an indication of the required sizing for the actuators so that it

would allow a sufficient flow rate into the chambers. The torques of the two actua-

tors are shown in Fig.s 2.23 and 2.24. Similar to the earlier case, the torque of the

second actuator is less than that of the first actuator for all other instances. During

the periods of each step response, the magnitude of the maximum torque will vary

between 730 Nm at 3.045 s and 1230 Nm at 4.088 s in the first actuator. This is a very

large torque considering the comparable electric motors. For the second actuator, the

magnitude of the maximum torque will vary between 465 Nm at 3.015 s and 563 Nm

at 5.152 s. The output power gives an indication of the size and speed of the payload.

The power output of the two actuators are shown in Fig.s 2.25 and 2.26. The output
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Figure 2.22: Variation of the y- position of the EE with time
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Figure 2.23: Variation of torque in first actuator (T1)

power of the first actuator reaches its maximum of 3427 W at 1.140 s. The output

power is a maximum for the first actuator when it rotations through its largest angle
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Figure 2.24: Variation of torque in second actuator (T2)

from -28 degrees to 27 degrees. This is because the spool valve opens for a longer

period of time and the higher flow of hydraulic fluid results in higher power. The

maximum power output for the second actuator was 2387 W at 5.145 s. This occurs

when the second actuator turns from 74 degrees to 129 degrees. In all cases, the power

output is higher during the braking phase compared to that of the acceleration phase.

The acceleration allows the EE to reach higher speeds during the operation. The

variation of the EE acceleration is shown in Fig. 2.28. During its response to each

step input the EE accelerates until it reaches its maximum velocity. The maximum

acceleration of the EE varies between 116 m/s2 at 4.013 s and 240 m/s2 at 1.013

s. Then it starts to decelerate so that it achieves stability. In the braking phase it

reaches a maximum deceleration before it settles in the desired position. This maxi-

mum deceleration of the EE varies between 93 m/s2 at 3.045 s and 148 m/s2 at 5.152

s. The variation of the EE velocity over time is shown in Fig. 2.27. The EE velocity
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Figure 2.25: Variation of power output of first actuator with time
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Figure 2.26: Variation of power output of second actuator with time
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has the highest value with 5.097 m/s at 1.05 s. As a result of this peak velocity,

it overshoots the EE before reaching its final position. In each case, the maximum

velocity would reach values of much greater than 2.6 m/s. The proposed robot is

capable of reaching these unprecedented speeds even with significant payloads.
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Figure 2.27: Variation of the EE velocity to the step inputs
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Figure 2.28: Variation of the EE acceleration to the step inputs
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2.6 Performance of the Modeled System

This chapter presented the modeling, simulation and results of a SCARA type robot

employing novel rotary hydraulic actuators. It considers double vane rotary type ac-

tuators for the revolute joints of the robot. The system was divided into different

sub-components for developing the mathematical model. It comprised models for

servo valve, rotary actuator, robotic manipulator and the control system. These sub-

components were integrated into a single model for analyzing the performance of the

arm. The Matlab®-Simulink toolbox was used to model and simulate the proposed

system. A hydraulic system pressure of 3000 psi was considered for the simulation.

The summarized performance is given for a robot which has actuators with a displace-

ment coefficient of 4.0 x 10−5 m3/rad (2.44 in3/rad). This is an important parameter

in determining the size of actuators.

The discussion of performance parameters of the robot is given for a case with a

10 kg payload for a given step input. An analysis of the performance of the robot

was carried out over a range of EE masses varying from 2-20 kg and a range desired

EE displacements. The key performance parameters of this robot are summarized in

Table 2.1.

Table 2.1: Summary of the performance parameters of the SCARA robot according
to the simulation

Parameter V alue
Rated Payload/(kg) 10
Power output/(kW ) 3.7
Max. torque/(Nm) 1235
Max. velocity/(m/s) 5.1
Max acceleration/deceleration/(m/s2) 245

In this study, PD-based independent joint control was used for controlling the joints
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of the robot. A trial-and-error method was used to tune the system and obtain the

proportional and derivative parameters of the controller. The system was capable of

achieving satisfactory control even with a basic PD type controller.



Chapter 3

Design of a SCARA Type

Manipulator With Rotary

Hydraulic Actuators

3.1 Introduction

The main objective of this study was to develop a high speed visual servoing sys-

tem. The main component of this system is a high speed manipulator capable of

performing operations in two dimensional space. The goal is to be fast, accurate and

non-oscillatory while accommodating comparatively large loads. There are two types

of robotic configurations that could be considered for performing two dimensional

operations. The Cartesian coordinate type configuration is frequently used in three

dimensional printers and gantry cranes. It has the advantage of being able to handle

large loads but not necessarily at high speeds. The SCARA type configuration has

frequently been used for robotic manipulators due to its simplicity and its ability to

reach high speeds during operation.

52
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There are several major manufacturers (Eg. Adept®, Epson®, Toshiba®) of SCARA

type robots. Almost all these SCARA type robotic manipulators use brushless servo

motors to drive the revolute joints. As a result, these robots are only capable of han-

dling payloads that are limited in size. Electric actuators can produce only limited

speeds while handling loads. This study proposes the design and development of a

custom made rotary hydraulic actuator which is capable of achieving high speeds even

with large payloads. In Chapter 2, a mathematical model was developed to model

the proposed system. This simulation provided some of the key parameters required

for the system design.

An actuator that uses hydraulic power runs on high pressure hydraulic oil. There-

fore, the strength of the internal components must be sufficient to withstand excessive

forces generated during operation. Most importantly, the system should be adequately

sealed in order to prevent leakages. As the second actuator will be moving with the

first link, it should be of minimum weight. Therefore, the material selection plays an

important part in the design. Aircraft grade of Aluminum (2024-T6 alloy) was used

to design lightweight components. This Aluminum alloy also has a high strength to

weight ratio and good fatigue resistance as compared to other alloys. Brass, which has

wear-resistant properties, was used in places where mechanical wear is encountered.

The proposed robotic arm has two links and an EE. The actuators will be coupled

directly to the links. This eliminates the need to have a gear drive. It will also prevent

delays, backlashes and other losses. This unit will be powered by hydraulic power.

Thus, a hydraulic supply and a return will be connected for the hydraulic fluid. The

hydraulic flow will be controlled using electro-hydraulic servo valves. This arm will
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have a nominal operating pressure of 20 MPa (3000 psi). The joints of this arm will

be instrumented with joint encoders to provide the angular position of the links. A

schematic diagram of the hydraulic circuit is shown in Fig. 3.1. This chapter consid-

ers the design and development of the horizontal positioning of the two links. It does

not cover the design of the EE which is application-dependent.

The design of the SCARA arm was considered in several different stages. First

L ink 1 L ink 2

M

E nc oder 1 E nc oder 2

C ontroller

C ontrol circuit

Hydraulic circuit

Figure 3.1: A schematic diagram of the hydraulic circuit

the rotary hydraulic actuator was designed. Based on this actuator, the overall arm

was developed. Modeling and simulation of the system in Chapter 2 provided the

actuator displacement coefficient. This was used to estimate the basic sizing of the

actuator and its components. The system was designed using Solidworks® mechani-

cal design software. The package Cosmosworks was used to check the strength and

deformation of each of these components.
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3.2 Design of a Rotary Hydraulic Actuator

The actuator is the most important component of the robotic arm. It will operate

with a hydraulic pressure of 20 MPa. A Moog® G761 servo valve is used to control

the flow into the actuator. Since the operating pressure of the actuator is very high,

it should be able to withstand excessive forces generated from the flow of hydraulic

fluid. This system should be enclosed in such a way that it is fully leak-proof. Rapid

oscillatory movement of the spool of the servo hydraulic valve would result in large

bi-directional flows in and out of the actuator. These may create large fluctuations in

the stresses on internal components of the actuator. Therefore, in order to mitigate

any vibration from unbalanced shaft forces, a double vane rotary type actuator was

considered in the design. Another advantage of this type of double vane rotary actu-

ator was that it could provide higher torques without excessive shaft forces.

This type of actuator would essentially consist of two vanes fitted to a shaft. This

shaft vane assembly is enclosed within a housing and endcaps. There has to be a set

of side caps to contain the fluid in the space. The hydraulic actuator is divided into

two chambers by separation using wedges. The two vanes will divide these chambers

into two compartments. In place of external piping, the housing comprises a series

of drilled passageways which channel the hydraulic oil. Passageways located in the

housing channel the oil flow in and out of these two compartments. Based on the

direction of spool displacement, the pressure port is connected with one of the com-

partments, which creates a clockwise or counter-clockwise rotation.

The pressure inside the chambers will reach very high levels during the operation

and there is an imminent possibility of hydraulic fluid leaking from the actuator. In

order to prevent such leaks, a side cap, an o-ring and a seal are incorporated into
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the design. The shaft is mounted on two bearings in order to produce a smooth,

balanced motion. Two end caps are bolted on either sides to the housing. This will

further reduce any chances of hydraulic leaks. The servo valve will be mounted via a

separate manifold which is designed as a part of this actuator. There were no seals

used between the vanes and housing to minimize static friction. The leakage flow is

minimized by closely controlling the manufacturing tolerances. A schematic diagram

of the exploded version of the actuator is shown in Fig. 3.2. This actuator has a span

of 100 degrees as the angular displacement. The components of the actuator design

are as follows.

1. Housing

2. Shaft

3. Vanes

4. End caps

5. Side caps

6. Separators

7. Manifold

8. Stops
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Figure 3.2: An exploded view of the proposed actuator in real view graphics
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3.2.1 Housing

The housing was used as an enclosure for the shaft vane assembly and other compo-

nents. It is also used to facilitate the flow of hydraulic oil in and out of the chambers.

The servo valve is also connected to the housing via a manifold. The housing was

designed to have a cubic outer shape. Aluminum (2024-T6) alloy was used as the

material for the housing in order to minimize weight. The size of the housing was

determined based on the actuator displacement coefficient. This was estimated from

the earlier simulation as 2.44 in3/rad. Considering the actuator displacement coeffi-

cient and the shaft/vane dimensions, actuator housing requires a cylindrical volume

of 3 in. in diameter and 4.5 in. in length. The outer dimensions of the housing were

estimated to be 4.5 x 4.5 x 4.5 in..

A series of drilled passageways with a diameter of 0.312 in. were used to channel

the flow of hydraulic oil. It was determined based on the specifications given by the

servo valve manufacturer. These drilled passageways which channel the flow to the

separation wedges are located 180 degrees apart. Steel NPTF plugs (Mcmaster-carr®

model number: 4534K41) with a diameter of 1/8 in. and a length of 0.25 in. are used

to close the openings on the sides of the housing. These plugs are precision-machined

with a 7/8 in. taper with 27 thread per inch. These steel plugs not only install flush,

but also have the ability to withstand higher pressure than standard steel plugs. The

robotic arm will consist of two actuators. One will be fixed while the other one will

be moving together with the first link. Therefore, the second actuator will consist of

an extruded surface to hold the second link.

The actuator housing that was designed is shown in Fig. 3.3. The left side figure

shows an isometric view of the housing. The right side figure shows the passageways
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of the housing in dotted lines. The holes that are used to mount the first actuator will

be inserted with heli-coils to hold the bolts in place, since Aluminum is a soft material.

When heli-coils are installed into tapped holes, they provide permanent conventional

internal screw threads that accommodate any standard bolt or screw. These have a

very high wearing tensile strength, low thread friction with tight tolerances, and a

high surface quality as well as anti corrosive and heat-resistant properties.

Figure 3.3: Normal and detailed views of the actuator housing

3.2.2 Shaft and Vanes

The forces generated on the two vanes from the hydraulic fluid result in the turn-

ing of the shaft. Therefore, the vanes should be sized so that an adequate area is

provided for generating the required force from the hydraulic oil while being able to

withstand the stresses. The sizes of the vanes were determined based on the stresses.

The Cosmosworks software was used to check the stress levels generated during the

operation. The horizontal cross section of the vane was 0.5 x 1.5 in. to meet the
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required conditions. The vanes are continuously in contact with the side caps and

the actuator housing. Therefore, the vanes should be made out of a wear-resistant

material. Hence, brass was used as the material for the vanes. In addition to this, if

the vanes happen to collide with the separation wedges, both these vanes and wedges

should be of adequate strength to avoid damage.

The shaft will be fitted with two vanes on opposite sides, 180◦ apart from each other.

It will have a socket to hold the vanes. This socket on the shaft will be of 1 x 1/2 x

1/2 in. in size. The shaft is provided with a flat section where the vane fits. These are

bolted to the shaft so that it is firmly held in place. The shaft will have a diameter

of 1.5 in. in the middle section and 1.0 in. on the sides. The links of the robotic arm

will be mounted on to the shaft of the actuator. Therefore, the overall length of the

shaft should be sufficient enough to hold the connectors. The overall length of the

shaft was 7.5 in.. The 4140 alloy steel was the material used for making the shaft. It

is an alloy steel that is supplied in either an annealed or pre-hardened condition. It

is stronger and has excellent fatigue-resistant properties. A diagram of the shaft and

vane is shown in Fig. 3.4.

3.2.3 End Cap and Side Cap

The actuator is provided with two side caps and end caps on each side. These are used

to seal the system while withstanding the high operating pressures of the hydraulic

fluid. While the side caps close the chambers on either sides, the end caps are used

to close the entire actuator. The side cap is basically shaped like a disk and has two

pockets to locate the chamber separators. It has a diameter of 3.0 in. with a thickness

of 0.5 in.. The vanes will be constantly rubbing the side caps during the motion.

Therefore, these should be made out of a wear-resistant material. Thus, side caps
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Figure 3.4: The shaft and the vane of the actuator

were made out of brass. The front and back views of the end cap are shown in Fig.

3.5. The end caps are used to hold the components in place. The thickness of the

end cap was estimated considering the stresses that it would encounter during the

operation. The end cap has a square, 4.5 x 4.5 in. shape. The thickness of the end

cap is 0.5 in.. It has a through hole with 1 in. diameter on one side. On the other side,

there is a cylindrical extrusion which has a 3 in. diameter and a length of 0.75 in..

This cylindrical part will be completely inserted into the housing. There is a space to

hold a set of roller bearings so that a shaft can be mounted. It also carries a groove

to hold an oil seal and an o-ring. These are rated at an operating pressure of 3000 psi

will prevent any leakages during the operation. The number of bolts required to fit

the end cap to the housing was determined from the forces created by the hydraulic

pressure of the fluid. Based on the strength required, eight (8) 5/16 in. (8-32) socket
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Figure 3.5: The end cap

head cap screws were used on either side. Aluminum (2024-T6) alloy was used for the

endcaps. A diagram of the side cap used to close the sides is shown in Fig. 3.6.

Figure 3.6: The side cap
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3.2.4 Separation Wedge

The housing must be divided into two sections, since this is a double vane actuator.

Separation wedges are used to divide the housing into two chambers. These wedges

have a trapezoidal cross section. The separation wedge has an angle of 69 o, a normal

distance of 0.75 in. between the upper arc and lower arc and a width of 1.5 in.. It

has a series of drilled holes used to channel the hydraulic fluid from the housing to

the chambers. They are fixed to the housing using 1/4 in. dowel pins. The separators

also have 0.25 in. protrusions on either side so that they can be inserted into the side

caps. These wedges will be held in place using a dowel pin and a 8-32, 3/8 in. screw

fitted through side caps. Brass is used as the material for separation wedges as it has

a high impact resistance. The separation wedge that was designed for the actuator is

shown in Fig. 3.7. The right side figure shows the passageways used to channel the

flow.

Figure 3.7: The separation wedge which divide the housing
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3.2.5 Electro Hydraulic Servo Valve

This actuator requires a valve to control the hydraulic fluid flow from the actuator.

The Moog® G761 series electro-hydraulic servo valve is used for regulating the oil

flow. This is a high-response valve which has a flow rate of 10 gallons per minute. An

illustration of this valve was given in Chapter 2. It will be fixed to the actuator using

a manifold. The valve requires an electrical connection and a hydraulic connection.

3.2.6 Manifold

The servo valve will be mounted onto a manifold which in turn is mounted onto the

housing. The manifold provides flexibility to change the servo valve without making

modifications to the housing. The dimensions of the manifold are 4.5 x 4.0 x 0.75 in..

It consists of a series of passageways to connect the hydraulic fluid from the servo

valve to the actuator housing, the hydraulic source and the tank. In order to minimize

weight, Aluminum (2024-T6) alloy is used. The manifold that was designed for the

servo valve is shown in Fig. 3.8.

The manifold connects the hydraulic supply to the valve. The regulated flow from

the servo valve (both pressure and return) is supplied via the manifold. A schematic

of the manifold mount is shown in 3.9. There is a locating pin to indicate the orien-

tation of the servo valve. The holes P, T are connected to the pressure and return

of the hydraulic supply. The holes A,B are connected to the actuator. O-rings are

used between the housing and the manifold to prevent any leaks. A cross-section of

an o-ring installation is shown in the same figure.
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Figure 3.8: The manifold that was designed for connecting the servo valve

3.2.7 Stops

Two stops are used on the actuator to prevent the imminent possibility of vanes

striking the separation wedges at high speeds. This could damage both the vanes and

the separation wedges. These stops will be mounted to the end caps. The stops that

we designed are shown in Fig. 3.10. One of these stops will be used to mount the

optical encoder. Steel sleeves will be used along with bolts in order to absorb the

energy during any impact. Aluminum (2024-T6) alloy is used as the material for the

stops.
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Figure 3.9: A schematic of the hole pattern of the manifold

Figure 3.10: The stops used for preventing damage of the internal components

3.2.8 Encoders

The actuators are instrumented with encoders to measure the angular position of the

robot links. The Accu-coder® model 755A type encoder is used in this study. It is

1.5 in. in diameter and 1.5 in. in length. This encoder is provided with a through
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Figure 3.11: An optical encoder from Accu-Coder® with shaft

hole for mounting the shaft. This through hole design eliminates the requirement

for a coupling to mount the encoder. The encoder we used is a high-precision, high-

performance encoder. It has an angular resolution of 2000 pulses per revolution. By

using quadrature decoding, angles can be measured with accuracies of up to 0.045

degrees (8000 pulses per revolution). An optical encoder is shown in Fig. 3.11.

The encoder has 5 wire connections. These include a Channel A, Channel B, Power,

Ground and an index. The power is connected to +5 V. The Channels A,B can be

used to measure the magnitude and the direction of the angles. Pull up resistors

should be used during interfacing of these channels.

3.3 Simulation of Stresses and Strains of the Ac-

tuator Components

The rated operating pressure of the actuator is 20.7 MPa (3000 psi). This results in

very high stresses on the the internal components of the actuator. Therefore, during
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the design process, it was necessary to ensure that that the components were within

the critical stress and strain levels of the specific materials. Cosmosworks was used

to test these stress and strain values.

It is important to limit the weight of the second actuator in order to minimize its

inertia. Reduced weight contributes to an increase in the speed of the robot. Hence,

some of the components of the actuator were fabricated using Aluminum 2024-T6 al-

loy. This is an aircraft-grade Aluminum alloy. It uses copper as the primary alloying

agent. It has a high strength-to-weight ratio and good fatigue resistance.

Brass was used as the material for the components which encountered continuous

wear. However, brass is not a very lightweight material. It contributed to an increase

in the weight of the actuator. Alloy steel 4140 is a versatile steel which is used in a

variety of tooling and other industrial applications. This is available in pre-hardened

and annealed condition. The 4140 alloy steel was used where strength of components

was a critical factor. The annealed steel was used in other places since it is easy to

machine. The properties of the materials used for the actuator components are given

in Table 3.1.

Table 3.1: Mechanical properties of the materials used. Source: Shigley et. al[1]

Material Density Yield Strength Shear Modulus
/(kg/m3) /(MPa) /(GPa)

Aluminum 7800 220 79
4140 Alloy Steel 2780 325 28
Brass 8500 240 37

The stress-strain distributions of the housing, end cap, side cap, lock and shaft-vane

assembly were analyzed. These are the major components that have to bear the ex-
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treme stresses during the operation of the manipulator. The lock is used to prevent

the vane from striking the separator at a high velocity. Therefore, the lock is tested

for impact when the system runs at its peak torque of 800 Nm. In order to carry

out the simulation, these components had to be assumed fixed to a restraint and the

corresponding pressure had to be applied on the effective surface. The component

was then divided into mesh elements. The Cosmosworks software package was used

to calculate the stress distribution along with the deformations using finite element

analysis. Each of the components was assumed to be fixed and subjected to an op-

erating pressure of 20.7 MPa (3000 psi). Based on the results, specific modifications

were introduced into the design. The simulation results of the stress and strain dis-

tributions of these components are shown in Fig.s 3.12 and 3.13.

The key results of the simulation are presented in Table 3.2. These show that

the critical stresses under extreme operating conditions do not exceed the Von Mises

stress by a reasonable margin. It is also seen that the deformation of these components

is negligible under the operating conditions. The maximum stress is concentrated on

the inlet and outlet positions of the flow channels. Elsewhere, the stresses rarely

exceed 16 MPa. When the housing is subjected to rated pressure, the highest defor-

mation of the housing occurs in its cylindrical section, although it too is negligible.

The end cap will encounter its maximum stress (110 MPa) where the bolts are fixed.

The stresses and deformations are negligible in quantity elsewhere. The stress and

strain distribution of the side cap shows that the dimensions are adequate to avoid

failure. The lock is also safe for a force generated on its surface at its peak torque.

The stress will be a maximum (174 MPa) at the bottom end of the cap screws.
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(a) Stress distribution of the housing (b) Deformation of the housing under the stress

(c) Stress distribution of the end cap (d) Deformation of the end cap under the stress

(e) Stress distribution of the side cap (f) Deformation of the side cap under the stress

Figure 3.12: The distribution of stresses and strain

3.4 Actuator Assembly

The assembly process of the actuator has to be performed very carefully in order

to prevent leaks. The vanes were inserted into the shaft and fixed in place using
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(a) Stress distribution of the lock (b) Deformation of the lock under the stress

(c) Stress distribution of the shaft vane assembly (d) Deformation of the shaft vane assembly un-
der the stress

Figure 3.13: The distribution of stresses and strain

the socket head cap screw. Then the separation wedges were fixed to the housing

using steel dowel pins 1/4 in. in diameter. The side caps were pinned to the sep-

aration wedges using a dowel pin 3/8 in. in diameter and a 3/16 in. (8-32) socket

head cap screw on each side. An o-ring and a seal was inserted into the end cap in

order to prevent hydraulic leaks. The o-ring and the seal used for this purpose, along

with installation details of the o-ring and seal, are shown in Fig.s 3.14(a) and 3.14(b).

The groove for the installation should be made to a surface roughness value of 32 µin..

The end caps are secured to the housing using eight 3/8 in. (8-32) socket head

cap screws to bear the forces generated from the hydraulic oil. NPT plugs having a
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Table 3.2: Maximum stress-strain values of the components

Component Von Mises Stress Yield Strength Displacement
/(MPa) /(MPa) /(mm)

Housing 210 325 0.064
End cap 110 325 0.025
Side cap 34 240 0.003
Lock 164 325 0.054

0.11

0.005
0.227

3232 32 End cap

Housing

O-ring & seal

(a) Installation of o-ring and seal on the endcap
to prevent hydraulic leaks

.139 ±.004

3.115

0.04 x 0.11

1.35

(b) The o-ring and seal used

Figure 3.14: The o-ring and the seal for end cap

diameter of 3/8 in. are used on the housing in order to close the drilled passageways.

The shaft is also mounted on two needle bearings to support the weight and cantilever

moment of the manipulator (i.e., forces in the z direction).

The servo valve is installed on to the manifold. There will be four o-rings between
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the manifold and the housing to prevent any leaks. The actuator is then fitted with

a set of external stops. Cylindrical sleeves are used with socket head cap screws of

the stops to absorb the energy during any high speed impact. The end cap will be

tightly secured using eight (8) 5/16 in. (8-32) socket head cap screws.

The clearances between the components should be tightly controlled in order to mini-

mize leakage and friction. The nominal manufacturing clearance between the housing

and the vane was 1.5 mil. The manufacturing tolerance between the side cap and

vane was 3 mil.

3.5 The Design of the Robotic Arm

The proposed SCARA type robotic arm consists of two links. These will be directly

driven by the rotary hydraulic actuators. Gear drives will not be used, in order to

prevent the possibility of delays, backlash and interference. The links of the robot

are assumed to be of 0.5 m and 0.4 m. The links of the arm will be connected to the

actuator via connectors. The Aluminum (2024-T6) alloy is selected as the material

for fabricating the links and the connectors. This is to minimize the weight of the

system while providing adequate strength.

Connectors are used between the links and actuators. These connectors are fabri-

cated out of 1/2 in. thick Aluminum plates. There are two connectors pinned to the

actuator shaft on top and bottom. These are connected using two vertical plates.

These plates are connected to the links. The connectors of this arm are shown in Fig.

3.15. Square Aluminum tubes (3 x 3 in.) with a 1/8 in. wall thickness are used for

designing the links. Material is removed from these tubes in places where there are no
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Figure 3.15: The link connectors of the robot

Figure 3.16: The two links of the proposed robot
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stresses in order to reduce the weight. In order to meet the length requirements the

links must be of 12.92 in. and 9.38 in. in true length. These links are shown in Fig.

3.16. The top figure shows link 1 and the bottom figure shows link 2. The first link is

fixed to the housing of the second actuator. The second link and the EE was mounted

onto the second actuator. The servo valve was fitted directly onto the manifold. The

inlet and the outlet of the hydraulic supply was connected to the manifold. The final

design of the SCARA arm in Solidworks® Real View graphics is shown in Fig 3.17.

Figure 3.17: View of the SCARA arm proposed for fabrication in Solidworks Real
View Graphics

3.6 Fabrication of the Robotic Arm

The drawings for the designs were made using Solidworks® CAD software. The actua-

tor and robotic arm were fabricated and assembled by the Technical Services Division

of Memorial University. Fabrication requires precision machining, since the dimen-

sional tolerances are a critical factor. The tolerances between the components had

to be maintained so that they would fit ideally with each other, preventing hydraulic
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leaks. All manual operations required the craftsmanship of a skilled machinist. The

CNC, end mill and lathe were used for making the parts. The accuracy of the com-

ponents was maintained up to 1/2 mil.

The actuator housing was the most complex part to fabricate. This is because the di-

mensional tolerances had to be maintained within tight limits. The clearance between

the external wall of the housing and the passageways is less than 0.15 in. at certain

points. The separation wedges and the housing should fit perfectly with each other.

The vanes and the housing should be within the required clearance. The actuator

once fabricated is shown in Fig. 3.18. The robotic arm once fabricated is shown in

Fig. 3.19.
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Figure 3.18: The proposed actuator after fabrication
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Figure 3.19: The proposed robotic manipulator after fabrication



Chapter 4

Bond Graph based Modeling of a

High Speed Visual Servoing

System

4.1 Introduction

This study considers the control of the EE of a high-speed SCARA type manipulator.

This manipulator uses two custom designed double vane rotary actuators with servo

hydraulic valves driving the links. This manipulator is designed to handle payloads

of up to 15 kg. During the high speed operation, the EE is subjected to the torsional

vibration of the support column and flexing of the robot links. This results in de-

flecting the EE effector of the robot by a considerable amount. The joint encoders

will provide the joint angles from a relative frame of reference. However, in order to

account for these effects and disturbances, this robotic manipulator needs to obtain

the feedback from an external frame of reference. This feedback from an external

sensor can be obtained by a visual exteroceptive sensor.

79
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Visual servoing is the integration of vision based feedback in the robot control loop

in order to mitigate the effects of disturbances and achieve increased accuracy and

robustness. Vision is a useful form of robotic sensor feedback since it mimics the

human sense of vision. In robotics visual feedback is usually obtained using a camera.

With the advancement in high-tech camera systems, visual servoing has often been

used for robotic applications in recent years [60], [61], [62]. It provides a non-contact

measurement of the environmental parameters [63]. It has a great potential to provide

a controller feedback for some of the mechatronic systems operating in less changing

and unstructured environments [64].

The problem of fine position control of a flexible manipulator has been extensively

researched but it is seldom resolved using visual servoing techniques. One possible

exception is in the field of space robotics where lightweight, slender designs result

in appreciable link deflections that must be compensated through dynamic modeling

and control, or through a combination of proprioceptive and exteroceptive sensors

[65],[66],[67]. Visual servoing is a viable option especially in cases where the EE ve-

locities of the manipulators are low. This is evident in the International Space Station

Mobile Servicing System where the EE velocities are typically on the order of 2 cm/s

with payloads [68]. Vision-based feedback is used by Jiang and Eguchi [69] for EE

tracking control of a flexible manipulator. These robots are simpler and moves at

much lower speeds (40 mm/s).

In the case of high speed applications, researchers have devised a number of strategies

to circumvent the bandwidth and computational challenges associated with quick re-

sponse visual servoing. Liu et al. [70] proposed a hybrid, multi-sensor approach for
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accurate, high speed robot positioning. In their study, an image loop is proposed

exclusively for coarse positioning. Then a laser pointer fixed to the EE and the high

resolution feedback from a PSD is used for fine position control. Bascetta et al. [65],

[71] adopted a two time scale visual servoing strategy for flexible manipulators. In this

approach, specific natural vibration modes are actively dampened by a fast controller

that employs feedback from proprioceptive sensors which comprise strain gauges and

operate at a maximum loop rate of 500 Hz. The visual control law is executed every

40 ms (25 Hz) in order to ensure smooth tracking of the desired trajectory. Several

researchers have adopted similar two time scale control strategies [72],[73],[74],[75].

This chapter considers the development of a visual servoing system for a high speed

SCARA type manipulator. The proposed system comprises hydraulic, mechanical

and electronic sub-components. It is important that in a multi-domain system, the

dynamics of systems that exchange power and energy in various forms should be

clearly understood. The bond graphs provide a unified approach to model electrical,

mechanical and hydraulic subsystems. Through bond graph theory, graphical depic-

tions of dynamic systems that have been derived could be automatically translated

into complex mathematical models for computer simulation [76]. The visual servoing

system will be modeled using bond graph theory. There have been a number of stud-

ies using bond graph theory. Bilodeau and Papadopoulos [46] presented the modeling

and identification of a hydraulic servo actuator system. This model considered line

losses, nonlinear orifice areas, hysteresis, friction, leakage, and load dynamics. It was

used for developing a force controller. In the current study, the servo valves, hydraulic

actuator, SCARA robot and support column were modeled using the bond graph the-

ory. A controller architecture for this robot was also proposed using feedforward-based

set point modification to compensate for support column vibration.
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4.2 Related Studies

Visual servoing techniques have been widely investigated in the last three decades.

Machine vision has been used for closed-loop position control for a robot EE as early

as 1979 [77]. This study uses vision to obtain a non-contact measurement position or

environmental parameters. With the development of modern camera systems, robot

controllers have frequently been integrated with vision systems. Visual servoing re-

quires the fusion of results from several areas including high-speed image process-

ing, dynamics, control systems theory and the development of real time embedded

systems [63]. However, there are many problems that still remain unsolved. The

implementation of high-speed visual servoing systems for robotic applications still

remain a challenge today. Visual servoing has been used in a wide range of robotic

applications including manipulation [78], mobile robotics [79], medical robotics [80],

micro-assembly [81], and auto-piloting and automatic surveillance by unmanned aerial

vehicles [82], [64].

Visual servoing can be broadly classified into two main categories: image based visual

servoing (IBVS) and pose based visual servoing (PBVS) [83]. Most existing IBVS

approaches have been developed for serial manipulators, while PBVS has been devel-

oped mainly for unmanned aerial vehicles [84]. IBVS is based on the error between

current and desired features on the image and does not necessarily involve an explicit

estimation of the pose and orientation [85]. IBVS has been considered in several

studies [86],[87],[88],[89], [90]. In contrast, PBVS involves estimating the position

and orientation of a target relative to the image sensor in six degrees-of-freedom [83].

Generally latter is relatively faster, however both these methods are computationally

expensive. Hence, they have not often been considered for high speed applications.

There have been many studies considering PBVS for controls [90], [91], [92], [93], [94],
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[95].

IBVS involves image pre-processing, image feature extraction and sequence control

design [96]. Traditional image-based control schemes use the image coordinates of a

selected set of points for implementing the controller [97], [83]. Collewet and Marc-

hand [98] considered the luminance of the pixels in an image instead of using classical

geometric features such as points and straight lines. Unlike other methods it did

not require any tracking or matching of the features during the process [98]. IBVS

does not require a model of the target object. It is also robust to the errors in the

parameters of the camera model. Therefore, the camera calibration process will not

significantly affect the accuracy of this method. It is also much simpler since, in the

image plane, the trajectories of image features are controlled, approximately straight

lines [96].

PBVS uses the pose and orientation of the camera with respect to a reference co-

ordinate system [83]. Therefore, it requires the explicit estimation of relative position

and orientation of the EE with respect to the camera. One of the advantages of this

method is that it makes it possible to specify the desired and relative trajectories of

the EE [99]. Efficiency and robustness are two major challenges associated with the

pose estimation problem [100]. PVBS involves the explicit estimation of the position

and orientation using either an inertial measurement unit or a camera. If a single

camera is used, either markers [91] or a structured lighting system on an untextured

environment [101] can be used to estimate position and orientation. If stereo vision is

used, triangulation or linear methods can be used [102], [103]. All these methods re-

quire rigorous calibration of the camera to estimate the extrinsic parameters. Gratal

et al. [104] propose markerless pose estimation and tracking of a robot manipulator
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by comparing the virtual image with the real image in terms of visual features.

A number of control strategies have been used in studies in the past. Lee et al.

[105] used image-based visual servoing (IBVS) with an adaptive sliding mode con-

troller to track a two dimensional landing target and land a quadrotor. Shi et al [106]

used a hybrid approach to control a space robot. They employed both IBVS and

PBVS to control the position of a space robot. PBVS controllers were used when

IBVS did not provide any control over the specific position or velocity of the cam-

era. Sim et al. [107] proposed a position-based approach to control a SCARA type

manipulator with 5 DOF. Their approach used a modified Smith Predictor control

scheme to take account of the delays outside the feedback loop. Leonard and Jager-

sand [108] presented a preliminary learning-based approach to address the problem

of visual servoing. This method used neither any pose estimation from the image

space, as with PBVS, nor any model representing the variations between the image

and motor spaces as with IBVS. The control signal will be generated for a specific

task by using a reinforced learning technique. Sharifi and Marey [91] proposed a novel

Kalman Filter based method for the pose estimation in visual servoing, integrating

the mechanisms for noise adaptation and iterative-measurement linearization. This

method was proposed to address the problem of erroneous assumptions that lead to a

weak pose estimation during visual servoing. Akella [109] proposed an adaptive con-

trol scheme for manipulators with visual servoing to address the issues of uncertainty

through linearized inertia parameters and non-linearity in camera calibration param-

eters. Other controllers proposed in the literature include feedforward approach [110],

model predictive control [111], [112], fuzzy adaptive [113] and H∞ [114].

A two time scale approach has been considered in several studies as the vision loop op-
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erates at a much lower frequency. It employs a fast control loop for coarse positioning

and a slow control loop for fast positioning of the system. An eye-in-hand approach for

flexible manipulators was used in [115]. The main objective of this strategy is to avoid

the computationally expensive operations of obtaining the inverse and time derivative

of the Jacobian. It consisted of a slow controller which is based on task space inverse

dynamics. The fast controller was designed with singular perturbation theory using

image features as feedback. It is used to dampen the mechanical vibrations. Using

a similar approach, a control framework for a visual alignment system was proposed

by Kwon et al. [116]. It used a fast vision loop for coarse alignment. Then a vision

loop which runs at a lower frequency is used for the accurate of alignment mark is to

compensate for the mask-panel misalignment. It used a set of degraded images for

coarse alignment which was the faster loop. The Kalman filter was used to further

improve the accuracy of the points.

4.3 Proposed High Speed Visual Servoing System

The SCARA manipulator considered in this study consists of two links and an EE.

It is mounted onto a compliant support that has an ′I ′ shaped cross section. The

typical length of the links of this manipulator are 0.49 m and 0.36 m. The EE is 12

kg in weight. This study proposes a PBVS technique for controlling the EE of the

manipulator. Two methods methods are proposed in this study for EE control. Both

these methods use joint encoders as proprioceptive sensors and a high speed camera

as the exteroceptive sensor. The joint encoders will provide a relative angular mea-

surement while the high speed camera will provide the position of the EE relative to

an external frame of reference. This is required to mitigate any external disturbances

from EE vibration and beam flexing.
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Two methods are proposed in this study for joint control. The first method is called

the Set Point Modification Control (SPMC). It estimates the torsional vibration of

the support column in real time and accounts for the EE deflection. In the second

method a single time scale IBVS controller is proposed. It uses both the encoders and

high seed camera as feedback, simultaneously to estimate the control signal.

This robotic manipulator is designed to operate at a very high speeds. Hence the

camera used to obtain feedback should be fast and accurate. Therefore, a two di-

mensional PSD is used as the image sensor of the proposed camera. These sensors

are capable of measuring position at very high speeds. The proposed system also

needs the hardware that is capable of implementing the controller at high speeds.

An embedded system was designed using a Field Programmable Gate Array (FPGA)

to perform these functions. It provides a low level implementation of the controller

with a single chip solution offering parallel processing. A schematic diagram of the

proposed high-speed visual servoing system is shown in Fig. 4.1.

This chapter covers the development of a dynamic model for the visual servoing sys-

tem. The details of the high speed camera system’s development will be covered in

Chapter 5. It will also include the calibration process of the two dimensional PSD and

camera. The development of an embedded system which consists of the input/output

interface and controller implementation will be covered in Chapter 6.
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High Speed Camera

SCARA manipulator
Compliant Support

Figure 4.1: The schematic diagram of the proposed system

4.4 Modeling of the Proposed System

The total visual servoing system comprises several subsystems including a hydraulic

system (servo valves and rotary actuators), a SCARA robot arm, controllers and the

compliant support. These involve hydraulic, mechanical and electronic sub compo-

nents. Bond graphs provide a unified way of graphically representing energy flows

associated with a multi-domain system using a single representation. In the current

system, the servo valve and the actuator belong to a hydraulic subsystem, the SCARA

arm and the compliant support belongs to a mechanical subsystem and the controller

belongs to an electronic subsystem. This section presents the development of a bond

graph for the entire system representing its dynamic characteristics. Bond graphs are
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developed for each of the sub-components and finally connected together to represent

a single system.

4.4.1 Modeling of the Hydraulic Actuator

The hydraulic actuator used for this robot is a double vane rotary type actuator. A

cross section of this actuator is shown in Fig. 2.5. The hydraulic actuator consists of

two main compartments that are separated using wedges. The vanes of this actuator

are fitted to the shaft so that they are 180◦ from each other. These vanes further

divide the compartment into two chambers. The actuator housing consists of a series

of passageways to channel the oil flow in and out of the actuator. A servo valve is

fitted to the actuator in order to channel the oil flow. When the spool of the servo

valve opens, one of the chambers is connected to the supply pressure while the other

is connected to the reservoir. When one side of the chamber connects to the pressure,

the other side connects to the tank and vice versa. This creates a pressure differential

in the vane. In a similar manner, the other compartment creates an opposite force,

resulting in a torque.

The torque on the shaft is proportional to the pressure differential between the vanes.

Pressure differential could be transformed into torque using a transformer. The trans-

formation ratio is the amount of torque produced per unit of difference in pressure

across the vanes per unit of rotation of the shaft. This corresponds to the actuator

displacement coefficient (DM). Therefore the torque on the shaft is:

T = DM(P1 − P2); (4.1)
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where T is the actuator torque and P1 and P2 refer to pressure in chambers 1 and 2.

The control volume considered for analysis consists of the fluid volume trapped in

the chambers of the actuator. The hydraulic fluid which is used to run the actuator is

subjected to compression under high pressure. Hence, the effects of fluid compression

cannot be neglected. For a control volume of fluid which is subjected to compression

[8]:
δP

δV
= β

V
(4.2)

where P is the pressure of the fluid under compression, V is the control volume and

β is the effective bulk modulus of the fluid. Considering the compressibility effects of

the fluid in both chambers:

P1 = β

V1

∫
∆Qdt (4.3)

P2 = β

V2

∫
∆Qdt (4.4)

where V1 and V2 correspond to the initial volume of the two chambers of the actua-

tor. Q corresponds to the change in the volume of the fluid. Fluid compressibility is

represented as a capacitive element in the bond graph diagram of the actuator.

Defects during manufacturing, expansion of the pressurized housing and wear dur-

ing the operation of the actuator could leave a gap between the actuator housing and

the vane. This results in fluid leaks across the vanes as high pressure fluid is moved

within the chambers. The fluid leakage is considered as a resistive element. The
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inverse square law can be used to estimate the leakage flow. It is given by:

QL = cdAL

√
2
ρ
|(P1 − P2)|sign(P1 − P2) (4.5)

Where QL is the oil leakage rate, Cd is the coefficient of fluid discharge and AL is the

effective cross sectional area of the vane clearance and ρ is the density of the hydraulic

fluid.

The principles of fluid continuity apply to the control volume considered in the anal-

ysis. Therefore, the rate of fluid flow into the chamber should be the same as total

amount of fluid which flows out of the chamber minus the fluid which leaks through

the vanes together with the volume change due to compression. The fluid continuity

principle could be applied to both chambers of the actuator giving fluid flow into the

chamber equal to the sum of the fluid into the chamber, change in fluid compressibility

and the leakage volume per unit time. Considering fluid continuity principles,

Qin = Qout +Qcomp +QL (4.6)

Where Qin is the fluid flow rate in to the actuator, Qout is the fluid flow rate out of

the actuator, Qcomp is the volume of fluid compressed and QL is the leakage flow. The

bond graph model for the actuator is given in Fig. 4.2.

4.4.2 Modeling of the Servo Valve

An electro-hydraulic servo valve is used to regulate the flow of the actuator. The

actual valve used for the actuators is a MOOG® G761. It consists of the spool, a

cylindrical sleeve, flapper and an armature with coils. The spool consists of a set of
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Figure 4.2: The bond graph for the rotary hydraulic actuator

lands. It moves in a cylindrical sleeve. When a current is applied to the armature

coils, it creates a force to move the flapper proportional to the current. This regu-

lates the opening of the spool. The movement of the spool progressively changes the

exposed aperture size and alters the differential oil flow between two control ports [24].

The armature which moves the flapper consists of two inductance coils that have

been placed in series. These coils have a resistance and an inductance. Therefore, the

coil of the valve is modeled as a simple LR circuit which has the transfer function

shown below:

I(s) = 1
Ls+R

U(s) (4.7)

where, I(s) is the induced current, L is the coil inductance, R is the coil resistance

and U(s) is the voltage command signal applied to the coils.
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Displacement of the spool in a given direction connects the pressure port of the hy-

draulic supply to a chamber of the actuator while the return port of the hydraulic

supply is connected to the opposite chamber. This results in rotating the actuator in a

clockwise or counter clockwise direction. When the spool makes a displacement in the

opposite direction, opposite ports are connected to the actuator chambers, resulting

in rotation in the reverse direction. The bond graph developed for the servo valve is

shown in Fig. 4.3.
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Actuator

Q1

Q2

P1

P2

PS

PT

1

2

3

4

: PT

: PS

Figure 4.3: A cross section of the double vane rotary actuator

Flow rate through the valve is dependent on displacement of the spool. Displacement

of the spool will change the exposed aperture size for fluid flow. Fluid flows through

a gap from a high pressure side to a low pressure side. This flow can be modeled

as a flow through an orifice. This fluid flow rate can be represented as a modulated

resistor (′MR′ element in Fig. 4.3). The flow rates are given by:
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If xv > 0,

q1 = cdkv |xv|
√

2 |Ps − P1|
ρ

sign(Ps − P1) (4.8)

q3 = cdkv |xv|
√

2 |P2 − PT |
ρ

sign(P2 − PT ) (4.9)

q2 = 0, q4 = 0 (4.10)

If xv < 0,

q2 = cdkv |xv|
√

2 |P1 − PT |
ρ

sign(P1 − PT ) (4.11)

q4 = cdkv |xv|
√

2 |Ps − P2|
ρ

sign(Ps − P2) (4.12)

q1 = 0, q3 = 0 (4.13)

where q1, q2, q3, q4 correspond to the flow rates through the junctions 1, 2, 3 and 4,

kv is the circumference of the cylindrical sleeve, Ps is the supply pressure and PT is

the tank pressure.

The directional flow of the hydraulic fluid based on the direction of the spool move-

ment is modeled using bond graphs, as shown in Fig. 4.3. In the bond graph shown,

one of the two bond flows into the left side of the 0-junction will be zero. The half-

arrow directions will reverse the sign of Q1 or Q2 as necessary. Therefore in the

constitutive laws of the modulated resistor, the absolute value of xv is used.

If xv moves in a positive direction, then ′1′ junctions 1 and 3 are activated. Oil
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will flow at a rate of q1 from the source to the actuator’s first chamber and a flow rate

of q3 will result from the second chamber to the tank. When xv moves in a negative

direction ′1′ junctions 2 and 4 are activated. Oil will flow at a flow rate of q4 from the

source to the second chamber and at a rate of q2 from the first chamber to the tank.

4.4.3 Modeling of the SCARA Arm

Figure 4.4: The plan view of the manipulator with the support column

The manipulator consists of two rigid links fitted with hydraulic actuators. The plan



95

view of the manipulator with the vertical column is shown in Figure 4.4. These

actuators and the EE are considered as point masses in the analysis. The mass of

the actuator has to be distributed between two robot links. When the first link is

considered, the rotor of the first actuator is assigned at point A and the stator of the

second actuator is assigned at point B. In the case of the second link, the rotor of the

second actuator is assigned at point B while the EE is assigned at point C. Hence the

center of gravity (COG) needs to be modified for each link. For link AB considering

moments, the modified center of gravity will be given by:

AG
′

2 = m2AG2 +MSL2

Mr +m2 +MS

(4.14)

where AG′
2 is the distance to the modified COG, AG2 is the distance to existing COG,

m2 is the mass of link AB, Mr is the mass of the rotor of the actuator, Ms is the mass

of the stator of the actuator and L2 is the length of the link AB of the robot. For link

BC, the modified center of gravity will be given by:

BG
′

3 = m3BG3 +ML3

Mr +m3 +M
(4.15)

where BG′
3 is the distance to the modified COG, BG3 the distance to the existing

COG, m3 is the mass of the link BC, L3 is the length of the link BC of the robot.

The moment of inertia (MOI) also needs to be modified for each link. It could be

calculated for each link using the parallel axis theorem. The modified MOI for link

AB is given by:

J
′

G2 = JG2 +m2(AG′

2 − 0.5L2)2 +Ms(L2 − AG
′

2)2 +MrAG
′2
2 (4.16)
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Where J ′
G2 is the modified MOI inertia about the new COG and JG2 is the MOI of

the link AB about G2.

J
′

G3 = JG3 +m3(BG′

3 − 0.5L3)2 +M(L3 −BG
′

3)2 +MrBG
′2
3 (4.17)

Where J ′
G3 is the modified MOI inertia about the new COG and JG3 is the MOI of

the link BC about G3. JG2 and JG3 for each link was estimated using a CAD model.

Each link is considered separately to develop the bond graph. Link 2 (denoted by

AB) has a modified COG ′ . It rotates about point A at an angular velocity of θ̇2.

Considering the velocity of point A:

VA = V′

G2 + V′

A/G2 (4.18)

Where VA is velocity of point A, V′
G2 is the velocity of point G′

2 and V′

A/G2
is relative

velocity of point ’A’ w.r.t. G′
2. The velocity V′

A/G2
is given by:

V′

A/G2 = ω × r = θ̇2k̂ × r̄A/G′
2

(4.19)

Where r′

A/G2
is the vector which is defined by the length AG2. This length is given

by:

r̄A/G′
2

=

 −AG
′
2 cos θ2

−AG′
2 sin θ2

 (4.20)
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By substituting r′

A/G2
in eqn. 4.19:

V′

A/G2 =

 −AG
′
2 sin θ2θ̇2

−AG′
2 cos θ2θ̇2

 (4.21)

By substituting V′

A/G2
in eqn. 4.18:

VA = V′

G2 +

 −AG
′
2 sin θ2θ̇2

−AG′
2 cos θ2θ̇2

 (4.22)

Similarly for point B it can be shown that:

VB = V′

G2 +

 −BG
′
2 sin θ2θ̇2

−BG′
2 cos θ2θ̇2

 (4.23)

where VB is the velocity of point B, V′
G2 is the velocity of point G′

2. The bond graph

for the link AB is derived from expressions 4.22 and 4.23. Modulated transformers

are used to convert the angular velocity to a linear velocity. The mass of the link is

considered at the ′1′ junction corresponding to VB. The mass of the second actuator

which is at B is considered as a point mass acting as an inertia element at G2. This

is connected as an inertia element to the ′1′ junction corresponding to the angular

velocity of the link 2. The bond graph developed for link 2 is shown in Fig. 4.5.

Fig. 4.4 shows how the first actuator is attached to the support column. The

angle β is defined considering the angle between the center of support column and

the center of first actuator as shown in Fig. 4.4. The angle of twist due to torsional

vibration is denoted as θ1. The vector defined by the axis of the first revolute joint

and the point O′ on the flange is given by:
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Figure 4.5: The bond graph for first link of the SCARA arm

r =

 r1 cos(θ1 + β)

r1 sin(θ1 + β)

 (4.24)

Following a similar procedure as link AB, a bond graph can be developed for link BC.

The two bond graphs will be connected by considering the velocity vector at point B.

In order to remove the algebraic loops, a stiff spring was attached along with a low

resistance to point B.
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By taking the derivative w.r.t. time,

VA = dr

dt
=

 −r1 sin(θ1 + β)θ̇1

r1 cos(θ1 + β)θ̇1

 (4.25)

4.4.4 Modeling of the Support Column

The manipulator is mounted on to a vertical beam. It has an ′I ′ shaped cross section.

This column will be modeled as a lumped parameter model. This will simplify the

analysis of this continuous column, by assuming that it consists of discrete entities

connected by torsional springs and dampers. The support column was divided into

50 lumped segments. A schematic of the lumped segment model is shown in Fig. 4.6.

An analysis of a single lumped-mass segment develops the incremental solution

to the total torsional response. A free body diagram of a single torsion element is

shown in Fig. 4.7.

Each lumped mass segment is considered as a rotational inertia element connected

with a torsional spring and a damper. This element transfers torque and relative

twist to the elements adjacent to each other. The bond graph for one such element is

developed and shown in Fig. 4.8.

In the bond graph shown, the resistive element corresponds to the material damping

factor (Rmat) and the inertia element (Ji) corresponds to the mass moment of inertia.

The compliance (Ci) is given by:

Ci = ∆X
GJ

=
L1
N

GJ
(4.26)



100

Segment 1

Segment 2

Segment n

Segment 49

Segment 50

1

2

n

n+1

50

49

φ

φ

φ

φ

φ

φ

Figure 4.6: The compliant support column divided into torsional elements

where ∆X is the length of a lumped segment, L1 is the length of the beam, N is the

number of segments, G is the shear modulus and J is the polar moment of inertia.

The system was modeled as separate components. It includes the valves, actuators,

support beam and robot. Finally, these components were integrated separately as a

total system model. This is shown in Fig. 4.9. Bond graph modeling software 20

Sim® was used to develop the bond graph model for the simulation.
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Figure 4.9: The SCARA arm with the compliant support using bond graph representation
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Figure 4.10: A schematic diagram of the proposed single time scale Visual Servoing
controller architecture

4.5 Development of a Single Time Scale Visual

Servoing System

The feedback for controlling the arm will be obtained using both proprioceptive (en-

coders) and exteroceptive sensors (high speed camera). The encoder angles will pro-

vide the relative position of the links. During the high speed motion of the robot

flexing of the links and torsional vibration of the support column could affect the

final position of the EE. Therefore, accurate position control of the EE requires to

consider the absolute position the EE. A schematic diagram of the proposed controller

is shown in Fig. 4.10. The EE position could be related to the joint variables using

the manipulator jacobian. It will be given by,

∆X = J.∆θ (4.27)

Where ∆X is the EE position vector, ∆θ is the vector with link angles and J is the

manipulator jacobian.



104

Hence, if the EE position is known the link angles could be calculated using:

∆θ = J−1∆X (4.28)

Using the desired and measured link angles and EE position the above equation could

be given as,

θd − θ = J−1(Xd −X) (4.29)

Where, θd is the desired link angle, θ is the measured link angle, Xd is the desired

position and X is the measured EE position.

The link angles of the manipulator could be obtained using the optical encoders. The

EE position could be obtained using the high speed camera. The inverse jacobian for

a SCARA type manipulator will be given by:

J−1 =


cos( π

2 +θ2+θ3)
l2.sin( π

2 +θ2)
sin( π

2 +θ2+θ3)
l2.sin( π

2 +θ2)
−(l3.cos( π

2 +θ2+θ3)−l2.cos(θ2))
l2.l3.sin( π

2 +θ3)
−(l3.sin( π

2 +θ2+θ3)−l2.sin(θ2))
l2.l3.sin( π

2 +θ3)

 (4.30)

The control signal (U) for the servo valves will calculated considering joint angles and

EE position. This will be given by:

U = KPθ.Eθ +KDθ.Ėθ +KPXY .J
−1.EXY +KDXY . ˙(J−1.EXY ) (4.31)

Where KPθ,KPXY are a set of proportional gains, KDθ, KDXY are a set of deriva-

tive gains, Eθ is the difference between desired and actual link angles, EXY is the

difference between the desired and actual position of the EE in Cartesian coordinates

with respect to a world coordinate system and J−1 corresponds to the inverse of the

manipulator Jacobian.
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The inverse Jacobian function is evaluated considering the measured encoder angles.

It does not result in singularities with in the operating workspace of the robot.

4.6 Development of a Set Point Modification Con-

troller

When the manipulator is in motion, the ′I ′ beam that is used as compliant support

twists and produces torsional vibration. It will result in deflecting the EE from the

desired position. In formulating the SPMC control strategy only the effects from this

torsional vibration was considered to correct the position of the EE. A schematic dia-

gram of the arm under the effect of torsional vibration is shown in Fig. 4.11. The first

actuator (A) will move to point A′, displacing the manipulator from ABC to A′B′C ′

through a circular arc. The desired position of the EE is point D. The joint encoders

provide a relative measurement of its angles. Hence, they do not have the capability

to capture the effects of external disturbances. The novel control strategy proposed

in this study will use the data from the high speed imaging system in addition to the

relative angles provided by the encoder for controls. The PSD camera was used to

measure the position of the EE from a fixed frame of reference.

In this control strategy, set points of the two joint encoders are modified based

on torsional vibration experienced by the column. This will compensate for the twist-

ing of the ′I ′ beam. The encoders provide the relative angles of the joints while the

PSD camera system provides the position of the EE with respect to a fixed frame of

reference. In order to compensate for the effects of vibration, set points for the joint

angles are modified. The angle of twist of the ′I ′ beam is estimated using the joint

encoder angles. The desired position of the EE with respect to a fixed co-ordinate
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Figure 4.11: The EE position with and without the vibration of the support column



107

frame at O′ is given by PD/O′ . If there is no torsional vibration, the EE will be at point

C due to the controller action. However, twisting of the vertical support column leads

the EE to be displaced to point C ′. The joint encoders will measure the the relative

angles θ2r and θ3r at C ′ with respect to the coordinate frame x′y′. This co-ordinate

frame (x′y′) at A′ forms an angle of θ1 relative to the inertial frame at O′. In order to

estimate θ1, both points C,C ′ have to be known. The point C can be estimated using

the feedback from the encoders while point C ′ can be estimated using the position

measurement of the imaging system. The position of C w.r.t. O′, in coordinates of

the inertial frame xy, is given by:

PC/O′ = PA/O′ + PC/A (4.32)

The point PC/O′ is given by:

 xr

yr

 =

 r1.cos(β)

r1.sin(β)

 +

 l2.cos(θ2r) l3.cos(π2 + θ1r + θ2r)

l2.sin(θ2r) l3.sin(π2 + θ1r + θ2r)

 (4.33)

Where, r1 corresponds to the distance horizontal distance between the center of the

first actuator and center of the support column.

The position of the EE with respect to the inertial coordinate frame is used to in-

troduce correction for the deflection in real time. The PSD will provide the position

of the distorted image coordinates (x̄′dis, ȳ′dis) on the PSD image sensor. These dis-

torted image coordinates have to be corrected for radial and tangential lens distortion.

Along with these, the modified coordinates of the image center have to be used in the

estimation. The undistorted image coordinates (x̄′, ȳ′) is given by [117]:
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 x̄′

ȳ′

 =

 x̄′dis

ȳ′dis

 +

 x̌dis(k1r
2
dis + k2r

4
dis) + 2p1x̌disy̌dis + p2(r2

dis + 2x̌2
dis)

y̌dis(k1r
2
dis + k2r

4
dis) + 2p2x̌disy̌dis + p1(r2

dis + 2y̌2
dis)

 (4.34)

where x̌dis = x̄′dis − u0,y̌dis = ȳ′dis − v0, rdis =
√
x̌2
dis + y̌2

dis. u0 and v0 are the position

of the image center obtained from a camera calibration.

The pin hole camera model is used for estimating the position of the EE with re-

spect to a coordinate frame of the camera. Once a measurement is made for EE

position using the camera, the backward projection camera model can be used for

estimating the EE position with respect to a world coordinate frame [118]. This will

be given by:

P̂C′/O′ = RO′/cam(P̂C′/cam −Tcam/O′) (4.35)

Where, P̂C′/O′ is the measured position of C ′ w.r.t the inertial coordinate frame at

O′, P̂C′/cam =


x̄′

ȳ′

z

, measured position of C ′ w.r.t to the camera ordinate frame,

Tcam/O′ is the translation vector which describes the position of the camera coordinate

frame w.r.t to inertial coordinate frame and RO′/cam is the rotation vector which de-

scribes the position of the inertial coordinate frame w.r.t to camera coordinate frame.

The P̂C′/O′ corresponds to the position coordinate (xcamera, ycamera). The vertical

column rotates from O′C to O′C ′ through an angle corresponding to the angle of
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twist. Therefore, θ1 can be estimated by:

θ1 = atan2(ycamera, xcamera)− atan2(yr, xr) (4.36)

The desired position of the EE is point D. If it is to be precisely positioned, the EE

will have to move from the current point C ′ to point D. In order to perform this, the

desired relative angles of the links should be recalculated. Hence, position D with

respect to A′ (PD/A′) are given by:

PD/A′ = PD/O′ + PA′/O′ (4.37)

where PA′/O′ =

 r1.cos(β + θ1)

r1.sin(β + θ1)

.

The vector PD/A′ should be expressed with respect to the rotated coordinate system

A′ for performing the inverse kinematics. The modified desired position coordinates

P̃D/A′ is given by:

P̃D/A′ = RA′(θ1).PD/A′ (4.38)

where RA′(θ1) =

 cos(θ1) sin(θ1)

−sin(θ1) cos(θ1)

, which is the rotation matrix about a vertical

axis through A′.

Since the desired relative position (x̃, ỹ) of the EE is known, the relative angles of

links 2 and 3 can be estimated considering simple geometry and are given by:

cos(θ̃3r) = N = x̃′2d + ỹ′2d − l22 − l23
2l2l3

(4.39)
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sin(θ̃3r) = M =
√

1−N2 (4.40)

θ2r = atan2(M,N)− π

2 (4.41)

Considering Fig. 4.11, using geometry theta1 could be obtained by:

θ1 = atan2(ỹ′d, x̃′d)− atan2(l3sin(π2 + θ2), a1 + l2cos(
π

2 + θ2)) (4.42)

The modified desired relative angles for links 2 and 3 are θ̃2r and θ̃3r, respectively.

The error between the measured relative angle of the joints and modified angle for

relative set point is fed through a PD type controller for each valve. The controller

signal is translated into a voltage signal for controlling each valve. These controllers

are tuned using a trial and error method. A schematic diagram of the proposed

controller is shown in Fig. 4.12.
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Chapter 5

Design and Development of a High

Speed Camera System for Position

Measurement

5.1 Introduction

In many applications of industrial robots, the EE needs to be controlled to track a

desired trajectory or to move to the target positions with speed and accuracy. Pre-

cise measurement of the EE position is important for achieving this objective [119].

There are a number of position measuring techniques in practice today [120]. These

techniques can be broadly divided into two main categories; direct measurement and

non-contact measurement techniques [119]. In the direct measurement techniques,

the position information will be acquired directly using sensors mounted on the robot.

Non-contact techniques avoid any physical contact between target and sensor. Thus,

the measurements must be made with respect to a fixed position on the ground.

Non-contact measurement is especially important when the robot is subjected to an

112
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external disturbance such as compliant support vibration, beam flexing, etc.

Non-contact position measurements usually have two common features: They usu-

ally employ an emitter and a receiver. This gives the EE position from an external

point of reference, providing an absolute measurement. However, one disadvantage

of this method is that it may sometimes interfere with the payload during the actual

robot operation. These sensors either use light [121], [122], [123] or sound [124], [125],

[126], [127] as the medium. Position estimation is usually carried out using time of

flight techniques [128], [129],[130], [131], interferometry [132], [121], [133], projection

of waves [134], [133] , [135] or signal energy density [136].

The current problem is to develop a 2-D position measurement system for a high

speed robotic EE. There are several candidate non-contact position measurement

techniques. Among them, time of flight (TOF) cameras are recently reported in lit-

erature as an emerging technology. However, these are at a very novel stage in their

development. They provide a much lower resolution compared to other cameras and

depth distortion of the images occurs, resulting in erroneous measurements [137]. Zi-

raknejad et al. [138] showed that for a range of distances between 70− 90 cm a TOF

techniques could provide accuracies up to only 0.77 cm. TOF cameras still have a

great number of issues to be resolved, so much further research is needed [131].

Ultra-wide band signals are often used to measure large distances and these have rarely

been used for short range indoor applications. Gentile et al. [139] used ultra-wide

band based TOF techniques to measure range in some indoor applications. However,

the minimum error was reported to be 6 cm for distances up to 45 m. This level

of accuracy is far from sufficient. Saad et al. [126] used ultrasonic sensors for de-
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veloping a low cost indoor measurement system. They obtained an accuracy of over

0.5 mm using cross-correlation and phase-shift of the signal with the TOF. However,

sonar requires multiple sensors and involves complex circuits for signal processing.

These have also not yet been proved viable for high speed applications. Laser inter-

ferometry has been used for robot EE positioning in some studies [121], [140] and

it is capable of producing accurate results. However, in addition to being expensive,

laser interferometry based technologies are not capable of carrying out measurements.

Development of a high-speed camera system is the most viable option for carrying

out 2-D position measurement. In recent years, motion capture system have been

considered in various studies of robot positioning applications. The ARTrack2 mo-

tion capture system was used by Tobergte et al. [141] to track and control the EE of

a medical light-weight robot (MIRO) intended to perform surgeries in patients. This

system uses this off the shelf optical tracking system and inertial measurement unit

(IMU) data for position measurement. The ARTrack2 can only achieve a frame rate

of 60Hz. The Vikon® motion capture system was used for some of the robot position

applications [142], [143]. In a study by Windolf et al. [143] the Vicon® 460 system

provided an accuracy of up to 0.129 mm. The Vicon® T10s is an advanced camera

developed by the same manufacturer which is capable of reaching speeds of up to 1000

fps. Although this is a much superior frame rate, extra time is needed to carry out

image processing to estimate position.

Since the EE of the SCARA arm moves in a plane, a single camera can provide

a simple and low-cost approach for measuring its 2-D position. There are a wide

range of cameras available in the market to perform this task. High resolution charge

coupled device (CCD) cameras have been used for various position estimation ap-
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plications [144]. Nakao et al. [145] and Rousseau et al. [135] used a CCD camera

mounted on the EE of a robot and employed image processing techniques to esti-

mate its position in 6 DOF. The tests showed that a precision of 0.1 mm could be

attained [135]. Complementary metal oxide semiconductor (CMOS) cameras have

emerged as an alternative to the conventional CCD cameras. Unlike CCD sensors, in

CMOS sensors each pixel consists of its own charge-to-voltage conversion, amplifiers,

noise-correction and digitization circuits. Since each pixel carries out the conversion,

it results in parallel operation which increases the bandwidth for high-speed transfer.

CMOS cameras have been reported to be used in several studies as a replacement

for CCD cameras [146], [147], [148]. Fukuzawa et. al [149] used a CMOS camera

system for high speed distance measurement of moving vehicles. The system achieved

a measurement rate of 1000 frames per second at accuracies higher than 99 percent.

PSDs are used in many industrial position sensing applications. These devices can

operate at faster speeds with sampling frequencies of up to 10 kHz. They can also pro-

duce resolutions of up to 2 µm [150] and require minimum interfacing for operation.

A large number of studies have been reported using PSDs for non-contact position

measurement applications. Krouglicof [151], used PSDs to develop a real time posi-

tion and orientation measurement technique for helmets used by fighter pilots. Inoue

et al. [152] used three 1-D PSDs in a triangular shape to cover 360 degrees around

a micro robot with wheels. These were used to estimate the position and orientation

of the robot. The accuracy of the measurement that was directly made on the PSD

was within less than 0.4 mm [152]. In another study, a position measurement system

comprised three laser line projectors fixed externally to the robot. A PSD camera

was used to estimate the position of the robot using the relative position of the lasers.

This system is capable of producing accuracies of up to 0.7 mm in a 60 x 60 mm area
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[134].

PSDs provide a very simple and efficient method for non-contact position sensing

compared to other available methods. The implementation of these sensors require

simple electronic circuits. These devices are capable of operating at much higher

speeds. During the operation, not much data processing is required to estimate the

position and the orientation. Thus, PSD provide a cost effective method to be used

in position measurement applications.

The high-speed imaging device is an important part of the visual servoing system.

Since the robot is operating at very high speeds of up to 2.5 m/s, the camera must be

able to operate at a speed of at least 1 kHz. This chapter considers the development

of this high speed camera using a PSD as the image sensor. It will be used in this

study for position estimation. In the first step, an electronic circuit was designed

and developed for signal conditioning and high speed data acquisition. Then this

electronic circuit was tested for its performance. The 2-D PSD was calibrated next,

in order to estimate the relationship between the position of IR marker and the esti-

mated x, y values for the position. After this, the PSD was used as the image sensor

to construct a camera with a c-mount lens and an IR filter. The lens/sensor assembly

was calibrated once again to estimate the intrinsic parameters of the camera system.

Next, the camera assembly was mounted on a rigid platform and used to measure the

position of the EE. Finally, an interface was developed to carry out data acquisition

through an FPGA.
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5.2 Position Sensitive Detector

PSDs absorb optical power and convert it into an electrical charge. These work on

the principle of lateral-effect present in all semiconductor junctions. When a semicon-

ductor junction absorbs light, there are two voltages that are induced: a transverse

voltage and a lateral voltage. The transverse voltage is commonly used to detect

light; the lateral voltage is not often exploited. However, it can be used to estimate

the position of the light spot. This concept was presented by Schottky [153] and

Wallmark [154]. A schematic diagram showing the principle of the lateral effect can

be seen in Figure 5.1. The photo effect of these devices will vary depending on the

location of the light source on the sensor. The generated photo currents are propor-

tional to the position and intensity of the centroid of light on the active area. The

experiments carried out by Schottky and Wallmark demonstrated that a relationship

exists between this lateral photo voltage and the position of a focused light spot [155].

Wallmark also suggested that this effect could be used on a two-dimensional device

by simply having an additional pair of leads. Usually, lateral-effect photo diodes are

used for the photoelectric effect.

The lateral-effect PSD usually consists of n-type silicon substrate with resistive

layers separated by a p-n junction. The front side of the device which is exposed to

light has ions implanted with a p-type resistive layer. The rear side of the detector

has an ion-implanted n-type resistive layer. The electrodes are placed at opposite

ends of the p-type resistive layer. A light spot within the spectral range with peak

sensitivity of silicon will generate a photo current that flows from the incident point

through the resistive layers to the electrodes. The resistivity of the ion-implanted

layer is extremely uniform so that the photo current at each electrode is inversely

proportional to the distance between the incident spot of light and the electrodes,
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Figure 5.1: A cross section of a 2-D Tetra Lateral PSD

following the principles of a voltage divider. The output of the detector tracks the

centroid of the light spot with high resolution and high linearity.

There are three main types of PSDs commonly found in applications. These are

namely the duo-lateral, tetra-lateral and pin cushion type PSDs.

5.2.1 Duo-Lateral PSDs

Duo-lateral PSDs have two resistive layers on top and bottom. The front side has a

resistive layer with a set of electrodes on the sides. The rear side of PSD has a re-

sistive layer with two contacts on opposite ends as cathodes placed perpendicular to

the electrodes on the front side. A schematic diagram of a duo-lateral PSD is shown

in Fig. 5.2. The equivalent circuit shows that the position signals are generated by

two positioning layers with positioning resistances of Rp. The connection between

the layers can be modeled by a current generator (P ), an ideal diode (D), a junction

capacitance (Cj) and a shunt resistance (Rsh). The ion-implanted top and bottom
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Figure 5.2: The Duo Lateral PSD

layers are made to be extremely uniform so that it maintains the same resistivity.

Since the photo current is divided into only two parts, it increases the resolution and

improves the position detection capability compared to other types.

The photo current induced for each pair of electrodes is inversely proportional to

the distance between the incident light spot and electrodes providing a superior linear

performance over the active area. A reverse bias should be applied to these detectors

to achieve optimum current linearity at high light levels. Some of the sensors available

in the market provide continuous position sensing accuracies of up to 99 % over 64 %

of the sensing area. The complex structure of this PSD makes it more expensive.

5.2.2 Tetra-Lateral PSDs

Tetra-lateral position sensing detectors have a single resistive layer, which consists

of an anode and four cathodes for 2-D position sensing. A reverse bias should be

applied to these detectors to achieve optimum current linearity with the light signals.

A schematic diagram of a tetra-lateral PSD is shown in Fig. 5.3. The tetra-lateral
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Figure 5.3: The Tetra Lateral PSD

PSD can be modeled by considering a current generator, an ideal diode, junction ca-

pacitance and a shunt resistance connected parallel between the front resistive layer

and the anode.

Unlike in duo-lateral PSDs, the photo current is divided into four parts by the

same resistive layer. This results in a greater distortion in the circumference com-

pared to other types of PSDs. These detectors are ideally suited for applications

that require to making measurements over a wide spatial range. They offer a faster

response time, low dark current and a high position linearity. Some of the sensors

provide linearity over 64 % of the total image sensing area.

5.2.3 Pin Cushion Type PSDs

This is an improved version of the tetra-lateral type. Pin cushion type PSDs have

shaped electrodes to increase linearity near the edges. This arrangement greatly re-

duces distortion in the circumference. A schematic diagram of a pin cushion type
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Figure 5.4: The Pin Cushion Type PSD

PSD is shown in Fig. 5.4. In this type of PSD, the positioning resistance of the

sensitive surface will be modeled as shown. As with tetra-lateral type PSDs, it also

has a smaller induced dark current, fast response time and easy bias application. The

main advantage of this type is its superior linear performance over the sensing area.

When the PSD is illuminated by the IR source, a current is induced by the photo-

electric effect. Ideally, the PSD should respond to the position of the IR spot and

not the intensity. The induced current in the anodes will flow through then such that

its magnitude is proportional to the intensity of the source of illumination and the

distance between the illuminated point and the four anodes. In order to reduce the

sensitivity of the PSD to variations in intensity, the output signals from the anodes

should be normalized by the sum of the four currents. Hence, the xy coordinates of

the spot of illumination can be calculated using the equation,

Xp = (I2 + I3)− (I1 + I4)
I1 + I2 + I3 + I4

(5.1)



122

Yp = (I2 + I4)− (I1 + I3)
I1 + I2 + I3 + I4

(5.2)

Where I1,I2,I3,I4 correspond to the induced current in the PSD, and Xp, Yp are the

PSD gains in −x,−y directions.

This equation results in dimensionless quantities for both X and Y. These quanti-

ties should be related to a physical position in the PSD for position measurement

applications. Hence, the PSD should be calibrated to estimate the nonlinear relation-

ship between the currents and the position of the light spot on the image sensor.

5.3 Development of the High Speed Camera Sys-

tem

The PSD is the main part of the camera. It is a non-imaging device which provides

position as current signals. Hamamatsu® S5991-01, 2-D PSD was selected for devel-

oping the camera. A schematic diagram of this PSD is shown in Fig. 5.5. It has

an active area of 9 x 9 mm for spot detection. This is a pin cushion (tetra-lateral)

type PSD. It is expected to provide a superior linear performance over the active area

and a faster response time for the EE position measurement. It has a cathode and

four anodes as electrodes. The anode should be reverse biased with the cathodes and

have a voltage of -5 V. The camera will then be mounted on to a camera housing. A

c-mount lens which has a nominal focal length of 35 mm is used to focus the IR spot

on to the sensor. An IR filter which matches the peak frequency of the IR signal is

used to eliminate the noise from sources other than the marker.
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Figure 5.5: Hamamatsu® s5991 2-D PSD

This PSD gives its peak spectral response to light rays with 700-1100 nm in

wavelength. Therefore, high power IR light emitting diode (LED) from Vishay

(VSMY7850X01) is used as the marker. Fig. 5.6 shows a diagram of this LED.

It will be mounted onto the EE of the SCARA arm. This LED emits IR light with

a peak wavelength of 850 nm. It uses surface emitter technology with high radiant

power and offers high-speed operation with a low rise time. It also allows a continu-

ous direct current flow through the LED up to 1 A, resulting in an intense IR spot.

Compared to other IR LEDs, it emits at a wider angle of 120 degrees. This allows

the EE to be seen by the camera over a much wider operating envelope.

Figure 5.6: Vishay high power Infra Red LED
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5.3.1 Design of the Signal Conditioning Circuit for the Cam-

era

This PSD requires the four anodes and the cathode of the PSD to be reverse biased

for operation. Therefore, cathode of this PSD will be biased at a voltage of +10 V

while the anodes of the PSD will be biased at a voltage of +5 V.

The proposed circuit uses LT1019 precision voltage reference to generate +5 V ref-

erence signal. This chip has a highly stable output performance with an accuracy of

up to 0.05 % and used to generate the +5 V. An operation amplifier (op amp) stage

with a gain of 2 will be used to produce a +10 V voltage. The dual OP295 op amp

was selected for this. This is a single supply operational amplifier which features a

high DC accuracy and a rail-to-rail output swing. This chip produces a lower output

noise in the signal. The op amp and the precision reference will be powered by a reg-

ulator supplying +12 V. A schematic diagram of the circuit showing the connections

of precision reference and op amp for producing the +5 V and +10 V is shown in Fig.

5.7. The cathode of the PSD will be biased with this +10 V while the anodes of the

PSD will be biased with the +5 V.

The circuit that is used to perform the low pass filtering and data acquisition is

shown in Fig. 5.8. The current induced in the anodes are very weak signals that

requires amplification. In addition, a low pass filter is used to remove noise elimi-

nating the high frequency components from the signal. A 1.5 MΩ resistor is used to

increase the signal amplification. This transforms the weak current signal from the

anode to a measurable voltage signal. Using this resistor and a capacitor of 60 pF

will introduce an integration time of 90 µs. The operational amplifier circuit is scaled
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Figure 5.7: The circuit for producing +5 V and +10 V
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Figure 5.8: The circuit to perform low pass filtering and data acquisition
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in such a way that it would induce a voltage signal between 0 V and +5 V depending

on the strength of the light spot. The induced voltage signal once the random noise

is eliminated is given by:

Vf = 5V − if .
R

RCs+ 1 , (5.3)

where Vf corresponds to the induced voltage of the filtered signal, if corresponds to

the induced current of the filtered signal, R is the resistance and C is the capacitance

across the op amp.

The photo current’s analog signals must be converted into digital signals for data

acquisition by an FPGA or a microcontroller. Since this camera is used to make po-

sition measurements of a highly dynamic system the data acquisition should be fast

and accurate. Therefore, a 16-bit analog to digital converter (A/D) (ADS8320) is

used for data acquisition. This ADC chip is capable of performing data acquisition

at 100 kHz with an accuracy of up to 0.1 mV. A SPI is needed to acquire the data

output from this chip.

The total circuit which was designed to use PSD for position measurements is shown

in Fig. 5.9. A printed circuit board (PCB) was designed and fabricated with the

proposed circuit. A final PCB with the PSD is shown in Fig. 5.10.
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Figure 5.9: The total circuit with the PSD
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Figure 5.10: A schematic diagram and printed circuit board for PSD signal condi-
tioning

5.3.2 Calibration of the 2-D PSD

A Newport® 406 precision xy translation stage is used for carrying out calibration of

the PSD. It consists of a pair of micrometers capable of producing linear translations

of up to a 1 µm accuracy in x,y directions. A base plate and a holder assembly is used

to mount the LED. The holder consists of a mount and a socket for placing the LED.

A laser LED (OPV382) by Optek Technology was used as the source of illumination.

This LED emits a wavelength of 860 nm with a narrow beam angle of 6 degrees. A

brass aperture which consists of a 100 µm hole is placed on top of the LED. The PCB

with the image sensor will be fixed on to a sensor mount which can be screwed into

a top plate. The top plate along with the sensor mount is used to cover the setup to

prevent light from escaping into it. The sensor mount can be rotated with the image

sensor to change the orientation of the PSD. The experimental setup used for the

calibration of the 2-D PSD is shown in Fig. 5.11 and Fig. 5.12.



129

LED holder
Laser LED

L ens with 100  µ

   

Top plate

Sensor mount

Image Sensor

m aperture

XY translation table

Base plate

Figure 5.11: The setup used for calibration of the 2-D PSD
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Figure 5.12: Selected photos from the calibration of the 2-D PSD
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The sum of the four anode currents indicates the light intensity of the IR spot. This

needs to be a uniform value in order to improve the accuracy of the results. Hence,

a PID controller was used to maintain the intensity of the LED at a constant value.

A schematic diagram of the PID controller is shown in Fig. 5.13. This controller was

implemented using a PIC18F4550 microcontroller with a MAX541 DAC converter.

The sum of the four currents provided the feedback, while the control signal provided

via the DAC indicated voltage level to drive the LED to maintain a constant IR spot.

A user interface was developed using the MATLAB Guide software to display the four

currents in real time along with the mean and standard deviation. This user interface

is shown in Fig. 5.14. This interface communicated with the PIC18F4550 via the

USB through an emulated RS232 connection. This interface also provided an option

for data acquisition during the calibration process.

2D PSD
PID 

Controller IR LED
+

_

I1-I4

Set point

Σ

Figure 5.13: A schematic diagram of the LED intensity controller

The first step in the calibration process was to align the axes of the PSD with the

axes of the translation stage by rotating it. Once this was completed, a set of 8 x 9

points covering the total 9 mm x 9 mm span of the PSD was obtained for analysis.

The calibration results of the PSD are shown in Fig. 5.15. Surface plots that show

the variation of X,Y with psdX and psdY for the experimental results are shown in
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Figure 5.14: A user interface developed for data acquisition

Fig. 5.16 and Fig. 5.17.

The response surface methodology (RSM) in Design of Experiments(DOE) based

method was used to analyze the data and obtain the results from the calibration data

[156]. DOE techniques enable designers to determine the interaction between the in-

dividual and interactive effects of multiple factors which would affect the final output

results in a given design. The RSM uses mathematical and statistical techniques to

develop a functional relationship between a response variable and a number of input

variables or factors. The actual position provided by the micrometer gauges is con-

sidered the response, and the x,y positions estimated using the PSD equations in 5.1

and 5.2 are considered as factors. The calibration data was analyzed using the RSM

- IV optimal design method [156]. This technique will provide a best fit model for the



133

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1-0.6

-0.4

-0.2

0

0.2

0.4

0.6

PSD X

PS
D

Y

Figure 5.15: x vs y positions obtained using the anode currents for the experimental
results
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experiments carried out.

The StatEase® (Version 8) software was used as a tool for analyzing the experimental

data. The suggested points comprise linear to sixth order models. The best model

is determined based on several statistical parameters. In statistics, the p − value

provides the probability of obtaining a test statistic at least as extreme as the one

that was actually observed. The F − value is used when comparing statistical mod-

els that have been fitted to a data set, in order to identify the model that best fits

the population. The coefficient of determination (R2) is used to indicate how well

data points fit a statistical model.The best model from the study should produce a

lower p, higher F and reasonably agreeing adjusted and predicted R2 that are high

in magnitude with a lower standard deviation. The variation of x,y from the analysis

provided a sixth order model for X and a sixth order model for Y. The sixth order

models for X and Y that were obtained from the calibration are as follows:

X =− 0.029208− 5.72614.Xp + 0.11152.Yp − 0.064731.Xp.Yp − 0.03531.X2
p

− 0.029152.Y 2
p + 0.31523.X2

p .Yp + 0.44659.Xp.Y
2
p − 0.70989.X3

p + 0.046984.Y 3
p

− 0.030985.X2
p .Y

2
p − 0.33308.X3

p .Yp + 0.00571.Xp.Y
3
p + 2.0147.X4

p − 0.10882.Y 4
p

− 0.016453.X3
p .Y

2
p − 0.095985.X2

p .Y
3
p − 0.42426.X4

p .Yp − 0.41511.Xp.Y
4
p

+ 0.96796.X5
p + 0.2577.Y 5

p + 0.32129.X3
p .Y

3
p + 0.22198.X4

p .Y
2
p − 0.095201.X2

p .Y
4
p

+ 0.58163.X5
p .Yp − 0.049314.Xp.Y

5
p − 3.59314.X6

p + 0.087.Y 6
p

(5.4)
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Y =− 0.41116− 0.0009854.Xp + 5.90666.Yp − 0.22986.Xp.Yp + 0.16429.X2
p + 0.3583.Y 2

p

− 0.37884.X2
p .Yp − 0.088692.Xp.Y

2
p − 0.10510.X3

p + 0.72077.Y 3
p − 0.059941.X2

p .Y
2
p

+ 0.018451.X3
p .Yp + 0.094316.Xp.Y

3
p + 0.17215.X4

p − 0.73212.Y 4
p + 0.23018.X3

p .Y
2
p

− 0.15670.X2
p .Y

3
p + 0.017811.X4

p .Yp + 0.13505.Xp.Y
4
p − 0.17281.X5

p − 0.43507.Y 5
p

(5.5)

Where X,Y are the actual position of the IR spot on the PSD.
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Figure 5.16: The variation between X vs Xp and Yp

The proposed models should be used to correct the position obtained by the four

currents. It will eliminate the non linearites due to the pin cushion effect. The cor-

rected position is obtained using the equations 5.1, 5.2, 5.4, 5.5 and the measured
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Figure 5.17: The variation between Y vs Xp and Yp

positions are shown in Fig. 5.18. The reconstructed model shows that the experiment

produces an accurate model for estimating the actual position of the IR spot on the

image sensor using the induced currents.

Implementation of a sixth order function introduces delay and complexity for a real

time controller. Hence, more simpler third order model for X,Y was used during the

actual controller implementation.

5.3.3 Design of the Camera

The camera consists of a PCB with the PSD and electronic circuitry, a lens and a

filter. A c-mount lens with a nominal focal length of 35 mm is used to focus the light

onto the PSD. This lens offers a field of view covering an area of 200 mm x 200 mm at



137

−4 −3 −2 −1 0 1 2 3 4

−4

−3

−2

−1

0

1

2

3

4

X /(mm)

Y
/(
m
m
)

Figure 5.18: The corrected position of IR spot obtained using the four currents
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a distance between 800 mm and 950 mm. The aperture of the lens is kept in fully open

position during the operation in order to allow the maximum amount of light onto

the sensor. An IR filter with a band-pass frequency of 850 nm is used in front of the

lens to reduce background illumination and noise other than from the marker. These

components are mounted onto a housing made out of ABS plastic. This housing uses

a DB9 connector for data acquisition and power. The camera is powered by a 15 V

supply. A schematic diagram of the camera design is shown in Fig. 5.19. The final

camera once it is fabricated is shown in Fig. 5.20.

IR Filter

C-mount
Lens

Camera Housing

Camera Cover

Image sensor &
Signal Conditioning

Circuit

Figure 5.19: An exploded view of the proposed camera

The camera needs to be calibrated before it is able to be used for making measure-

ments. The calibration process relates the point of projection on the image sensor
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to the position of the target considering the intrinsic and extrinsic parameters of the

camera system. A rigorous calibration process will result in accurate and repeatable

results. There has to be more emphasis on the calibration process since the camera is

to be used for position measurement as compared with the study by Wang et. al [119].

The calibration process of a camera with a PSD as the image sensor is different

from that of a conventional camera. It consists of three stages. In the first calibra-

tion stage, the image sensor has to be calibrated. This is to obtain a model of the

relationship between the currents and the position of an IR spot on the PSD. This is

necessary to account for the non-linearities from the pin cushion effect. In the next

stage, the complete camera unit has to be calibrated using a camera calibration setup

at Memorial University. This is used to obtain the intrinsic parameters of the camera

unit. In the final stage, an on-site calibration is carried out to estimate the extrinsic

parameters of the camera once it is mounted near the robot EE.

5.3.4 Calibration of the Camera Unit

The intrinsic parameters of the camera has to be estimated if this unit is used for

position measurement. In the field of machine vision, camera calibration refers to the

experimental determination of a set of parameters that describe the image formation

process for a given analytical model of the machine vision system [117]. In order to

achieve high accuracy and robustness of the measurements, the intrinsic parameters

of the camera need to be estimated with precision. These intrinsic parameters in-

clude effective focal length, image center, radial and tangential distortion parameters

and the scale factor. These parameters can be estimated only by a rigorous camera
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Figure 5.20: The final camera once fabricated

calibration process. There are several methods proposed in the literature that can

be used for calibrating a PSD camera. The methods proposed by Heikkila [118] and

Rahman and Krouglicof [117] were used for calibrating this PSD camera.

Heikkila’s method considers an array of markers as the calibration target. There

are three main steps in this procedure. In the first step, an initial estimate for both

intrinsic and extrinsic parameters are obtained. Next, an iterative search method is

employed by minimizing the weighted sum of squared differences between the obser-

vations and the model to estimate the parameters of the forward camera model. In

the third step using a backward projection model, the radial and tangential distortion

parameters are obtained. The method proposed by Rahman and Krouglicof minimizes

the error between the reconstructed image points and their experimentally determined

counterparts in a distortion-free space. In addition to this, unit quaternions are used
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for expressing spatial orientation and an analytically derived Jacobian matrix in the

numerical solution. According to Rahman and Krouglicof [117], latter method pro-

duces accurate and robust results over a wide range of values for lens distortion.

Precision is an important factor if the camera is used for metrological applications

[118]. Therefore, this camera is mounted onto a camera calibration setup. The setup

comprises a precision XY table with two stepper-motor-driven ball-screw assemblies.

This table is capable of producing a translational resolution of up to 0.0005 in. It

also provides backlash compensation during its movement. A high power IR LED

was used as the calibration target. This provides a point during the calibration. The

target LED was displaced every 5 mm, through a predefined square grid of 150 mm x

150 mm. The camera acquired the current values at each of the nodes. Three parallel

planes that are 12.7 mm apart were considered and data were collected. This resulted

in a total of 2700 calibration points. The calibration setup for the camera is shown

in Fig. 5.21.

Once the calibration data was obtained, it was analyzed using the algorithms pro-

posed in Heikkila [118] and Rahman [117]. A summary of the results of a selected

calibration run is tabulated in Table 5.1.

Table 5.1: The summary of calibration results

Calibration Parameter
Method SF f u0 v0 k1 k2 p1 p2 ε
Heikkila 0.9972 34.70 1.60 -0.92 -2.6 0 5 -5.4 9.2
Rahman 1.0403 35.92 2.87 -0.93 -3.2 0 2 -9.9 8.2

SF corresponds to the scale factor; f is the focal length, k1, k2 are the coefficients
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Figure 5.21: A schematic diagram of the onsite calibration setup
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of radial distortions in units of 10−3mm−2 and mm−4; p1, p2 are the coefficients of

tangential distortions in 10−4mm−1 and 10−3mm−1 units; and (u0,v0) are the coor-

dinates of actual position of the image center in mm, ε is the standard deviation of

error of the reconstructed model.

The reliability of the calibration depends on the repeatability of the results. The

discrepancy between the original calibration data and the reconstructed model is in-

dicative of how well the calibrated model fits the calibration data. This is known

as the standard error of the calibration model. The standard deviation of the error

of the reconstructed model is higher in Heikkila (9.2 µm) compared to Rahman and

Krouglicof (8.2 µm). Therefore, the estimated camera parameters from the method

proposed in Rahman and Krouglicof [117] were selected for developing the camera

model. Multiple calibration runs proved that these calibration results are repeatable.

5.4 On-site Calibration of the Camera

The position and the orientation with respect to a world coordinate frame has to be

known for this camera to be used for position measurements. These parameters of

the camera can be obtained by using a closed form solution. However, for accurate

estimation of the position of the EE, parameters related to the robotic system should

also be known with a degree of accuracy. The joint angles of the robot are provided

by joint encoders. These measure the joint angles with high accuracy and reliabil-

ity. However, the link lengths that are obtained through direct measurements may

have uncertainties. Therefore, an on-site calibration methodology is proposed in this

section to estimate these parameters of the system. This on-site calibration system

is based on an iterative procedure to minimize the error between the actual position
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Figure 5.22: A schematic diagram of the onsite calibration setup

obtained by using the encoders and the position obtained using a forward camera

model. Due to the nonlinear nature of the problem, an iterative method is used to

obtain the required parameters. The on-site calibration offers improved accuracy and

efficiency providing the required parameters for an accurate transformation of the

measurements made by the camera to a global fixed coordinate system. A schematic

diagram of the on-site calibration setup is shown in Fig. 5.22. In the given figure,

Ow represents the world coordinate system and Oc the camera′s coordinate system.

The current problem considers the EE position E of the SCARA manipulator. An

expression for the position of the EE with respect to the global coordinate can be

obtained using simple geometry. Joint angles obtained by encoders can be used to

estimate the EE position. If the position of the EE w.r.t. to the fixed coordinates is
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denoted by wP, it could be expressed by:

wP =



l2.cos(θ2) + l3.cos(π2 + θ2 + θ3)

l2.sin(θ2) + l3.sin(π2 + θ2 + θ3)

0

0


(5.6)

Where θ2 and θ3 are the joint angles obtained using the encoders in joints 1 and 2,

and l2, l3 are the link lengths.

According to the Euler’s theorem, the most general displacement of a rigid body

with a fixed point in space can be represented using a single rotation of the body

about an axis through that fixed point [157]. Therefore, to represent the pure ro-

tation of a body in 3D, three independent rotations about three independent axes

should be considered. When these rotations are expressed with respect to the carte-

sian xyz coordinate system, they are defined in terms of Euler angles. These angles

refer to roll (rotation about x), pitch (rotation about y) and yaw (rotation about z).

These angles will be used to define the rotation of the camera with respect to the

world coordinate frame. The successive rotations around x,y,z axes are given by Rx,

Ry and Rz. The rotation of the camera with respect to a world coordinate frame is

given by the 3 x 3 Ortho-normal rotation matrix cRw:

cRw = Rz.Ry.Rx (5.7)
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cRw =


cosθ −sinθ 0

sinθ cosθ 0

0 0 1

 .


cosφ 0 sinφ

0 1 0

−sinφ 0 cosφ

 .


1 0 0

0 cosψ −sinψ

0 sinψ cosψ

 (5.8)

The transformation from the world coordinate frame to camera’s coordinate frame

can be performed by considering a 4 x 4 homogeneous transformation matrix (cTw)

and a camera matrix (KC) to perform the perspective transformation. This is also

known as the forward camera model. The estimated position of the EE with respect

to the camera (cP̂) using the encoder data will be given by:

cP̂ = KC × cTw × wP (5.9)

The camera matrix KC is given by:

KC =


sf 0 u0 0

0 f v0 0

0 0 1 0

 (5.10)

Where f is the effective focal length, s is the aspect ratio and (u0, v0) is the position

of the image center.

The transformation matrix cTw can be decomposed as:

cTw =

 cRw
ctw

0 1

 (5.11)
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Where cRw gives the rotation matrix of the camera w.r.t. world coordinate frame

and ctw = [tx, ty, tz]T describes the translation between the camera and the world

coordinate frame.

The parameters s, f , u0, v0 are the intrinsic parameters and the parameters l1, l2, φ,

ψ, θ, tx, ty, tz are the extrinsic parameters of this model.

Due to the nonlinear nature of the forward camera model, there are no direct es-

timators of the parameters so that it would produce an optimal solution in a least

square sense [118]. Therefore, an iterative search technique minimizing the weighted

sum of squared differences between the observations and the model is used. A cost

function is formulated to minimize error between the EE position estimated using

equation 5.9 and the actual position measured by this camera. If C is the total cost,

it will be given by:

C = argmin

√∑
∀i

(cP̂i − cPi)2 (5.12)

A schematic diagram showing the proposed optimization problem can be seen in

Fig. 5.23. The Levenberg Marquardt (LM) algorithm [158] is employed to solve the

optimization problem and obtain the parameters which minimize the given objective

function. If the initial values are efficiently selected, only a few iterations will be

needed to arrive at the optimum solution. The intrinsic parameters were obtained

during the previous calibration. However, if the root mean square error (RMSE)

returns a higher value some of the intrinsic parameters need to be re-estimated con-

sidering the values from the previous calibration stage as the initial values so that the
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RMSE returns a lower value.

Xc = Kc. 
cTw . Xw

+ _

e

Xc XcXw

Figure 5.23: A schematic diagram of the on-site calibration setup

The proposed algorithm was validated by conducting an on-site calibration with the

proposed visual servoing system. The details of these experiments and a discussion

of results are presented under Section 7.3.1.



Chapter 6

FPGA Based Embedded Controller

for a High Speed Visual Servoing

System

6.1 Introduction

Motion control systems play a major role in the control of different types of indus-

trial automation devices [159]. For most robotic applications, a controller which is

compact sized and easily reconfigurable is preferred. In recent years, FPGAs are pre-

ferred to ASICs in industrial control applications. The rapid progress of very large

scale integration (VLSI) technology and electronic design automation techniques in

recent years has created an opportunity for the development of complex and compact

high-performance controllers for industrial electronic systems [160], [12]. System-on-

a-Programmable-Chip (SoPC) architectures have been increasingly used for robotic

applications. These architectures integrate the tasks of different chips onto one chip

which produce a more compact version of a control chip [161]. The fact that a virtual

149
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processor can be configured together with the hardware design provides these designs

with a much greater flexibility. This allows the powerful features of hardware designs

to be integrated with complex software algorithms. Motion controllers that use the

features of both hardware and virtual processor technology are still at a novel stage.

Most applications that require high-performance on board processing and reconfig-

urable electrical hardware to carry out different missions can use FPGAs [162]. FP-

GAs are capable of performing a range of operations, such as signal acquisition, signal

conversion and data communication along with the implementation of control laws.

Their ability to perform parallel computations is useful in handling large computa-

tional loads [163]. The advantages of FPGAs include low cost, confidentiality of a

specific architecture, limited power consumption, low heat production reliability and

improved control performance [12]. Execution time of algorithms can be dramat-

ically reduced by designing dedicated parallel architectures, allowing FPGA-based

controllers to reach the level of performance of their analog counterparts without the

same drawbacks [12]. In recent years, FPGAs have been used in a wide variety of areas

including image processing ([164]), machine vision ([165], [166], [167]), telecommuni-

cation systems ([165],[166]), digital signal processing ([168]), video decoding ([169]),

medical applications ([170]), space applications ([171]), traffic control applications

([172]), multimedia applications ([173]), remote sensing and mapping ([174]), 3D map

development for autonomous navigation ([175]) and robotics ([176], [177]).

Since the FPGAs implement functions using low level hardware, they are capable

of providing considerable bandwidth and speed to the controllers. A closed loop

current controller proposed by Zhou et al. [178] consisted of two loops that could

reach sample frequencies of up to 40 kHz with a bandwidth reaching up to 5 kHz.
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In another study, Jezernik and Rodic [179] implemented a discrete-event controller in

digital logic which had a very high rate of execution. When compared to conventional

second-order controllers implemented with traditional amplifiers, the design proposed

in this study resulted in increased performance, better efficiency and improved load

estimation since the logic operations are executed simultaneously.

There have been a number of studies in recent years using FPGAs for control system

applications. These include a number of control system applications. A control of a

permanent magnet alternating current servo motor using FPGA technology was pro-

posed by Tzou and Kuo [180]. Programmable logic arrays were used for the position,

velocity, torque and current control of the servo motor. Li et al. [181] implemented a

fuzzy logic controller for wall-following, corner control, garage-parking and parallel-

parking using an FPGA chip for an autonomous car-like mobile robot. Zuhang et al.

[182] demonstrated the implementation of a pulsed neural network with a non linear

look up table using an FPGA. It used no multipliers in order to improve the com-

pactness of the hardware circuits. The performance of this system was demonstrated

for estimating friction in a precision linear stage.

Chan et al. [183] proposed a novel distributed-arithmetic (DA) based proportional-

integral-derivative (PID) controller algorithm. It used an FPGA design to accommo-

date more logic elements and arithmetic functions. It was also designed to reduce

power consumption. This controller was demonstrated to have 80 % savings in hard-

ware utilization and 40 % savings in power consumption compared to a multiplier-

based scheme. In another study, Chakravarthy et al. [162] developed a PID based

control system to drive miniature DC motors using FPGAs. This system comprises

a hardware module for counting encoder pulses to estimate the angular position of
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the motor, and a hardware module for producing the pulse width modulation (PWM)

signal to drive the motor inside the FPGA. The software was developed to implement

the PID control algorithm using a hardware module and an on-chip processor.

6.2 Structure of the Proposed Controller

The proposed high speed, PBVS system integrates a 2-D PSD-based optical posi-

tion sensing system as the exteroceptive sensor, and high resolution joint encoders

as proprioceptive sensors. A single chip solution based on reconfigurable hardware

was adopted for implementing the complete controller architecture including the in-

terfaces for the sensor suite as well as the computational elements associated with the

kinematics and control laws. The entire robot controller was implemented exclusively

in a Cyclone III FPGA. A virtual processor was synthesized and implemented in the

same FPGA to handle the computationally intensive elements of the controller. The

high speed SCARA arm with the visual servoing system is shown in Fig. 6.1.

FPGAs allow hardware based implementation of various input/output (IO) func-

tions. The input interfacing consists of encoder signals and the input channels of the

camera. The output interfacing comprises controller signals to the DAC. A NIOS

II virtual processor system was configured with a timer, an on-chip memory, JTAG

UART, system identification and input/output pins.

Input interfacing of the controller consists of feedback from encoders and a high speed

camera. The feedback from joint encoders consists of two pulse trains. Quadrature

decoding is implemented in hardware to calculate the joint angles and obtain the di-

rection of rotation. The high speed camera provides the position measurement using
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Figure 6.1: Proposed high-speed visual servoing system
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four digital channels. These consist of the outputs from four 16-bit analog to digital

converters (ADC). The output of the ADCs are obtained via SPI/In interface im-

plemented in hardware. The EE position is estimated in the virtual processor using

these signals.

Four different controllers are implemented using the FPGA for controlling the robot.

These include software based PD, hardware based PD, set point modification and

single time scale visual servoing type controllers. The PD control strategy used only

the encoder feedback for estimating the control signal. The SPMC used the EE po-

sition and encoder angles as feedback. It uses the estimated angle of twist due to

torsional vibration of the support column to introduce a correction in the control

signal. Single time scale viusal servoing requires the feedback from both optical en-

coders and high speed camera. It uses the manipulator Jacobian along with the EE

position to estimate the control signal. Except for the hardware based PD controller,

all controller algorithms were implemented using the NIOS II virtual processor system.

The electro-hydraulic servo valves require an analog voltage between ±5 V. The

control signal is converted into an analog signal using a 16-bit DAC. Therefore, an

SPI/Out module is implemented in the hardware to output the digital signal. The

signal to drive the servo valve has to be amplified using an op amp circuit.

The proposed motion controller used dedicated software and hardware modules to

implement the controller. This system was integrated and implemented in an Altera®

DE0 series FPGA by Terasic. The Altera® DE0 is a low end FPGA, shown in Fig.

6.2. The analog electronics which consist of a DAC and an op amp circuit for the

servo valve voltage is implemented in a conventional analog printed circuit board.
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Figure 6.2: The DE0 development board

This chapter details the details the development of hardware based embedded system

for controlling the robot.

6.3 Development of the Sub-components of the Mo-

tion Controller

6.3.1 Implementation of Quadrature Decoders for Estimat-

ing Encoder Angles

The quadrature decoders were implemented in the FPGA using the methodology

proposed in Krouglicof [184]. The joints of the SCARA robot are instrumented with

encoders. In digital closed loop motion control systems, optical encoders are often

used to translate the rotary motion into a digital signal. Optical encoders consist
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Figure 6.3: The channels of the encoder

of an emitter and detector. The emitter is usually a LED while the detector is a

photo diode. There is a code wheel between the emitter and the detector. This code

wheel comprises a series of radial slots which interrupt the light from the emitter.

The angular displacement can be estimated by counting the number of slots that pass

through the emitter. However, if the direction of the rotation is needed, a second set

of slots is required. In a typical encoder, the emitter/detector pairs are placed on

the circumference of the code wheel in such a way that the first detector (channel A)

reads the slot and the second detector (channel B) reads the bar so that Channel A

is quadratic (shifted by 90◦) to channel B. These signals are usually detected with

reference to a clock signal. This is illustrated in Figure 6.3.

Channels A and B could comprise four possible states with respect to the clock signal.

These four states are further illustrated in Table 6.2. Therefore, considering the past

binary state and the present binary state of the two signals, it can be established

whether the angle should be incremented or decremented. As the signals from both

channels produce four different states, it results in a resolution of four times the basic
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Figure 6.4: Edge detection circuitry for quadrature decoding

resolution of the code wheel. Hence, the 2000 pulse/rev encoder results in a total an-

gular resolution of 8000 pulses/rev. These four states were implemented using four

Table 6.1: State transitions of the encoder

State Channel A Channel B
1 1 0
2 1 1
3 0 1
4 0 0

D-type flipflop modules. Edge detection circuitry for quadrature decoding is shown

in Fig. 6.4. By using two flip flops per channel, a 2-bit register can be implemented.

The 2-bit register will store the possible states. By using state transition, it can be

determined whether the encoder count is incremented or decremented. The truth ta-

ble for carrying out this logic operation is shown in Table 6.2. In order to perform the

quadrature decoding operation, the edge detectors should operate by sampling the

incoming channels at a frequency significantly higher than the fundamental natural

frequency of the encoder. As in Krouglicof [184], the state machine for counting the
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Table 6.2: State transitions of the encoder

State transition Flipflop outputs Count
Past State Present State 1 2 3 4

1 2 1 1 1 0 UP
2 3 0 1 1 1 UP
3 4 0 0 0 1 UP
4 1 1 0 0 0 UP
1 4 0 1 0 0 DOWN
4 3 0 0 1 0 DOWN
3 2 1 0 1 1 DOWN
2 1 1 1 0 1 DOWN

number of pulses is implemented by means of a truth table. It was coded using the

Verilog hardware description language.

6.3.2 Implementation of the Interface for the High Speed

Camera

The control algorithm uses the feedback of the EE position using a high speed imag-

ing system. This imaging system consists of a camera with a 2-D PSD as the image

sensor. It provides the position signal in terms of four voltage signals. It requires

signal conditioning prior to data acquisition. A low pass filter is used to eliminate

high frequency noise from these channels. Then the voltage signal is amplified using

an operational amplifier circuit. A 16-bit ADC is used to convert this signal to a

digital signal for data acquisition. A schematic diagram of the PSD is shown in Fig.

6.5.

The data acquisition from this chip is carried using the standard SPI/In mode.

Three logic signals are required to perform this operation: the clock signal (SCLK),

chip select (CS) and data signal (DAT). The data transfer is initiated by setting the
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Figure 6.5: The schematic diagram of the PSD
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Figure 6.6: The schematic of the timing diagram of ADS8320 chip

CS signal from a high state to a low state. When the clock signal is configured at a

suitable frequency, it will clock the data signal bit by bit in digital logic form on the

corresponding rising edge. The basic timing diagram for the SPI/In interface for the

ADC (ADS8320) is shown in Fig. 6.6.

The camera output consists of four voltage channels from separate ADCs. Multiple

SPI/In protocol is used for data acquisition in the proposed design with a common

CLK and DAT and a CS for each ADC. The timing diagram for the multiple SPI In

interface for the PSD is illustrated in Fig. 6.7. This was implemented in hardware

using the Verilog HDL. The clock was configured at a frequency of 98 kHz. Once the
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Figure 6.7: The schematic of the timing diagram of Multiple SPI/In interface for the
high speed camera

chip select is set to low, the data signal is clocked with MSB first into a data register.

Once a data bit is acquired a shift register will move each data bit by one position

towards the left side of the array. This is repeated for the next 23 clock cycles before

the chip select is set to high. The last 16 bits of the data array correspond to the

value of the 16-bit digital voltage signal. The data is read after 2 clock cycles (20.5

µs) when CS is set to low. After 4 clock cycles (41 µs) the CS of the next ADC is

set to low and the process is repeated until the next data point is acquired. This is

repeated for all the ADC converters. At the clock speed considered, data acquisition

is carried out at a sampling rate of 825 Hz. The data signal consists of 2-3 bits of

noise at times. Therefore, one more stage of signal conditioning is required. This is

carried out using a median filter for noise removal.

6.3.3 Implementation of the Servo Valve Driver Interface

The Moog G761 servo valve is used to control the flow from the actuators of the

robot. The control signal is a 16-bit digital signal. It must be converted into an

analog voltage signal to drive the servo valve. Therefore, Max541 was used to con-

vert this control signal into an analog voltage signal. The MAX541 has a resolution
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Figure 6.8: The schematic of the timing diagram of MAX541 chip

of 16 bits with an accuracy up to ± 1 bit. A standard 3-wire SPI/out interface is

required to load data on to the latch of the DAC. The three signals are CS, SCLK

and DAT. The data transfer begins immediately following a high-to-low transition of

the CS signal. The 16-bit DAT signal is shifted synchronously from the FPGA pin

and latched into the data input pin of the DAC on each rising edge of the SCLK.

Once the 16 bits of data have been loaded into the data register of the input pin its

contents are transferred to the DAC’s latch on low-to-high transition of the CS. This

value will then be converted into an analog voltage signal and it will be retained until

it receives the external value. Once this task is completed, a new value is loaded into

the DAC’s latch. The timing diagram for the MAX541 chip is shown in Fig. 6.8.

The robot consists of two servo valves with actuators. Hence, it requires two si-

multaneous control signals. Since two DACs are used, the data communication is

performed using multiple SPI/out protocol. This would serially transfer the two con-

trol signals from the FPGA to the two DACs. In order to perform this task it uses

common signals for SCLK and DAT along with two signals for CS. The module for

the SPI/out interface was implemented in FPGA using Verilog HDL. The frequency

of SCLK was configured at 390 kHz. It uses two 16-bit data registers to store the
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Figure 6.9: The schematic of the timing diagram of multiple SPI/Out for servo valve
driver circuit

control signals. The transition of CS from a high logic level to a low logic level on

the first chip will activate data transfer. It will latch the DAT signal into the DAC

on every rising edge of the SCLK. Once it repeats for 16 clock cycles, CS is set to a

high logic level once again. After an interval of 10.2 µs, the second CS will be set to a

low logic level. The above described process will be repeated. Once the data transfer

is complete, the logic level of the second CS will be set to high. There will be an

interval of 563 µs before the first CS is set to a low logic level once again. The overall

data transfer rate of the operation is 1.5 kHz. The timing diagram of the multiple

SPI/out interface is shown in Fig. 6.9.

This DAC converts the 16-bit digital voltage signal into an analog control signal

between 0 - 2.5 V. The servo valve requires an analog voltage signal between -5V to

+5V. Thus, the output signals from the DAC should be re-scaled in order to drive

these signals. This operation is performed using two operation amplifier stages as

shown in Fig. 6.10. The op amp TL072 from Texas Instruments was used in the first

stage. It has low input bias with low offset currents with a fast slew rate. In the first
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Figure 6.10: The servo valve driver operational amplifier circuit

operational amplifier stage:

2.5− Vin
10k = Vin − VB

10k (6.1)

VB = 2.Vin − 2.5 (6.2)

The first op amp stage will linearly scale the output of the Max541 chip from 0 - +2.5

V to -2.5 V and +2.5 V.

The Moog® G761 servo valve will require a current of up to 20 mA. Therefore, a

high current op amp (OPA547) is used in the final stage. This op amp is capable

of driving any load which requires a continuous current of up to 500 mA. Since this

op amp stage provides a gain of two, the corresponding voltage for driving the valves

would be between ± 5 V. Therefore, in the second op amp stage:

VB − 0
10k = Vout − VB

10k (6.3)

Vout = 2VB (6.4)
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Vout = 4Vin − 5 (6.5)

6.3.4 Development of the NIOS II Virtual Soft Processor

System

A virtual processor can be integrated with the hardware designs of an FPGA. This

provides a greater flexibility for the designers to integrate powerful features of hard-

ware with complex software algorithms. Motion controllers that use the features of

both hardware and virtual processor technology are still at an early stage in their

development. Altera Corporation developed the Nios II virtual soft processor, which

can be instantiated on any Altera FPGA device. The NIOS II soft processor is fun-

damentally a high performance 32-bit Reduced Instruction Set Computing (RISC)

architecture embedded computer. It delivers unprecedented flexibility for real-time,

ASIC-optimized applications and processing needs. A Nios II processor system con-

sists of a processor core, on-chip memory, a set of peripherals and interfaces imple-

mented on a single device [13]. Similar to contemporary microcontrollers and micro-

processors, it uses a consistent set of instructions and a programming model. The

NIOS II processor system was used to implement the EE position estimation and

proposed set point modification based controller. The PD control algorithm was also

implemented in this processor.

A common interface is required to facilitate communications between the processor

and peripherals. The Avalon Memory-Mapped (Avalon-MM) interface is used for this

purpose [14]. The peripherals are connected to the Avalon bus which supports dy-

namic bus sizing. This allows peripherals with different data widths to be connected

on a single bus. It is designed to facilitate the integration of on and off chip processors



165

and peripherals into a system on a programmable chip.

Hence, the Avalon Memory-Mapped (Avalon-MM) interface provides a basis for imple-

menting the address-based read/write interfaces found on master and slave peripher-

als such as microprocessors, memory, UART, timer, etc. This allows any master-type

peripheral to be connected to any slave-type peripheral without a priori knowledge

of either the master or slave interface. The Avalon-MM interface defines the signal

type, the behavior of the signals and the types of transfers supported by these signals.

The Qsys system integration tool is provided in Quartus IDE version 11.1 for de-

signing the virtual processor system [14]. It saves a significant amount of time and

effort in the FPGA design process by automatically generating the interconnect logic

of the intellectual property (IP) functions and subsystems. Qsys provides a power-

ful FPGA-optimized network-on-a-chip (NoC) technology which can deliver a higher

performance, improved design reuse and faster verification.

A NIOS II soft processor and a set of peripherals were used for implementing the

proposed controller. The design of the proposed processor system is shown in Fig

6.11. It uses a processor, a timer, an on-chip memory, JTAG UART, system iden-

tification and input/output pins. A standard variant of the NIOS II processor core

(NIOS II/s) was selected for the current application. The Nios II/s standard core is

a processor with a smaller core size. The On-chip logic and memory resources are

conserved in this processor at the expense of execution performance. An instruction

cache of 2 kBytes was configured for the 32-bit Avalon-MM master port. It performs

the function of fetching instructions to be executed by the processor. The cache

memory units can also improve the average memory access time. This processor is
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capable of accessing up to 2 GB of external address space. It is also enabled with

a feature for exception handling which includes software traps, unimplemented and

illegal instructions.

On-chip memory is the simplest type of memory that can be implemented in an

FPGA-based embedded system. This is because it is implemented in the FPGA itself

and so external connections are not necessary. The on-chip memory has the fastest

access time as compared to off-chip memory. A maximum on-chip memory of 40,560

bytes was configured as the C code to include complex trigonometric functions and

data arrays.

The processor requires a JTAG debug module to perform communications. The JTAG

UART core with the Avalon Interface provides a method to communicate between a

host PC and the System on a Programmable Chip. The host PC is connected to the

FPGA via the Altera USB Blaster. The JTAG eliminates the need for a RS-232 serial

communication interface for the simple character IO. Altera provides JTAG terminal

software running on the host PC that manages the connection with the target, de-

codes the JTAG data stream and displays messages on screen. The JTAG UART is

used for data acquisition. It also facilitates the data transfer from the FPGA to the

host computer. The JTAG UART establishes the connection with the host PC and

downloads C code into the FPGA.

The Interval Timer core with Avalon interface is an interval timer for Avalon-based

processor systems. It provides the controls to start, stop, and reset the timers. These

timers can be used to implement interrupt service requests (IRQs), watch dog timers

or simple periodic pulse generators. The proposed controller needs to execute func-
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tions and calculate the control signals at a specific interval. An IRQ can be used to

execute functions at a given interval. An interval timer is used to trigger an IRQ at a

1 ms interval. The interval timer core is builder-ready and integrates easily into any

Qsys builder-generated system.

A set of programmable input/output (PIO) pins were configured in the design to facil-

itate data communication between different modules of the program. The PIOs were

used as both input and output buses. The input buses were configured for obtaining

readings from encoders and from the four output channels of the high speed cam-

era. When the PD control algorithm is executed in the Nios processor, the controller

signals need to be transferred to the SPI/Out module. A data bus was configured

for this. The output buses provided set points of the EE (x,y) position, theta 1 and

theta 2, controller gains and some of the reset signals. The buses used for feedback

and for providing the control signal had a bus width of 16 bits. The P,D gains of the

controller were assigned in the Nios processor. These were transferred to the hard-

ware controller modules via 32-bit buses. In addition to these, single bit output pins

were configured for resetting the encoder readings to zero and to select the mode of

operation (whether hardware or processor based) for the control algorithm.

A system identification peripheral was used in the design to prevent accidental down-

loading software compiled for a different Nios II system. It allows the Nios II Flash

Programmer to validate the target design before downloading it. The Qsys integration

tool was used to develop the virtual processor system. It provides these components

as a set of blocks and presents a visual interface in which various components can be

dragged into the design to complete the connections. Then the design is compiled to

generate the Verilog HDL file to be included in the hardware design.
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6.3.5 Implementation of the Hardware PD Controller

In this study, the PD control algorithm for controlling the robot was implemented

in both hardware and software. The hardware version controller uses basic logic op-

erations comprising adders and multipliers to implement the PD control algorithm.

Fig. 6.12 shows a schematic diagram of different blocks which constitute the hardware

based PD controller for a given joint.

The error is obtained by subtracting the set point from the feedback signal. This

is implemented in logic operations as an addition between the set point and the 2’s

complimented encoder signal. Since the set point and feedback encoder angle were

considered as 16-bit binary numbers, the resulting error will also be a 16-bit binary

number. The proportional and derivative gains of the controller are considered as

32-bit binary numbers. The first 20 bits of this binary number correspond to the inte-

ger portion of the number and the trailing 12 bits correspond to the decimal portion

of the number. In the algorithm, proportional gain will be multiplied by the error.

Since the proportional gain is a 32-bit binary number and the error signal is a 16-bit

binary number, a 48-bit binary multiplication operation is carried out between these

variables.
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The error signal is considered with the error at the previous instant of time for the

next operation. This error signal is subtracted with the previous error using an op-

eration similar to the above one. This will result in a 16-bit binary number. Similar

to the earlier case, the derivative gain will also be considered as a 32-bit binary num-

ber with 20 bits for the integer portion and 12 bits for the decimal portion. Next,

the error rate is multiplied by the derivative gain in a 48-bit binary multiplication

operation. The two 48-bit binary numbers which is a result from the multiplication

of proportional gain with the error and derivative gain with the error rate are added

together making the result a 48 bit binary number. The operations implemented in

the hardware based logic elements are given by:

e = SP − FB (6.6)

CT = P.e(t)−D.[e(t)− e(t− 1)] (6.7)

Where e(t) is error at time t, e(t−1) is error at time t-1, SP is setpoint, FB is encoder

angle, P and D are the proportional and derivative gains and CT is the control signal.

The control signal requires a 16-bit binary signal. Therefore, the first 36 bits of

the control signal are considered ignoring the decimal bits. Depending on the most

significant bit (MSB) of the binary number, a comparator is used to check whether

the value of the control signal has reached saturation. If the value of the MSB is 0 and

if the control signal exceeds 32,767 in decimal value, the control signal is considered

to be 32,767. If the value of the MSB is 1 and if the control signal exceeds 32,768, in

decimal value, it is considered as 32,768 since the negative numbers are represented
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based on 2’s complement binary operations.

The software based PD controller was deployed in the NIOS processor. It was soft-

coded using the C language. The PD controller which is softcoded is given by:

e = SP − θ (6.8)

CT = Kp.e+Kd.
de

dt
(6.9)

Where θ is joint angle, Kp and Kd are the proportional and derivative gains and CT

is the control signal, respectively.

6.3.6 Implementation of the Single Time Scale PBVS Con-

troller

The structure of the single time scale PBVS controller was presented in Section 4.5. It

consists of two separate loops. This controller requires the feedback from the encoders

for angular position and high speed camera for EE position. It uses the link angles

obtained from the encoders to calculate the manipulator Jacobian. This was used in

one of the loops to transform the position based error to an angle based error. This

position related error is then fed through a PD type controller. In the other loop the

error between the desired and the current link angles is estimated and fed though

another PD type controller. The control signal is the sum of these two values. This

algorithm was implemented in the NIOS II processor. If the latter loop is ignored only

the visual loop is used to run the controls of the manipulator. In this single time scale
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visual servoing system, both feedbacks from the encoder and vision system operate

at the same speed. A schematic diagram of the FPGA implementation of this single

time scale visual servoing is shown in Fig. 6.13.

6.3.7 Implementation of the Set Point Modification Controller

This study implemented the SPMC in the FPGA. The SPMC algorithm was presented

in Section 4.6. This algorithm uses the feedback from the high speed camera and

encoders. Using the EE position and links angles, the angle of twist is estimated for

the compliant support column. Then the deflection of the origin of the first actuator

is estimated using this. Using the new position of the origin of first actuator and

EE a modified set of desired link angles have to be estimated. This is estimated

by performing the inverse kinematics for the manipulator. The obtaining feedback,

calculation of the amount of torsional vibration and estimation of the modified desired

angles were carried out using the NIOS II virtual processor. Once the modified desired

link angles were estimated these were used as set points for the hardware based PD

controller. A schematic diagram of the proposed controller architecture for SPMC is

shown in Fig. 6.14.
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Chapter 7

Experimental Results

7.1 Results from Testing of the Actuator

Preliminary testing was carried out using an MTS® 407 controller by MTS Systems,

Ltd. This is an analog controller specifically used for hydraulic systems. As this

controller accepts only analog feedback devices, a potentiometer coupled to the end

of shaft is employed to provide feedback on the angular position of the actuator. A

basic PD type controller was used for controls. The actuator torque was obtained

using the pressure difference across the vanes. Analog pressure transducers were used

to measure the pressure in actuator compartments during the experiments.

A figure of the experimental setup of a single actuator with a mass of 6.5 kg is

shown in Fig. 7.1. A schematic diagram of the experimental setup with the MTS®

407 is shown in Fig. 7.2. The system performance was evaluated for different step

inputs and a range of controller gains. Satisfactory control performance of the ac-

tuator was achieved with simple proportional type controller. The feedback signal

175
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Figure 7.1: The experimental setup with a single actuator
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Figure 7.2: A schematic diagram of the experimental setup with MTS® 407
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of the potentiometer and control signal to servo valve over time were recorded using

an oscilloscope. Actuator torque was calculated by the measured pressure difference

between actuator chambers. A mass of 13 kg was considered at the end of the link to

represent the mass of the manipulator. The actual pressure of the hydraulic supply

during experiments was 14.9 MPa (2160 psi).

The system response was obtained for a square waveform which has a peak to peak

amplitude of 18◦ and duration of 5 s. Three different values were considered for pro-

portional gain in three separate cases. The gain values considered were 0.5 V/V, 1

V/V and 1.5 V/V. These are denoted as cases 1, 2 and 3 (C1, C2 and C3), respec-

tively. The variation of angular displacement and torque over time for these controller

gains are shown in Fig.s 7.3, 7.4, 7.5. These figures provide a comparison between the

reference angular displacement and torque between experimental and simulation val-

ues. The simulation values have been obtained using the MATLAB model proposed

in Chapter 2.



178

0 0.5 1 1.5 2 2.5 3
− 10

− 5

0

5

10

Time /(s)

D
is
p
la
ce
m
e
n
t
/(
d
e
g
re
e
s)

Reference
Simulation

Experimental

(a) Position response in case 1

0 0.5 1 1.5 2 2.5 3
− 300

− 200

− 100

0

100

200

300

Time/(s)

To
rq
u
e
/(
N
m
)

Experimental
Simulation

(b) Torque in case 1

Figure 7.3: The system response and actuator torque to a given step input in case 1



179

0 0.5 1 1.5 2 2.5 3
− 15

− 10

− 5

0

5

10

Time /(s)

P
o
si
ti
o
n
/(
d
e
g
re
e
s)

Reference
Simulation

Experimental

(a) Position response in case 2

0 0.5 1 1.5 2 2.5 3
− 400

− 200

0

200

400

Time /(s)

To
rq
u
e
/(
N
m
)

Expeimental
Simulation

(b) Torque in case 2

Figure 7.4: The system response and actuator torque to a given step input in case 2



180

0 0.5 1 1.5 2 2.5 3
− 15

− 10

− 5

0

5

10

15

Time /(s)

D
is
p
la
ce
m
e
n
t
/(
d
e
g
re
e
s)

Reference
Simulation
Reference

(a) Position response in case 3

0 0.5 1 1.5 2 2.5 3
− 500

− 300

− 100

100

300

500

Time /(s)

To
rq
u
e
/(
N
m
)

Simulation
Experimental

(b) Torque in case 3

Figure 7.5: The system response and actuator torque to a given step input in case 3

The actuator response to this step input is shown in Fig.s 7.3(a), 7.4(a) and 7.5(a).

According to the simulation, system reaches steady state in 0.217 s, 0.077 s and 0.074

s in cases 1, 2 and 3 respectively. Experimental results showed that it would take 0.32

s, 0.239 s and 0.117 s for cases 1, 2 and 3, respectively in order to reach the same
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position. The results show a stable performance of the manipulator for a range of

controller gains.

The variation of actuator torque with time is shown in Fig. 7.3(b), 7.4(b) and 7.5(b).

The negative values for torque in these figures represent the actuator breaking torque.

According to the simulation, the actuator torque reaches a maximum of 220 Nm, 320

Nm and 395 Nm in cases 1, 2 and 3, respectively. The experimental results indicate

that the actuator is capable of producing torques of up to 270 Nm, 390 Nm and 440

Nm in the respective cases 1, 2 and 3.

The peak torque here is given considering the total time horizon and not the corre-

sponding values for experimental and simulation cases. The negative torque basically

acts as a braking torque to stop the output shaft. It can be seen from these figures

that when there is an overshoot in the system it results in a higher number of torque

oscillations. The actuator has produced very large torques. Hence, the proposed ac-

tuator has a much higher power to weight ratio. It is not possible to produce such

high torques in electric motors of comparable size. The experimental results have a

close resemblance with the mathematical simulation over the range of values consid-

ered for proportional gain. Therefore, the simulation results appear to validate the

mathematical model.

However, there are a few discrepancies between the actual and simulated values.

There may be a number reasons behind this variations. Although it was considered

that the supply pressure was constant during the experiment in a real hydraulic sup-

ply this is not the case. The tank pressure was assumed to be negligible in the model;

however, this may not be the case in an actual hydraulic power unit, particularly
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if it is not in close proximity to the actuator. The mathematical model developed

was based on several assumptions. Some of the parameters assumed for modeling the

servo valve were considered without a proper system identification study. There were

also assumptions made for the value of the bulk modulus and the leakage area. The

noise produced by the potentiometer is also relatively high as seen in the experimental

response curves. Pressure transducers were not calibrated prior to experiments and

these could have an initial error in these.

7.2 Testing of the Robotic Arm

7.2.1 Results From Testing of the Robotic Arm With a Mi-

crocontroller

A custom designed PCB with a PIC 18F4550 microcontroller was used in initial test-

ing. This board consisted of MAX 541 DAC and operational amplifiers. The MAX

541 chip was used to convert the 16-bit digital signal to an analog signal between 0-5

V. The operational amplifier circuitry will convert the analog signal between +5 V

and -5 V for the servo valves. The joints of the arm were instrumented with optical

encoders for feedback. These provided the angular measurement up to an accuracy

of 0.045◦. Although the system is rated at 20.7 MPa (3000 psi), the actual hydraulic

system pressure was 14.4 MPa (2100 psi) during the experiments. The initial tests

were carried out using only a proportional controller. The robot was tested for a

range of inputs covering the entire workspace with and without payloads. The cham-

ber pressures were measured using pressure transducers. Based on these readings,

actuator torque could be estimated from the pressure difference.
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Figure 7.6: The trajectory of the end effector of the manipulator

Fig. 7.6 shows the response of the robot when it follows a linear trajectory from point

(0.39,0.45) m to point (0.62,0.29) m in the workspace. The payload on the EE was 5.3

kg. The figure also provides a comparison between the actual and simulation values.

The simulation results have been obtained from the Matlab© model in Chapter 2. It

is seen that the experimental and simulation values follow a similar pattern.

The torque produced by the actuator is compared with the Matlab© simulation

is shown in Fig. 7.7. It can be seen that with the actual supply pressure of 14.4

MPa (2100 psi) and the exact payload, the first actuator achieves torques of up to

597 Nm in magnitude. It was experimentally determined that the actuator torque

varies from -597 Nm to 297 Nm in 175 ms. According to the simulation results, the

actuator torque varies from -548 Nm to 260 Nm in 190 ms. Since the second actuator

only drives the 5.3 kg payload, the actual torque produced by this actuator varies

from -90 Nm to 76 Nm. According to the simulation results, the second actuator pro-
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Figure 7.7: The actual and simulated torque of actuators of robot

duces torques between -145 Nm to 85 Nm while maintaining the desired trajectory.

Therefore, the experimental results closely follow the simulation results with a few

discrepancies.

The length of the assigned trajectory is 0.28 m. The EE traverses this distance

in 175 ms. The average velocity of the EE is 1.6 ms−1. In another test, the EE was

programmed to follow a linear trajectory from (0.27,0.49) m to (0.65,0.20) m with an

EE mass of 5.3 kg. The time required was 178 ms to traverse a linear distance of 0.48

m. This implies that the robot is capable of reaching even higher velocities; up to 2.7

ms−1. This is due to the fact that the servo valve stays opens longer compared to the

earlier case, resulting in higher oil flow into the actuator chambers.

There could be several reasons behind the discrepancy between the simulation and

experimental results. Some of these contributory factors include those described ear-
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lier for the case with actuator testing. Additionally, there are unmodeled dynamics

in the system that were not considered in the simulation. It includes the effects of

beam flexing and support column vibration.

7.3 Testing of the High Speed Camera

The main focus of this thesis is to propose a high speed visual servoing system. It

consists of high speed SCARA type hydraulic manipulator. The joints of this robot

are instrumented with rotary encoders as proprioceptive sensors. A camera with a

2-D PSD as the image sensor is used as the exteroceptive sensor. This camera is used

to track an IR marker mounted on to the EE of the robotic arm. The experimental

setup of the proposed high speed visual servoing system is shown in Fig. 6.1. The

results from some of the tests carried out are as follows.

7.3.1 Accuracy of the High Speed Camera System

Using the pin hole camera model for accurate estimation of the EE position requires

the knowledge of both the extrinsic and the intrinsic parameters of the camera. The

intrinsic parameters, which consist of the focal length, image center, radial and tangen-

tial distortion parameters were obtained during the calibration process of the camera.

However, once the camera is mounted near the robot, it requires the estimation of the

extrinsic parameters of the camera. These parameters include the rotation parame-

ters roll, pitch and yaw and the translation parameters x,y,z of the camera.

The process used to estimate the extrinsic parameters is similar to the process carried

out to estimate the intrinsic parameters of the camera. For this, the EE is moved

over a grid which consists of points 10 mm x 10 mm apart. The position provided by
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the joint encoders is considered as the true position. The position of the IR marker

on the PSD is provided by the four voltages. These voltage signals are converted

into position signals taking into account the non-linearities of the image sensor. The

position of the EE measured using the camera and the true position obtained using

the encoder signals in an experiment are shown in Fig. 7.8. These points clearly show

that the camera is subjected to a rotation about its axes and a misalignment of the

image sensor.

The encoders provide the EE position w.r.t. a world coordinate system. The
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Figure 7.8: The EE position obtained from encoders and camera

projected position of the EE on the PSD was obtained with respect to the camera’s

coordinate system. A forward camera model was used to project the EE position onto

the image coordinates. This transformation considers the rotation and translation of
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the camera position. If it is assumed that the camera is not subjected to any rotation,

it represents the position measurement error if extrinsic parameters are not consid-

ered. The translation vector will correspond to [−l2 −l3 tz]T , where l2, l3 are the link

lengths while tz is the distance between the camera and EE. The rotation vector will

be a unit vector since it considers no rotation.

Fig.s 7.9, 7.10 (a) show plots of the root mean squared error (RMSE) between the

measurements in x and y directions before and after the on-site calibration. An accu-

rate measurement would result in points that are concentrated around (0,0). However,

it is seen that these points are mainly concentrated in 2nd and 3rd quadrants. This

offset indicates that the position of the image center has to be re-estimated. Fig.s

7.9, 7.10 (b),(c) show plots of the absolute value of the RMSE in x,y directions. It is

seen that the error follows a fairly repetitive pattern as the accuracy of the position

measurements decrease with the distance from the image center. The error in the

measurements in x direction is higher compared to that in y direction.

The on-site calibration algorithm is presented in Section 5.4. It uses an iterative

scheme with Levenberg-Marquardt method to optimize a cost function which consists

of the RMSE in x,y directions. This algorithm can be used to estimate the extrinsic

parameters of the camera. If there is an uncertainty in the intrinsic camera parameters

estimated during the camera calibration process, these values can also be re-estimated

during the on-site calibration. This will further improve the robustness of the results.

The results obtained after the calibration are shown in Fig 7.10. It can be seen that

the measurement error decreases with the calibration.

If the extrinsic parameters are not considered, the absolute error could be as high
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as 3.7 mm in x direction and 2.34 mm in y direction, respectively. The absolute aver-

age RMSE in x direction will decrease from 1.43 mm to 0.31 mm and in y direction

it will decrease from 0.73 mm to 0.37 mm after the calibration. The absolute RMSE

will not exceed 1 mm in both x,y directions. For the calibration points considered

the maximum absolute error was 0.93 mm in x direction and 0.95 mm in y direction,

respectively. The on-site calibration produces a significant improvement in the accu-

racy of the measurement.

Fig. 7.9 and Fig. 7.10 (d) show the absolute value of the cost function for each

data point. This represents an error in the distance measurement from the origin of

the Cartesian coordinate frame. The cost function has an average RMSE of 1.71 mm

before the calibration. The RMSE of the cost function could be as high as 3.71 mm

at times. However, with the calibration, the average RMSE reduces to 0.54 mm.

This camera is robust in its performance of carrying out position measurements once

it is calibrated. The experiments show that in x direction the camera is capable of

providing measurements with an average accuracy of up to 0.31 mm with a standard

deviation of 0.26 mm. In y direction the average accuracy was up to 0.37 mm with a

standard deviation of 0.24 mm. This is reasonably high accuracy for a camera which

is intended to provide distance measurements at 1 kHz.

7.4 Testing of the Robot with FPGA Based Hard-

ware PD Controller

A hardware based PD type controller was implemented in the FPGA for controlling

the robot. The feedback is obtained using encoders. Using this feedback, the angular
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Figure 7.9: The root mean squared error of measurements in x and y directions before
on-site calibration
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position is estimated using quadrature decoding. The control signal is estimated using

fixed point integer operations which include addition and multiplication. The control

signal is given to the servo valves using an SPI/out interface. All these operations

are implemented in hardware using logic gates. Therefore, this controller is capable

of updating the control signal at very high rates.

The response of the robot to a step input of the joint angles from −15o to +15o

is considered to evaluate the performance of the controller. The variation of the robot

angle with time is shown in Fig.s 7.11, 7.12. The response of the robot has been

shown for a range of proportional gain values. These gains produce an over damped

response to an under damped response which results in an overshoot of the links

before it reaches stability. The angle of the first link will have a larger steady state

error when the proportional gain is less than 10. In order to reach the steady state,

it will take 325 ms with a proportional gain of 15. However, the time it takes to

reach steady state decreases as proportional gain increases. Therefore, steady state is

reached in 180 ms with a proportional gain of 25. Following a similar pattern, during

the above test second link angle does not reach the desired value even in 1 s, when

the proportional gain is less than 10. This would take 270 ms with a proportional

gain of 15 and 178 ms with a proportional gain of 25. During this experiment, the

controller operated at a frequency of 1.5 kHz.

The controller was implemented in both hardware and the NIOS II virtual processor.

In both these cases the feedback and SPI/out interface is implemented in hardware.

However, in the latter controller the PID control algorithm is implemented using a

soft processor configured in the FPGA. This processor is programmed using the C
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programming language. Although an FPGA is used, it is programmed similarly to

a microcontroller or a microprocessor when the NIOS processor is used. Fig. 7.13

displays the performance of the controller implemented using hardware and the NIOS

II processor. It shows that both these controllers have a similar performance.

7.4.1 Performance of the FPGA Controller

The speed of these algorithms is important for the performance of the control sys-

tem. Since the arm could move at high speeds, it is important that the control signal

is updated frequently. Some of the calculations in the proposed algorithm involve

complex functions. Sometimes the control algorithm has to perform computationally

expensive mathematical operations such as forward kinematics, inverse kinematics,

estimation of the Jacobian matrix, etc. In the proposed controller, the interface for

obtaining feedback and sending the control signal to the valves has been implemented

in hardware. It would be worthwhile to explore the time taken to execute some parts

of code and the functions. It would provide an indication of the performance of the

proposed hardware based controller.

This study used PD based independent joint control strategy for controlling the EE

of the robot. This algorithm was implemented using both the microcontroller and

an FPGA. The microcontroller consisted of an 8-bit PIC 18F4550 from Microchip

technology. A DE0 educational board which consists of an Altera® Cyclone III chip

was used as the FPGA. The time it takes to execute the PD joint control algorithm

is shown in Table 7.1. The results show that the FPGA based implementation (both

hardware and Nios) is much faster than the 8-bit microcontroller.

The PD control algorithm involves obtaining feedback, making calculations and
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updating the control signal. The feedback consists of the input from the encoders.

Therefore, quadrature decoding has to be carried out for a more accurate measure-

ment of the angular position. The CMOS IC HCTL−2017 was used for quadrature

decoding. The 8-bit microcontroller will obtain the reading as 2, 8-bit parallel signals

which gives a resolution of 16 bits. In the case of the FPGA, quadrature decoding

has been implemented in hardware. In the 8-bit microcontroller’s case, by contrast,

the calculation of the control signal is performed by the software. With the FPGA it

is performed by both software and hardware, as shown in the two cases. The output

is sent to the valves using a Max 541 16-bit DAC. This chip requires SPI/in interface.

In the 8-bit microcontroller, the SPI/in interface has been implemented in software;

in the FPGA it was implemented in hardware.

The hardware implementation provides the most basic logic level implementation of

various functions. This is the simplest form of implementation of any function. Hence,
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it provides much faster speeds of execution. Thus, hardware based implementation

provides an almost 100 times faster implementation of the PD control algorithm com-

pared to the software implementation. The feedback of the visual servoing system is

Table 7.1: Speed of execution of the PD algorithm

Time \( µ s)
Hardware 1
Nios II 3
Microcontroller 102

obtained using encoders and a camera. The process of obtaining the encoder feedback

was explained earlier. The feedback from the high speed camera is obtained using

four 16-bit ADCs in parallel operation. The data acquisition from the ADC requires

an SPI/in interface. This is implemented in software for the 8-bit microcontroller

where as it is implemented in the hardware for the FPGA. The signal from the cam-

era requires median filtering for removing noise. This has been implemented using

software in both cases. In the FPGA, median filtering has been implemented in the

Nios processor.

The time it takes to obtain a single feedback reading is shown in Fig. 7.14. It

can be seen that the FPGA is much faster compared to the 8-bit microcontroller.

The FPGA uses a Nios II virtual processor for the implementation of some of the

complex functions. In this study, the processor considers both SDRAM and on chip

memory as options for carrying out the arithmetic and logic operations. Although the

SDRAM provides a much larger memory for the operations, it is much slower com-

pared to the on chip memory. Angular measurements from the encoders are almost 9

times faster and the position measurement from the camera is almost 4 times faster

with the FPGA using on-chip memory, as compared to the 8-bit microcontroller. The
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results also show that the SDRAM is almost 2 times slower than the on chip memory

in both cases. With the FPGA using the hardware implementation it takes 0.858 µs

for a single encoder reading and 0.338 ms for obtaining the position of the IR marker

on the image sensor.

The implementation of the SPMC requires the execution of several different func-

tions. Some of these functions include estimation of the absolute position of the EE,

estimation of the support column deflection and inverse kinematics. The time taken

to perform the functions is shown in Fig. 7.15.

The estimation of EE position requires obtaining the x,y position of the IR marker on

the PSD (similar to position measurement above), application of the pin hole camera

model and accounting for the rotation and translation of the camera. These opera-

tions involve floating point calculations and trigonometric functions. The FPGA, if

it uses only the on chip memory, takes only 0.742 ms to estimate the EE position.

However, if the FPGA uses SDRAM as memory it would take 1.53 ms; it would take

1.764 ms with a 8-bit microcontroller. These results also show that the camera is

capable of operating at 1350 Hz for carrying out the position measurement. This is a

very high frequency compared to existing technologies.

The SPMC requires the estimation of deflection of the support column. This re-

quires obtaining the feedback from the encoders and the camera, the application of

forward kinematics and performing some of the algebraic manipulations and trigono-

metric calculations. The results show that it takes 2.79 ms for the FPGA with on-chip

memory to perform these operations and estimate the angle of deflection due to tor-

sional deflection of the support column. It is also seen that performing this operation
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using a 8-bit microcontroller is more than two times slower.

The time taken to perform inverse kinematics of the arm can also be seen. This

involves the calculation of several inverse tangent functions. In case of the FPGA, the

Nios processor will carry out inverse tan operations. Hence, the inverse kinematics

involves only a software implementation. It is seen that the Nios processor with on

chip memory and the 8-bit microcontroller take 3.163 ms and 3.242 ms, respectively.

Hence, both these devices take almost the same amount of time to perform the inverse

kinematics of the arm. However, the FPGA takes almost double this time if SDRAM

is used as memory in the configuration.

The FPGA with on-chip memory has a much better performance as compared to

the 8-bit microcontroller. This is because hardware based implementation uses logic

level implementation and thus works at much faster speeds.
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Figure 7.15: The performance of the controller implemented using hardware and NIOS
processor
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7.5 Validation of the Bond Graph Simulation with

Experimental Results

During tests, the robot EE position is expected to move on a desired linear trajectory

from (425 mm, 333 mm) to (550 mm, 232 mm) in the robot work space. Three sepa-

rate cases were considered for testing the manipulator. These cases consider desired

average EE velocities of 1.1, 0.8 and 0.6 ms−1. These are denoted as C1, C2 and C3,

respectively. The EE payload was 12 kg.

Fig.s 7.16, 7.17 and 7.18 show a comparison between results from the 20 Sim simula-

tion and experimental results for EE position for the three cases considered. SPMC

strategy was used to control the manipulator in these simulations and experiments. It

could be seen that the experimental results closely match the simulation results only

at lower speeds of the EE (Case 2 and 3). When the manipulator operates at high

speeds there are considerable discrepancies between the simulated and experimental

results (Case 1). The controller performed control signal updates only at a frequency

of 140 Hz. If the control signal was updated at a much higher frequency it would

have resulted in simulation results being closer to experimental values even at high

speeds of the manipulator. There may be also be other reasons behind this variation.

During the simulation, it was assumed that the controller was continuous one. How-

ever, in reality it operates as a discrete digital controller. This discrepancy could also

be attributed to the errors in camera measurement. These errors were not consid-

ered in the simulation. There are also inherent non-linearities in hydraulic systems.

Therefore, these could also could result in different simulated and experimental results.

The support column of the manipulator consists of an I-shaped cross section. The
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Figure 7.16: A comparison between simulation and experimental values with SPMC
for EE position for case 1

estimation of angle at which the support column twists under torsion is an important

part of the SPMC algorithm. The methodology for calculating the angle of twist was

presented in Section 4.6. The angle of twist for the compliant support column during

experiments and simulation results are shown in Fig.s 7.19, 7.20 and 7.21. It is seen

that these two follow each other with minor discrepancies between the simulation

and experimental results. There could be several reasons for the variation between

the two. In modeling this column it was considered as a simplified lumped-segment

model. It was also assumed that the beam has homogeneous properties uniformly

distributed along the column and that the first actuator is symmetrically attached to

the ’I’ beam. These assumptions could have contributed to differences between the

two.
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Figure 7.17: A comparison between simulation and experimental values with SPMC
for EE position for case 2
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Figure 7.18: A comparison between simulation and experimental values with SPMC
for EE position for case 3
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Figure 7.19: A comparison between the simulation and experimental values with
SPMC for support column deflection for case 1
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Figure 7.20: A comparison between the simulation and experimental values with
SPMC for support column deflection for case 2
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Figure 7.21: A comparison between the simulation and experimental values with
SPMC for support column deflection for case 3

7.6 Testing of the High-Speed Visual Servoing Sys-

tem

7.6.1 Proposed Single Time Scale Visual Servoing System

The proposed single time scale visual servoing system was presented in an earlier

Section. It integrates the feedback from the 2-D PSD based optical position sensing

system as the exteroceptive sensor and high resolution joint encoders as proprioceptive

sensors. The FPGA was used to implement the complete controller along with the

interfaces for sensors, computational elements associated with kinematics and control

laws. The control algorithm was implemented using the NIOS II processor. The ob-

jective of the proposed control algorithm is to implement a single time scale visual

servoing system. The main objective is to simultaneously use feedback from both
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encoders and the high speed camera for calculating the control signal. The proposed

controller should be robust to the effects from support column vibration and flexing

of the links.

In the first experiment, only the camera was considered as feedback for controlling

the EE. Fig.s 7.22, 7.23 show the desired and actual EE, x,y position for these three

cases. Fig. 7.24 show the results for xy workspace.

During the tests the EE was subjected to a maximum velocity of 0.93 ms−1 in case

C1, 0.73 ms−1 in case C2 and 0.61 ms−1 in case C3, respectively. From the results,

it can be seen that there is a time lag between the desired and actual values of the

EE position. This time lag is 80 ms in case C1 and 50 ms in cases C2 and C3. It

could be attributed to the frequency of the control system and system dynamics. If

the controller operates at a much higher frequency this phase difference could be a

minimum. It can also be seen that, compared to case C1, case C3 is closer to the

desired response. These results show that a satisfactory control performance can be

obtained by using the feedback from the high speed camera.
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Figure 7.22: Position of EE in x-direction with only the high speed camera as feedback
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Figure 7.23: Position of EE in y-direction with only the high speed camera as feedback
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In second experiment, the feedback was obtained from both the high speed camera

and optical encoders. It considered the same desired trajectory along with the three

cases (C1, C2 and C3) as above. The controller performed single time scale visual

servoing at a frequency of 330 Hz. The position response for x,y directions of the

workspace are shown in Fig.s 7.25, 7.26. These graphs show the desired position of

the EE along with the experimental and simulated values. The simulation results

were obtained from the 20 Sim model that was developed in an earlier chapter. It

is seen from the results that the simulation values are somewhat closer the desired

position. However, there is a phase shift between the desired and experimental values.

The phase delay in case C1 is 80 ms and in case C3, 40 ms.

The position of the EE in the xy workspace for the three cases are given in Fig.s

7.27, 7.28 and 7.29. According to these figures, the EE response from the 20 Sim

simulation closely follows the desired trajectory. However, there is a small deviation

between the desired and experimental results for the EE position. The difference be-

tween the experimental and desired values is lower in case 3 compared to case 1.

There may be several reasons for the discrepancy between the simulated and de-

sired response. The assumptions made during the model development also would

contribute these discrepancies as discussed earlier. The 20 Sim model considered the

controller that is in a continuous time domain. However, the actual controller that

was implemented using the FPGA is a digital controller. The SCARA arm considered

in this study operates at speeds of up to 1.1 ms−1. Therefore, the control signal needs

to update at much higher frequencies. The frequency of the clock used in the FPGA

is 50 MHz. Therefore, using an FPGA that has a 3 or 4 times faster clock frequency

could result in the control algorithm reaching frequencies of up to 1 kHz.
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Figure 7.25: Position of EE in x-direction with the high speed camera and encoders
as feedback
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Figure 7.26: Position of EE in y-direction with the high speed camera and encoders
as feedback
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Figure 7.27: Position of EE in workspace for case 1 with the high speed camera and
encoders as feedback
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Figure 7.28: Position of EE in workspace for case 2 with the high speed camera and
encoders as feedback
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Figure 7.29: Position of EE in workspace for case 3 with the high speed camera and
encoders as feedback
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7.6.2 Performance of the Set Point Modification Controller

The PD controller uses only relative link angles obtained by the optical encoders for

controlling the arm. The feedback from a set of proprioceptive sensors do not mitigate

any effects from compliant support vibration and flexing of the links. The SPMC was

proposed in this study to counteract the effects of torsional vibration of the compliant

support column. Under this control strategy, the set point is modified based on the

measured position of the EE by the camera.

A comparison of between the performance of PD and SPMC controllers for cases

1, 2 and 3 are shown Fig.s 7.30, 7.31 and 7.32. It can be seen that in all the cases

the proposed SPMC control strategy provides a much superior performance as com-

pared to PD control. It can also be seen that EE is closer to the desired trajectory

in case 3 as compared to that in case 1. The EE reached very high speeds during

the experiments. In case 1, it reached velocities of up to 2.4 ms−1 for SPMC control

and 1.6 ms−1 for PD control. The same values for velocity in case 3 were as high as

1.1 ms−1 for SPMC control and 0.8 ms−1 for PD control. Therefore, visual servoing

based SPMC control strategy produced a superior control as compared to PD control

strategy at these speeds.
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Figure 7.30: The Position of EE in the workspace with SPMC and PID controller for
case 1
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Figure 7.31: The Position of EE in the workspace with SPMC and PID controller for
case 2



216

0.42 0.44 0.46 0.48 0.5 0.52 0.54 0.56 0.58
0.22

0.24

0.26

0.28

0.3

0.32

0.34

0.36

X-direction /(m)

Y
-d
ir
e
ct
io
n
/(
m
)

PID
SPMC
Desired

Figure 7.32: The Position of EE in the workspace with SPMC and PID controller for
case 3



Chapter 8

Conclusions and Future work

The objective of this thesis is the design, development and fabrication of a high speed

visual servoing system. This system is intended to be used in industrial applications

such as pick and place, defect removal, industrial assembly, painting, etc. The main

contributions of this work are summarized below. The future research and potential

improvements to the study are presented next.

8.1 Contributions from this Study

The components of the high speed visual servoing system include a high speed ma-

nipulator, a high speed camera system and an embedded controller. The proposed

manipulator has a SCARA type configuration. It is ideally suited for operations in

a 2-D work space. Unlike its contemporary counterparts, the joints of this robot are

driven with rotary hydraulic actuators in order to achieve unprecedented speeds. The

development of the 2-D positioning system was the main emphasis of the study. The

high speed camera system uses a 2-D PSD as the image sensor. The control system

was implemented using an FPGA based embedded system. This was used to develop

some of the input and output interfaces in hardware. A virtual processor was also

217
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configured in the FPGA to implement some of the functions that could not be easily

implemented in hardware.

The proposed system was first modeled and simulated to analyze the performance.

This also revealed some of the parameters required for the design. Two different ap-

proaches were used for modeling. In the first technique, a mathematical model of the

system was developed using MATLAB®-Simulink software. This mathematical model

included hydraulic, robotic and control subsystem characteristics. The components

modeled from this technique included the valve, actuator, SCARA robot and the con-

troller. Simple PD control law was used to control the hydraulic manipulator. The

simulation results showed that even a very basic controller could provide satisfactory

controls. The simulation results showed that the actuators proposed for this arm are

capable of producing torques as high as 860 Nm in 104 ms. The model developed

using Matlab also did not consider external disturbances such as compliant support

vibration, etc.

The double vane rotary hydraulic actuators are used to drive the links of the robot.

A novel rotary hydraulic actuator was custom designed for robotic applications. It

uses the double vane configuration to eliminate unbalanced shaft forces and suppress

vibration. This actuator comprised components which included shaft, vanes, housing,

separation wedges, side and end caps. Aircraft grade Aluminium 2024-T6 alloy was

used for the housing and endcaps to minimize weight. Steel was used for the shaft

because it would encounter very high shaft forces. Brass was used as the material for

the vanes and side caps as it has excellent wear-resistant properties. The actuator

consists of a locking mechanism which prevents the vanes from hitting the separation

wedges inside the actuator chambers. It also includes a fail safe mechanism with
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two shear pins so that other parts of the actuator will not be damaged if there are

excessive forces. The proposed actuator was designed using Solidworks® and tested

for failure using the finite element package Cosmosworks. It was fabricated at the

Technical Services Division of Memorial University of Newfoundland. The fabricated

weight of the actuator was 6.9 kg. The actuator was rated for operation at a hydraulic

system pressure of 3000 psi.

The actuator was experimentally tested to verify its performance. The tests showed

that a proportional controller alone could provide satisfactory control of the single ac-

tuator system. The test results demonstrate that the prototype actuator is capable of

producing torques of up to 440 Nm at a hydraulic system pressure of 14.9 MPa (2160

psi) and with a load of 13 kg. The test results also validated the proposed mathemat-

ical model for the actuator. Electric counterparts of these actuators do not have high

power to weight ratios. For example the Kollmorgen®-DH143M electric motor has a

power-to-weight ratio of 2.8 Nm/kg, while the prototype actuator’s is 63.8 Nm/kg. In

terms of hydraulic actuators, the commercially available Micromatic® (SS-1 model)

double vane rotary hydraulic actuator has a comparable displacement coefficient and

is approximately 9.75 kg in weight. However, it does not have external stops, an

integrated servo valve or a feedback device. The integration of these components

could significantly increase its weight. The prototype actuator is also compact (114.3

x 114.3 x 127.0 mm) in size and light weight (6.9 kg) compared to other commercial

actuators of similar configuration. It is also custom built to suit its application for a

SCARA type robotic arm.

As the actuator tests provided a satisfactory performance, the design of the robotic

arm was carried out next. Extruded Aluminum tubes were used as the links of the
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robot. The final dimensions of the links of the SCARA arm were 0.49 and 0.36 m.

The actuators of this robot were instrumented with joint encoders to provide the link

angles to an accuracy of up to 0.045◦. This manipulator was controlled with a cus-

tom designed controller board with a PIC® 18F4550 microcontroller using quadrature

decoders and 16-bit DAC for analog signal output. A PD type independent joint

controller showed satisfactory control. The initial test results showed that the EE

was capable of reaching velocities of up to 2.7 ms−1 with a 5.3 kg payload. This is

a much higher value compared to 0.9 ms−1 with a similar payload produced by the

Adept® Cobra s800 commercial robot, which is a commonly used robot for similar

industrial applications. Initial tests showed that high speed movement of the robot

could produce considerable deflection of the support column. Therefore, a more ad-

vanced control strategy had to be implemented for more accurate controls. This could

be done only by considering the actual position of the EE in the control algorithm.

Mechatronic systems are multi-domain systems. Bond graph theory provides a unified

way of modeling multi-domain systems in a single graphical representation. The sys-

tem considered in this study consists of servo valves and actuators which constitute a

hydraulic subsystem. The SCARA arm and the compliant support column comprise a

mechanical subsystem and the controller is included as an electronic subsystem. Bond

graphs were developed for each of the sub-components in this study and finally they

were connected together to represent a single system. The complete visual servoing

system was modeled and analyzed using bond graph theory.

The development of the high speed camera system was carried out next. An improved

tetra lateral type 2-D PSD was selected as the image sensor. This PSD has a very

low rise time and high photo sensitivity. The operation of the PSD required reverse
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biasing of the cathode by 5 V and signal conditioning to eliminate noise. A printed

circuit board was designed for performing these operations. It included circuitry for

reverse biasing, implementing a low pass filter and performing data acquisition. This

PSD has inherent non-linearities on the sensor surface. Thus, the PSD itself required

calibration before it could be used for position measurements. The calibration pro-

vided the relationship between the actual position of an IR spot on the image sensor

and the currents induced.

The printed circuit board with the PSD was mounted onto a camera housing. The

camera comprised a c-mount lens and an IR filter. In order to use this camera the

estimations of both extrinsic and intrinsic parameters are required. To estimate the

intrinsic parameters, the camera was mounted onto a camera calibration setup in

Memorial University. Heikilla and Rahman are two popular camera calibration tech-

niques in use today. The method proposed by Rahman provided a lower re-projection

error. This calibration provided effective focal length of the camera, position of the

image center and lens distortion parameters. Subsequently, the camera was mounted

onto a stand near the robot overlooking the EE which comprised an IR marker. An

on-site calibration was required to estimate the extrinsic parameters of the camera.

An algorithm to carry out this was developed as a part of this study. The on-site cal-

ibration algorithm provides the position and orientation of the camera w.r.t. a world

coordinate frame. It also provides flexibility to estimate the intrinsic parameters of

the camera if there are uncertainties associated with the earlier estimation.

An embedded controller for this robot was developed using an FPGA. Using con-

temporary FPGA technology, a powerful virtual processor can be synthesized and

integrated with custom hardware to create a dedicated controller. The virtual soft
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processor provided the flexibility to implement complex functions in a hardware plat-

form. The embedded system developed comprises input/output interfacing and con-

troller implementation. DE0 educational board with Altera®’s Cyclone III processor

which is a low end FPGA was used to demonstrate implementation. The feedback for

controlling the robot was obtained using joint encoders and a high speed camera. The

quadrature decoding which is required to estimate the joint angles was implemented

in hardware. A SPI-In interface is required to obtain the signal from the PSD cam-

era. The SPI-In interface required to obtain the camera input was also implemented

in hardware. The servo valves require an analog control signal for operation. This

signal is output via a 16-bit DAC. This DAC required an SPI-out interface which

was also implemented in hardware. This camera was capable of providing position

measurements at speeds of up to 1350 Hz. This is a much higher rate compared to

some of the existing cameras used for similar purposes. The measurements made by

this camera will have an average RMSE of 0.31 mm in x direction and 0.37 mm in y

direction. This is a high accuracy considering that the camera operates at very high

frequencies.

The hardware design consisted of a Nios II soft processor. In order to implement

this soft processor, peripherals such as onchip memory, input/output pins, timers,

UART and system id were included in the design. This processor was used to im-

plement complex functions and some of the calculations. Performing the forward

kinematics, inverse kinematics and jacobian estimation of this manipulator involves

trigonometric functions and other complex mathematical operations. This processor

provides much flexibility for complex trigonometric functions and dividing operations

that are usually difficult to implement in hardware.
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It was seen that the hardware implementation provided much faster feedback. Mea-

surement of the joint angles was 9 times faster and the position measurement from

the camera was 4 times faster with the FPGA using onchip memory as compared to

a PIC® 18F4550 microcontroller. The FPGA provided a logic level implementation

of various functions. This resulted in much faster speeds of execution. Implemen-

tation of the PD control algorithm in hardware is 100 times faster than the same

implemented in software using a microcontroller. It would take only 1 µs for a single

execution of the PD control algorithm.

Several control algorithms were considered in this study for controlling the robot.

These comprise basic PD based independent joint controllers to more complex con-

trol algorithms. The PD based joint control algorithm was implemented in both

hardware and software. The Nios II processor was used for the implementation of the

software based PD controller. In addition, a number of other controllers were used

in this study. These included feed forward based SPMC and single time scale VS.

These controllers were implemented in the Nios II processor. The SPMC calculated

the deflection of the EE in real time and introduced a correction for deflection due

to torsional vibration of the support column. Single time scale VS considered the

feedback from the encoders and a high speed camera simultaneously for calculating

the control signal. This was capable of updating the control signal at 330 Hz.

8.2 Limitations of this study and future work

The main focus of this study was the development of a high speed SCARA arm. It

uses two double vane rotary hydraulic actuators to drive this arm. These actuators

have a span of only 100 degrees. Therefore, it limits the robot workspace as compared
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to contemporary electric manipulators. These actuators require a hydraulic supply

for operation. Therefore, a hydraulic power unit has to be used for this. It adds com-

plexity and also results an expensive option. In addition to this, hydraulic systems

are associated with potential leakages making it difficult to maintain a fluid free, dirt

free environment. However, it could be prevented by carefully designing a leak proof

casing for this arm.

The proposed manipulator is a 2 DOF arm capable of performing operations in 2-D

workspace. In future studies, it should consider extending the current principle to-

wards the development of high speed 6 DOF systems. This manipulator has used

only custom built servo hydraulic actuators. Some of 6 DOF configurations such as

the Stanford arm require actuators for driving prismatic links. This would require

the development of novel custom built high speed linear actuators using hydraulics.

This study only covered the design and the development of the horizontal positioning

mechanism of the SCARA arm. Future studies should also consider the design and

development of the EE for the arm. The configuration of the EE will largely depend

on the application. The dynamics of this manipulator needs to be considered with a

real and a moving EE on the arm with a considerable weight. The positioning of this

EE to perform a specific industrial operation also needs to be studied.

The current study considers only a narrow field of view of its workspace. It would

be more useful if the camera could cover a larger portion of the workspace. However,

a camera with a larger field of view would introduce additional non-linearities due

to lens distortion. As a result, additional calibration parameters and other modifica-

tions to address these issues need to be considered. The 2-D PSD used in this study
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is a tetra-lateral type PSD. It introduces considerable non-linearity further away from

the center of the PSD. The calibration provided a sixth order function to correct the

non-linearities on the image sensor surface. However, only a third order function was

used in the controller for speed. Using such a simplified model reduces the accuracy

of the measurements. Duo-lateral type PSDs would be more suitable to be considered

in future studies. The duo-lateral PSDs are more linear and much larger induced

current, which would result in improving the accuracy of measurements. This study

considered high speed position measurement of a 2-D target. The same camera could

be used for estimating 3-D trajectories in workspace at a high speed. This could be

done with a single camera using monocular vision or two cameras using stereo vision.

A controller development required both hardware and software with the FPGA. The

hardware platform offered greater speeds of execution. Functions that are difficult

to be implement in hardware were implemented in software using a virtual processor

environment. However, developing some of these functions such as trigonometric and

other complex functions in hardware would provide more robust and faster executing

controllers. This will allow the controller to update the control signal at much higher

frequencies. However, it should also be acknowledged that FPGAs are an emerging

technology. Currently available Intel® i5/i7 and ARM®-Cortex processors offer greater

speeds and flexibility for control system implementation.

There has to be a greater emphasis on the controller design of the robot. This was not

possible in the current study due to time limitations. Although the robot produces a

nonlinear response, it is controlled using a linear controller. Therefore, a more robust

nonlinear controller should be designed for controlling the robot. This study also did

not consider detailed state space modeling of the system and analysis of issues such
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as controllability and stability of the control algorithms.

The research completed in this thesis on the design, development, and fabrication

of a high speed visual servoing system demonstrates a comprehensive evaluation and

contributes to the advancement of the automation of production processes.

8.3 Publications from this Study

The following conference proceedings were published from this study. Co-authors of

these papers (Dr. Nicholas Krouglicof, Dr. Raymond Gosine and Dr. Geoff Rideout)

have contributed in a supervisory capacity.

1. Liyanage Migara H., Krouglicof N., 2014, A Single Time Scale Visual Servoing

System for a High Speed SCARA Type Robotic Arm, 2014 IEEE International

Conference on Robotics and Automation (ICRA), 2-5 June, 2013, Hong Kong,

China.

2. Liyanage Migara H., Rideout G., Krouglicof N., Modeling and Analysis of the

Dynamic Performance of a High Speed Selective Compliant Assembly Robotic

Arm (SCARA) on a Compliant Support, 10th International Conference on Bond

Graph Modeling And Simulation (ICBGM), July 8-11, 2012, Genoa, Italy.

3. Liyanage Migara H., Krouglicof N., Gosine R., 2011, Development and Testing

of a Novel High Speed SCARA Type Manipulator for Robotic Applications, 2011

IEEE International Conference on Robotics and Automation (ICRA), 9-13 May,

2011, Shanghai, China.

4. Liyanage Migara H., Krouglicof N., Gosine R., 2010, High Speed Electro-Hydraulic

Actuator for a SCARA Type Robotic Arm, IEEE/RSJ International Conference



227

on Intelligent Robots and Systems (IROS) 2010, 18-22 October 2010, Taipei,

Taiwan.

5. Liyanage Migara H., Krouglicof N., Gosine R., 2009, Design and Control of a

High Performance SCARA Type Robotic Arm, 22nd IEEE Canadian Conference

on Electrical and Computer Engineering, 3-6 May 2009, St Johns, Newfound-

land, Canada.
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