
On noncommutative dynamic spacetimes

by

c©John Bowden

A thesis submitted to the School of Graduate Studies in partial fulfillment of the
requirements for the degree of

Masters of Science

Department of Mathematics and Statistics

Memorial University of Newfoundland

May 2014

St. John’s Newfoundland



Abstract

Noncommutative gravity is a theory of quantum gravity that presupposes a fuzziness

in spatial coordinates. Under the formalism of coherent states, mass is diffused per a

gaussian distribution. In this work we begin with a review of existing noncommutative

spacetime solutions. We then study the classical Vaidya spacetime with parameters

for mass and charge, in the context of noncommutative gravity. The characteristic

behaviour of this spacetime is discussed, with particular attention to the moment of

formation of the apparent horizon. At this moment, the black hole is extremal, and we

discuss the relationship between the mass and charge parameters, and the time and

position of the apparent horizon. We follow with a calculation of the stress-energy

tensor for a noncommutative Vaidya spacetime, and show violation of the energy

conditions. Using a polytropic-like equation of state, we construct a new dynamic

spacetime solution that satisfies the dominant energy condition, and encompasses

several interpretations via parameter choice.
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Chapter 1

Introduction

In 1911, the Solvay Conference series on physics and chemistry began, marking a new

era in physics, namely quantum physics. In 1927, at the Fifth Solvay Conference,

an iconic photograph was taken of the twenty-nine attendees, which included many

well-known physicists, including 17 Nobel prize winners. From this photograph, and

the people present, it was clear that modern physics was indeed starting something

new and exciting. Since that time, atomic theory has become common knowledge,

and part of school curricula around the world. Most people can quote Einstein’s

equation, E = mc2, though with little understanding of its meaning. Nonetheless, it

is understood that within this simple equation lies deep meaning.

The misconception is that Einstein earned his Nobel prize for that equation and

its associated work. While relativity was mentioned in the award speech, the prize

was given for his discovery of the law of the photoelectric effect [2]. Less popularly-

known are his descriptions of spacetime, and the equations relating geometry and

energy. Since 1915 when he introduced this new understanding of gravity as a result
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Figure 1.1: Attendees of the Fifth Solvay Conference in 1927. [3]

of geometry [14], work on general relativity has continued alongside research into

quantum physics.

A long-standing problem has been the unification of the large with the small. This

is popularly-named a “unified theory of everything”, that describes both large-scale

gravity with small-scale interactions. The challenge is that this theory must smoothly

transition between these two very different worlds at appropriate scales. The quan-

tum world is defined by probabilities and uncertainties. None of these appear in a

relativistic spacetime theory.

Several models are currently being developed to try and merge these seemingly in-

compatible theories. Some worthy of note include loop quantum gravity, which is one

of the most widely accepted [6, 43, 42, 15]; string theory, a multi-dimensional theory

that describes both gravity and particle interactions; entropic gravity, which rede-

fines gravity as an consequence of entropy, and has been met with polarized reactions

[49, 1]; noncommutative gravity, which integrates Heisenberg’s uncertainty principle
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into solutions of Einstein’s spacetime equations; amplituhedron theory, a very recent

development in which a fundamental, simplified, geometrical object describes both

particle interactions, and possibly gravity.

Loop quantum gravity, LQG, is currently one of the more widely-studied theories of

quantum gravity. Ashtekar introduced new variables [6] that transform a gravitational

spacetime into a theory that resembles fields of traditional physics. In so doing, it

was shown that space is quantized and discrete, and made up of networks of loops.

These graphs represent states of a gravitational field.

String theory is also widely-studied, and is promising in that it is able to describe

all particle states and interactions. The theory is founded on one-dimensional ob-

jects called strings. A single string can present itself as different particles, including

gravitons, the purported mediating particle of the gravitational force. In present-

ing particles in this way, the theory is more fundamental and physically complete.

There are several versions of string theory, but they are united in the 11-dimensional

M-theory.

Entropic gravity is a new theory proposed by Erik Verlinde [49], and redefines gravity

as an entropic force and an emergent phenomenon. That is, gravity is an observed

consequence of the system, and in this particular case, of the tendency of macroscopic

bodies to increase their entropy. A difference in entropy between two bodies creates

an entropic force. Verlinde argues that gravity is the macroscopic force we observe.

This theory was met with quick discussion, well-illustrated by the title of the paper,

Comments on and Comments on Comments on Verlinde’s paper “On the Origin of

Gravity and the Laws of Newton” [1].

Most recently, Hamed et al. described a more fundamental structure, the amplituhe-

dron, which may demonstrate space and time to be emergent phenomena [5]. It is
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often the case in studies of quantum gravity that unitarity and locality are broken.

This new geometrical structure does not require locality and unitarity as a fundamen-

tal characteristic, and so greatly simplifies matters. Particle interactions are more

easily explained, replacing the long-standing but often cumbersome Feynman dia-

grams. Further, it may be that this fundamental object is better equipped to describe

quantum gravity, demonstrating many ideas to be emergent phenomena.

Noncommutative gravity, the focus of this work, attempts to bridge the quantum

world with the large-scale gravity world by including an analogous form of Heisen-

berg’s Uncertainty Principle (HUP) in spacetime solutions. In any quantum system,

there are many properties that can be measured, including position and momentum

(i.e., energy). If any of these is measured with a particular precision, the HUP states

that there is a limit on the precision with which any other property can be measured.

This is not a restriction on one’s ability to measure at a given precision but a natural

limit. As a consequence, a small-scale model of gravity cannot state with certainty

the location of any point-mass. There is a natural limit to the precision of spacetime

coordinates. This translates into a “fuzziness” of coordinates which then modifies

spacetime solutions.

The aim of this work is to investigate this “fuzziness” as part of black-hole formation

in a dynamic model, that incorporates both mass and charge. We begin in Chapter

2 with a brief discussion of foundational concepts, including basic spacetime defini-

tions and well-known classical solutions to Einstein’s equations. This is followed in

Chapter 3 by an overview of existing research and results in noncommutative space-

time. Finally, we present our own work in Chapter 4. We discuss a generalized,

noncommutative, and dynamic spacetime solution that encompasses all of the classi-

cal parameters. We calculate densities and pressures for the generalized spacetime,

and examine them in light of the energy conditions. We investigate extremality for
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a noncommutative Reissner-Nordström black hole, and find a “maximally extremal”

black hole. Finally, in Chapter 5 we derive a noncommutative solution that satisfies

the dominant energy condition and encompasses multiple interpretations.

Where applicable, we use geometrized units with G = c = 1. Greek indices α, β, ...

are used in four-dimensional cases, while roman indices a, b, ... are used in three-

dimensional cases. The spacetime signature used will be (− + ++). Coordinates will

be either spherical (t, r, ϑ, φ), or null ingoing Eddington-Finkelstein-type (v, r, ϑ, φ).

Mathematica was used to create all figures, and to carry out any non-trivial calcu-

lations. The Riemannian Geometry & Tensor Calculus package was used for tensor

calculations.1

1http://www.inp.demokritos.gr/ sbonano/RGTC/
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Chapter 2

Spacetime

The majority of what follows can be found in many introductory and semi-advanced

texts, such as those by Wald [50], Hartle [22], Poisson [40], and Griffiths and Podolský

[19]. Unless otherwise noted, or requiring more specific referencing, further details can

be found in these sources.

2.1 Einstein’s equations

The study of four-dimensional spacetime, spacetime curvature, and subsequently black

holes, began in earnest with the advent of Einstein’s field equations. Through this

theory, there is a relation between the matter and energy of a spacetime, represented

by the stress-energy tensor Tαβ, and the Einstein curvature tensor Gαβ, related by

the the Einstein field equations

Gαβ =
8πG

c4
Tαβ. (2.1)
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The normalized Einstein field equations read

Gαβ = 8π Tαβ. (2.2)

The Einstein tensor Gαβ is shorthand for a specific combination of objects: the Ricci

curvature tensor Rαβ, the Ricci scalar curvature R, and the spacetime metric gαβ:

Rαβ − 1

2
gαβR =

8πG

c4
Tαβ (2.3)

The Ricci tensor and scalar are contractions of the Riemann tensor Rµ
ναβ, which may

be defined as the tensor satisfying

V µ
;αβ − V µ

;βα = −Rµ
ναβV

ν , (2.4)

for any vector field V µ.

Alternatively, the Riemann tensor may be defined as the factor describing acceleration

of geodesic deviation. In an arbitrarily-curved manifold, one can describe the devia-

tion of two geodesics; that is, how quickly they separate from each other. Consider a

family of geodesics, xα(s, t), where s labels each geodesic, and t is an affine parameter

along each geodesic. For fixed s, uα = ∂xα

∂t
is a vector field tangent to the geodesics.

As well, for fixed t, ξα = ∂xα

∂s
is a vector field tangent to curves parameterized by s,

which are generally not geodesics themselves. This vector ξα is a deviation vector,

describing the separation of neighbouring geodesics. The acceleration of this deviation

can be derived as [40]

D2ξα

dt2
= −Rα

βγδu
βξγuδ (2.5)
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The Riemann tensor has 20 independent components, and is anti-symmetric in the

first two indices, and the last two indices.

The Ricci tensor is a contraction of the Riemann tensor, over the deviation indices in

Equation 2.5, α and γ:

Rβδ = Rµ
βµδ. (2.6)

In a vacuum spacetime, Rαβ = 0. The Ricci scalar is again a contraction,

R = RαβR
αβ. (2.7)

2.2 Causality

The notion of causality is essential to the definition of 4-dimensional spacetime. A

worldline is the path through a 4-dimensional spacetime that an observer follows. A

worldline can be timelike, spacelike or null. Observers with a speed less than the speed

of light (c = 1) move on timelike worldlines such that ds2 < 0, where ds represents an

infinitesimal length segment along the worldline curve. Light rays have null worldlines,

ds2 = 0. Spacelike curves can only be travelled at speeds greater than c: ds2 > 0;

hypothesized particles such as tachyons would travel along these types of curves. For

a point in space, null (light) rays emanating from that point trace out a light cone

which is the region of space through which a timelike observer may move in his future.

We must stop at this point and discuss precisely what we mean by future. This may

seem pedantic, but many discussions that may follow from these ideas require rigour.

Notions of what “flat” space means, for example, is quite involved; even the definition

of a black hole as a global feature of a spacetime requires precision in these ideas.
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Figure 2.1: The three types of worldlines

A spacetime extends to spatial and timelike infinity, and it is assumed that worldlines

may continue “forever”, unless they reach a singularity, for example. The issue at

hand is where they end up; while limits are calculable, it is preferable to have a better

way of talking about these “places”.

By applying a conformal transformation ( [50; Ch 11]), a spacetime (more specifically,

the manifold) can have points added-in, where these points represent the infinities.

These are, for Minkowski space,

• Past (Future) null infinity All null rays begin (end) here, labelled I − (I +).

• Spacelike infinity All spacelike curves begin and end here, labelled i0.

• Past (Future) timelike infinity All timelike curves begin (end) here, labelled i−

(i+).

In Figure 2.2, a Penrose diagram is shown for the Schwarzschild black hole, where

there is also the point r = 0, which is the singularity. While some future-oriented
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null worldlines may arrive at r = 0, none that arrive at I + have r = 0 in their past.

This is in fact a definition of a black hole: that region from which no null causal

curves arrive at I + as t → ∞. (This is an unfortunately cumbersome definition, as

it requires omniscience of the spacetime for all time, past and future.)

Euclidean space is called “flat”, and the most basic 4-dimensional spacetime, Minkowski

space, is also flat. Other spacetimes such as (anti-)deSitter are not necessarily flat,

and in the presence of matter, are certainly not so. These curved spacetimes however

do often become flat at spacelike infinity. They are called asymptotically flat, and

while intuitively simple, the rigorous definition of this character is quite detailed [50;

p.276].
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Figure 2.2: Penrose diagram for the Schwarzschild black hole solution
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2.3 Black hole definitions

2.3.1 By Causality

A black hole is a global feature of the spacetime; there is no purely local definition of a

black hole, though quasi-local models do exist. One requires a complete knowledge of

the spacetime so that the “black” region of the spacetime can be identified. In effect,

one must observe the behaviour of all null rays in the spacetime for all of time. The

black hole is then that region of space from which all null rays do not reach future

null infinity. That region is causally separated from future null infinity; any null (and

therefore, timelike) curve within that region cannot escape to the outside region.

.

As shown in Figure 2.3, lightcones are drawn for various points inside and outside the

black hole. Due to the curvature of the spacetime, the cones begin tipping towards

the horizon as they approach it. Timelike worldlines lie inside those cones, and must

travel faster to escape the black hole. The edge of the cone is traced by null rays,

which cannot escape once the cone is at the horizon.

2.3.2 Trapped surfaces

On a given spacelike 2-surface, define two future-directed null normals, ℓa (outward)

and na (inward). These two vectors generate null fields, with expansions as follows,

where q̃ab is the intrinsic metric on the 2-surface.

θ(ℓ) = q̃ab∇aℓb (2.8)

θ(n) = q̃ab∇anb (2.9)

11



a

b

c

0.0 0.5 1.0 1.5 2.0

-4

-3

-2

-1

0

1

2

3

Figure 2.3: Schwarzschild spacetime diagram in ingoing null coordinates. (a - outside
the event horizon; b - at the event horizon; c - inside the event horizon)
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Consider a series of spherical shells of various radii centred at the origin r = 0. The

expansions would be θ(n) < 0 and θ(ℓ) > 0: the inward vector field converges towards

the centre, and the outward vector field diverges. However, in a spacetime with a

black hole, this is not always the case. As shown in Figure 2.3, null rays (which

would be tangent to the null vector fields ℓa and na) cannot escape the horizon.

Outward light rays at the horizon remain parallel to it; in the interior, both inward-

and outward-light-rays converge to the centre. The expansions then must change

accordingly. Any sphere of constant r has a negative inward expansion, θ(n) < 0. The

sign of the outward expansion then changes on either side of the black hole horizon.

Outside the horizon, θ(ℓ) > 0, indicating that outward-pointing light rays diverge (ie.,

escape the black hole). At the horizon, θ(ℓ) = 0, and this sphere is called a marginally

trapped surface. Spheres within the black hole are called fully trapped surfaces, and

have θ(ℓ) < 0, in addition to the expected θ(n) < 0.

2.4 Spacetime Solutions

2.4.1 Minkowski spacetime

The most basic of spacetimes is the Minkowski spacetime,

ηαβ =









































−1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1









































. (2.10)
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This spacetime is a four-dimensional pseudo-Riemannian spacetime. It is not purely

Riemannian, since the signature is negative in the first coordinate, (− + ++). It is a

vacuum solution, and so from the Einstein equations we have Tαβ = Rαβ = 0. The

fact that Tαβ = 0 tells us there is no matter; Rαβ = 0 tells us the space is Ricci flat.

The Minkowski spacetime is diffeomorphic to Rt × R
3, where we have labelled Rt

as the time dimension. For a given subspace of constant-t the metric is a classical

Euclidean metric, with a line-element in Cartesian coordinates

ds2 = dx2 + dy2 + dz2 ≥ 0 (2.11)

For a timelike-curve (constant spatial coordinates xα, α = 1, 2, 3), the line element is

simply

ds2 = −dt2 ≤ 0 (2.12)

This was discussed previously; again, this characterizes our classification of worldlines

as spacelike or timelike.

In what follows, the spacetimes that we will study are asymptotically flat. In the same

way that a Newtonian gravitational field vanishes at large distance, an asymptotically

flat spacetime has localized curvature, and becomes Minkowskian at large distance

from that locality.

2.4.2 Spherically-symmetric spacetimes

A particular class of spacetimes are those that are spherically symmetric: the metric is

has an SO(3) symmetry and so is invariant under all rotations. As such, any 2-sphere
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is characterized by its area. The function

r =
√

A/4π (2.13)

defines the line-element of the 2-sphere as

ds2 = r2
(

dϑ2 + sin2 ϑdφ2
)

. (2.14)

The function r is often called the “radial” distance, measured from some centre. In

Euclidean space, this is an appropriate description; for any other curved space, this

function may not measure such a distance. Nonetheless, the nomenclature remains.

For a 4-dimensional spacetime, in spherical coordinates xµ = (t, r, ϑ, φ), a spherically-

symmetric spacetime can be written with a line-element of

ds2 = −eψ(r)dt2 + eχ(r)dr2 + r2dΩ2 (2.15)

where dΩ2 = (dϑ2 + sin2 ϑdφ2). This is a static line-element: it is invariant under

time translations t → t + constant, as well as time reflections t → −t. A spacetime

invariant under time translations is called stationary, and possesses a timelike Killing

vector field. A rotating spacetime, for example, is stationary but not static: if t → −t

its direction of rotation reverses.

A stationary but nonstatic spacetime that uses the Killing vector parameter as a

coordinate must have cross-terms dxµdxν , µ 6= ν [50; p.119]. The Vaidya solution is

a spherically-symmetric solution with cross-terms, but it is a non-stationary solution

as it does not have the appropriate Killing vector.

15



2.4.2.1 The Schwarzschild solution

The Schwarzschild solution to Einstein’s spacetime equations is a spherically-symmetric,

static (ie. time-independent) spacetime which contains a black hole. The Schwarzschild

metric is defined as Equation 2.15 with eψ(r) = (1 − 2M/r), eχ(r) = e−ψ(r), where M

is the mass of the black hole.

The line element then reads,

ds2 = −
(

1 − 2M

r

)

dt2 +
(

1 − 2M

r

)−1

dr2 + r2dΩ2. (2.16)

The Schwarzschild solution is independent of time (coordinate t), and is static. We will

later see that the Vaidya solution modifies this, and the spacetime becomes dynamical

in that the mass becomes a function of time. This has further consequences for the

horizon of the black hole, which requires differentiating between the apparent horizon,

and the event horizon.

The event horizon in the Schwarzschild solution occurs when (1 − 2M/r)−1 becomes

singular, that is when r = 2M . For r > 2M , the r-coordinate is spacelike (ds2 =

f−1dr2 > 0), and the t-coordinate is timelike (ds2 = −fdt2 < 0). When the event

horizon is crossed, this signature changes; r becomes timelike, and t becomes spacelike.

The Schwarzschild spacetime solution has two important objects: a singularity found

at r = 0 and a horizon at r = 2M . The singularity r = 0 is a global object,

independent of the choice of coordinate systems. The other locus, the Schwarzschild

horizon r = 2M , is coordinate-system-dependent. We can introduce other coordinate

systems that remove this singularity, but also add other benefits, in that these systems

make some of the properties clearer.
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The first coordinate system we will examine is a null-coordinate system, so that the

coordinates (t, r) are replaced by coordinates (v, r). In this coordinate system, v is

a null coordinate, so that curves of constant-v are null rays. This is the Eddington-

Finkelstein coordinate system. The derivation is as follows.

We have a spherically-symmetric metric

ds2 = −f(t, r)dt2 + f(t, r)−1dr2 + r2dΩ2 (2.17)

where at r = rh, f becomes singular. We want to remove f(t, r)−1, by defining a new

coordinate r∗, called the tortoise coordinate, in such a way that

dr∗ =
(

1 − 2M

r

)−1

dr (2.18)

Integrating, we find

r∗ = r + 2GM ln
∣

∣

∣

∣

r

2M
− 1

∣

∣

∣

∣

(2.19)

Define the coordinate v = t + r∗. This creates a null coordinate, so that curves of

constant-v are null geodesics. The metric in (v, r) Eddington-Finkelstein coordinates

(with r∗ relabelled as r) is

ds2 = −
(

1 − 2M

r

)

dv2 + 2dvdr + r2dΩ2 (2.20)

The coordinate v is an ingoing coordinate, so that curves of constant-v are ingoing

towards r = 0. Likewise, one can define an outgoing coordinate u = t − r∗, where

curves of constant-u are null rays in the direction of increasing r. The outgoing metric

has the term 2dvdr replaced by −2dudr.
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Other null curves satisfy

dv

dr
=
(

1 − 2M

r

)

(2.21)

It is immediate from the metric that r = 0 is still a singularity, but the singularity at

r = 2M has been removed.

For future discussion, we will need a pair of null vectors that are normal to a cross-

section of the horizon. Here we consider the more general case of the null normals to

any surface of constant v and r. The line-element reads more generically as

ds2 = −f(v, r)dv2 + 2ǫdvdr + r2dϑ2 + r2 sin2 ϑdφ2 (2.22)

Note that ǫ = ±1, so that the sign of ǫ determines whether v is an ingoing coordinate

(ǫ = +1) or an outgoing coordinate (ǫ = −1).

Since we are dealing with a spherically-symmetric spacetime, any null normal vector

will be independent of ϑ and φ, and will be tangent to null curves, such that ds2 = 0.

In particular,

ds2 = −f(v, r)dv2 + 2dvdr = 0 (2.23)

These null curves satisfy either v = 0, or dr = f(v,r)
2
dv. We also require that the two

vectors be cross-normalized,

nαℓα = −1 (2.24)

Ingoing and outgoing null vectors that satisfy these requirements are

nα =

(

−1,
f

2
, 0, 0

)

(2.25)

ℓα = (0, 1, 0, 0) (2.26)
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2.4.2.2 Reissner-Nordström

The Reissner-Nordström metric is a spherically-symmetric spacetime, similar to the

Schwarzschild metric, but with the addition of an electric charge, Q. The metric

function f(r) read as

f(r) = 1 − 2M

r
+
Q2

r2
. (2.27)

This spacetime is also degenerate at r = 0, and admits a black hole of mass M , with

horizons at r = M ±
√
M2 −Q2. There are now two horizons, r+ = M +

√
M2 −Q2

and r− = M −
√
M2 −Q2, so that 0 < r− < M < r+ < 2M . In the case Q = 0, the

horizons become r+ = 2M and r− = 0, which is the Schwarzschild solution. In the

case M = Q, there is a single horizon, rH = r+ = r− = M . This is called an extremal

black hole.

The signature of the r-coordinate changes at these two horizons, and is another inter-

esting feature of this spacetime. In the Schwarzschild solution, the singularity at r = 0

is a spacelike surface. For r > 2M , surfaces of constant-r are timelike; for r < 2M ,

the sign of 1 − 2M/r changes, and surfaces of constant-r are now spacelike. In the

Reissner-Nordström solution, there are two horizons (three regions) to consider. The

sign of f(r) changes at each horizon. Surfaces of constant-r are timelike for r > r+,

spacelike for r+ > r > r−, and timelike for r− > r. That is, r = 0 is a timelike surface,

and so can be avoided by an infalling observer. Because r is a spacelike coordinate for

r < r−, an observer can move towards, or away from it. Similarly, for an observer who

has already crossed r+, there is no possibility of avoiding r−: r decreases necessarily

(it is a timelike coordinate), and so the observer must cross it. Can the observer,

being able to move away from r = 0 escape out of the black hole? They may indeed

cross over r = r− to an outer region, but this is not so straight-forward. Once they

do, they are in fact in a different ‘universe’. Again, r is a timelike coordinate, and
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they are forced back into another region where r < r−. Despite the change in sign of

f , any observer, signal, or information is forever trapped inside r = r+, regardless of

the universe. See in particular the Penrose diagram in Fig.9.7 in [19].

2.4.2.3 The Vaidya solution

A very intuitive modification to the Schwarzschild spacetime in order to make it

dynamic is to modify the mass function to be time-dependent. Such a modification

does indeed make it a solution to Einstein’s equation. There are requirements however,

on the form of the mass equation so that the spacetime does not contradict the energy

conditions, which we will discuss below.

The corresponding Vaidya metric is then

gαβ =









































−
(

1 − 2m(v)
r

)

ǫ 0 0

ǫ 0 0 0

0 0 r2 0

0 0 0 r2 sin2(ϑ)









































. (2.28)

The function m(v) can be taken as increasing or decreasing, depending on the model.

The choice of coordinate system also determines the type of hole. Using ingoing coor-

dinates, an increasing mass indicates a black hole accreting material, while a decreas-

ing mass function with outgoing coordinates is often used to represent a (Hawking)

radiative black hole. Outgoing coordinates describe a white hole. It is important to

note that while the Schwarzschild solution can be interpreted in both ingoing and
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outgoing Eddington-Finkelstein coordinates, the Vaidya solution cannot. The null

coordinates in the Vaidya solution are indeed analogous to the ingoing Eddington-

Finkelstein coordinates in a Schwarzschild solution, but are not identical. One cannot

simply “switch” to outgoing coordinates, and maintain the spacetime behaviour. The

Vaidya solution has a mass function and a radial tortoise coordinate that are both

dependent on the ingoing v-coordinate. Changing to an outgoing u-coordinate would

fundamentally change these other quantities, which in turn has significant effects on

the behaviour of the spacetime. The matter we will consider can be interpreted as a

null dust: null meaning that it in-falls along null curves, and dust meaning that it is

pressureless.

The dynamic nature of the Vaidya solution makes the behaviour of the horizon more

interesting. We are able to say more about the development of this horizon. For a

horizon that settles down into equilibrium as v → ∞, m(v) → M , and rh → 2M . The

horizon found at r = 2m(v) is the apparent horizon, but it is not the event horizon.

Suppose an observer is close to r = 0 before the apparent horizon forms; can they still

escape? In fact, depending on the time at which they leave r = 0 and try to escape,

they may or may not make it.

Consider the following Figure 2.4.2.3, showing the horizon as m grows. This is the

apparent horizon. Consider a light ray that finishes at late time at the horizon. Any

observer would move with less speed, and would still be trapped if they were within

the light cone traced by that ray. We take a geodesic at late time v, and integrate

it backwards towards r = 0. We see then that this light ray creates another horizon,

behind which no observer can escape, even if they attempted to do so before the

formation of the black hole. This is the event horizon. In a static solution, like

Schwarzschild, the apparent and event horizons are the same.
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Figure 2.4: Horizons of a Vaidya solution with m(v) =
mf

2
(1 + E (v)).(The thick line

is the apparent horizon; the dotted line is the event horizon; the thin lines are outgoing
null rays)
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Chapter 3

Literature review of

noncommutative gravity

3.1 Motivation

For a number of years, there has been a desire to unite different-scale physics: the

large-scale gravitational regime with the small-scale quantum regime. It is assumed

that at a quantum scale, there should be an adapted theory of gravity. Perhaps

the most serious problem is that there exists no observational results of quantum

gravity to motivate any particular theoretical direction. The focus of this work is the

noncommutative model.

Noncommutativity is a characteristic that already exists in quantum physics. In a

phase space, operators do not generally commute due to the Heisenberg Uncertainty

Principle. This principle states that if a particle is measured with position x and

momentum p, there is a lower limit on the precision of these measurements of ∆x∆p ≥
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~. Note that the limit is not a technological one, but phenomenological: the quantum

world prevents arbitrarily-precise, simultaneous measurements of multiple quantities.

Two thought experiments suggest the noncommutativity of quantum gravity:

Example 3.1.1. Noncommutative thought experiment I [13]

Consider a particle for which we measure its position x with increasing precision. As

a result, the momentum, p, of the particle is measured with decreasing precision. By

the Heisenberg Uncertainty Principle, we can force the precision ∆p to be divergent

by increasing our precision of measurement of the position. This effective increase

in momentum is equivalent to an increase in energy, creating an uncertainty in the

curvature at the location of measurement. This uncertainty of curvature increases with

the precision of measurement of position. We create a paradox thusly: an increase in

precision of measurement of position creates a sufficiently divergent curvature, which

induces a region about the particle from which signals cannot escape, preventing the

arbitrarily precise measurement of position.

Example 3.1.2. Noncommutative thought experiment II [20]

Assume a flat spacetime with a single electron for which we want to measure position.

A photon with energy E is sent in the direction of this particle; the wavelength of this

photon is λ ≈ hcE−1. This is the maximum precision with which the position of our

photon can be determined. This implies that this is also the precision with which we

can measure the position of the electron.

Suppose now that we also want to measure the position of the electron in the direction

transverse to the motion of our photon. Our photon also has a Schwarzschild radius

of rS ≈ GEc−4. No information from inside this radius can be extracted. At best, we

can say whether the electron is inside or outside this radius. The radius rS increases

with E, unlike λ which decreases with E. These measurements contradict each other.
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Their product is

λrS = (hcE−1)(GEc−4) = hGc−3 = ℓ2
P (3.1)

The smallest perceivable area is then ℓ2
P .

To introduce noncommutativity on a manifold, there have been two main approaches.

The first was to mimic operators on a phase space by viewing spacetime as an algebra

of functions with a modified, noncommutative, ⋆-product. The second is to intro-

duce fuzziness in the metric functions, referred to as coherent states. In either case,

coordinates xµ are considered noncommuting when

[xµ, xν ] = θµν (3.2)

for a constant skew-symmetric matrix θµν .

3.1.1 Algebra with ⋆-product

One of the first approaches to noncommutative geometry was inspired by the field of

quantum mechanics, where measures are operators on a phase space. An accessible

introduction to this is found in Chaichian et al. [11], and we briefly reproduce the

foundation here.

Let U be a region in R
2, with coordinates (t1, t2). Let h̄ ∈ R, and denote R[[h̄]] the

ring of formal power series of h̄. That is, R[[h̄]] is the set of infinite polynomials of h̄

with an addition and a multiplication.

Next R[[h̄]] is extended to a module over itself. A module is akin to a vector space

over a field; here, it is over a ring. Let A be the set of formal power series in h̄, but
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with coefficients that are smooth real functions over U . Elements of A are written

∑

i≥0 fih̄
i.

For any two functions f and g on U , denote fg as the point-wise product of f and g.

Define also a noncommutative star product, f ⋆ g, as the Moyal product [31],

f ⋆ g = lim
t′→t

exp

[

h̄

(

∂

∂t1

∂

∂t′2
− ∂

∂t2

∂

∂t′1

)]

f(t)g(t′). (3.3)

It is assumed that exp(·) is a power series in the derivative operator above. The

noncommutativity is apparent when written in the form [52],

exp

[

h̄

(

∂

∂t1

∂

∂t′2
− ∂

∂t2

∂

∂t′1

)]

= exp



h̄





∑

i,j

θij
∂

∂ti

∂

∂t′j







 (3.4)

For elements in A, which are power series of functions, this ⋆-product is extended and

defined as
(

∑

fih̄
i
)

⋆
(

∑

gjh̄
j
)

=
∑

(fi ⋆ gj) h̄
i+j (3.5)

A metric on A is created as follows. Let A3 = A ⊕ A ⊕ A. Define a dot product “•”

on A3 ⊗
R[[h̄]] A3 as

A3 ⊗
R[[h̄]] A3 → A, (a, b, c) ⊗ (f, g, h) 7→ a ⋆ f + b ⋆ g + c ⋆ h (3.6)

for any (a, b, c), (f, g, h) ∈ A3. Then for any X = (X1, X2, X3) ∈ A3 (indices,not

powers), define ∂iX = (∂iX
1, ∂iX

2, ∂iX
3). The metric gij on A is defined as

gij = ∂iX • ∂jX (3.7)
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The metric gij has inverse gij with the expected property

gij ⋆ g
jk = δi

k (3.8)

Chaichian et al. in [11] continue the construction of noncommutative Riemannian

geometry with the development of a connection on A, as well as curvature objects.

This construction began with a two-dimensional deformation of R
2. This can be

extended to arbitrarily high dimensions [11, 52].

A noncommutative Schwarzschild solution under this formalism is now presented, as

an embedding in a 6-dimensional space. The noncommutative metric reads [52]

g00 = −
(

1 − 2M

r

)

g01 = g10 = g02 = g20 = g03 = g30 = 0

g11 =
(

1 − 2M

r

)−1 [

1 +
(

1 − 2M

r

)

(sin2 ϑ− cos2 ϑ) sinh2 h̄
]

g12 = g21 = 2r sinϑ cosϑ sinh2 h̄ (3.9)

g13 = −g31 = −2r sinϑ cosϑ sinh h̄ cosh h̄

g22 = r2[1 − (sin2 ϑ− cos2 ϑ) sinh2 h̄]

g23 = −g32 = r2(sin2 ϑ− cos2 ϑ) sinh h̄ cosh h̄

g33 = r2[sin2 ϑ+ (sin2 ϑ− cos2 ϑ) sinh2 h̄]

The deformed Schwarzschild still retains a horizon at r = 2M , temperature of T =

1/4M , and entropy Sbh = 4πM2. However, the area of the black hole has h̄-

corrections,

A = 16πM2

(

1 − h̄2

6
+ O(h̄4)

)

. (3.10)
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There are however, issues with this approach [34]. At the level of free fields, the

⋆-product-deformed theory is identical to the original theory. The theory does not

satisfy unitarity [18]: the sum of quantum probabilities for a given event do not add up

to 1. Lastly, the theory does not cure UV divergences. That is, there are effects at a

given scale from objects with energies at a different energy scale. It is the perturbative

nature of the parameter h̄ at the heart of these issues.

Various attempts have been made at creating a noncommutative Schwarzschild solu-

tion, similar to what was presented above [34, 12, 25, 24]. Among these approaches,

there are still unwanted powers of 1/r that persist.

3.1.2 Coherent states

The problems presented by the ⋆-product approach have been solved by the consid-

eration of coherent states [17]. We present here two pieces of motivating work: a

development of a quantum field theory that encodes noncommutativity as a gaus-

sian distribution, as well as a quantum system that replaces the usual dirac position

operator with a gaussian distribution.

The following construction of the noncommutative quantum field theory is by Smailagic

and Spallucci [46].

The noncommutative spatial plane has coordinates Xi, momenta Pj, i, j = 1, 2 and

commuting relations

[

Xi,Xj
]

= iθǫij
[

Xi,Pj

]

= iδij (3.11)

[Pi,Pj] = 0.
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It is immediate that the plane is now “blurry”, and the position operators X1 and X2

do not share any common eigenstates. Define new operators Z and Z† as

Z ≡ 1√
2

(

X1 + iX2
)

Z† ≡ 1√
2

(

X1 − iX2
)

. (3.12)

which satisfy
[

Z,Z†
]

= θ, (3.13)

This last equation is the commutation relation for the creation and annihilation oper-

ators. In a quantum field theory, these operators create and annihilate particles in a

given state. There then exist coherent states (i.e., eigenstates) |Z〉, of the annihilation

operator, satisfying

Z|Z〉 = z|Z〉

〈Z|Z† = 〈Z|z̄ (3.14)

for complex eigenvalues z and z̄.

For any operator F (X1,X2) which is a function of X1 and X2, the aim is to find the

mean expectation value F (z),

F (z) = 〈z|F (X1,X2)|z〉. (3.15)

Using a noncommutative form of the Fourier transform,

F (z) =
∫ d2p

2π
f(p)〈z|exp

(

ipjX
j
)

|z〉 (3.16)
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where 〈z|exp(ipjX
j)|z〉 is the mean expectation value of a plane wave. Choosing

f(p) = constant gives the maximum momentum spread. This will correspond to the

minimum uncertainty in position. Solving this Fourier transform gives F (z) explicitly

as

F (z) =
4π

θ
exp

(

−4

θ
zz̄
)

, (3.17)

which is a Gaussian distribution. Despite the maximum spread in momentum, the

noncommutativity puts a lower limit, or minimal width, on the uncertainty in position.

This motivates choice of matter and charge densities as similar distributions with

minimal widths of
√
θ.

This formulation of noncommutativity solves the violation of unitarity of the ⋆-

product [47], and furthermore removes singularities at the origin [4, 33, 37].

The noncommutativity of the manifold encoded in equation 3.2 does not directly

imply a natural method for implementing noncommutativity in a model of gravity.

While the Moyal product seems to be well motivated by the construction above,

there are other mathematically-equivalent, but not necessarily physically-equivalent,

products [8]. The choice of a mass distribution in the coherent state formalism as

well is not a direct consequence of equation 3.2. However, the argument for its use is

well-supported. Firstly, it solves the problem of unitarity, cures UV-divergences, and

provides Lorentz invariance [47]. Secondly, the quantum field work above motivates

its use. Thirdly, and perhaps the most motivating, is the relationship between a ⋆-

product and the gaussian mass distribution: various ⋆-products are mathematically

equivalent [8], and can be used to derive the gaussian mass distribution [7, 16].

This derivation is found in [7],[16],[44], and we discuss it briefly here. It relies not on
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the Moyal product, but the Voros product

f(z, z̄) ⋆ g(z, z̄) = f(z, z̄)e
←−
∂z̄
−→
∂zg(z, z̄). (3.18)

A quantum system is defined as a Hilbert space of (square integrable) wavefunctions

ψ(x) over a configuration space Rd, of dimension d.

The aim is to create an equivalent, but noncommutative, quantum system. It is

obvious how the above algebra will be modified: the (non-)commutation relation 3.2

will replace the commutative [Xi,Xj] = 0. The process as follows is taken from [7],

which is done in 2-dimensions. The “lifting” to 3-dimensions follows.

This source ([7]), and its reference [44] provide a more detailed derivation of the non-

commutative quantum configuration space and noncommutative quantum function

space.

States in the noncommutative configuration space are denoted |z〉. When measuring

position in a noncommutative space, the best to hope for are states of minimum

uncertainty. These are provided by coherent states

|z〉 = e−zz̄/2ezZ†|0〉 (3.19)

where z is a dimensionless complex number.

The position operators in the noncommutative function space are

|z, z̄) =
1√
θ

|z〉〈z| (3.20)
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and satisfy the completeness relation

∫ θdzdz̄

2π
= |z, z̄) ⋆ (z, z̄| = 1Q. (3.21)

Here, 1Q is the identity operator in the quantum space. The star product used here

is the Voros product 3.18.

Consider then the overlap of two coherent states, |ω, ω̄) and |ζ, ζ̄):

(ω, ω̄|ζ, ζ̄) =
∫ θdzdz̄

2π
(ω, ω̄|z, z̄) ⋆ (z, z̄|ζ, ζ̄). (3.22)

This is satisfied by

(ω, ω̄)|z, z̄) =
1

θ
e−r

2/2θ, r =
√

2θ |w − z| . (3.23)

The presence of the Voros product replaces the dirac operator with the gaussian

distribution above, as

lim
θ→0

1

θ
e−r

2/2θ = 2πδ(2)(r). (3.24)

It follows that “lifting” this to 3-dimensions gives the often-used

lim
θ→0

1

(4πθ)3/2)
e−r

2/4θ = δ(3)(r). (3.25)

We conclude then from these calculations that the Voros product – mathematically

equivalent to a Moyal product – implies the replacement of the usual Dirac position-

function with the gaussian distribution so often used in current literature.
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3.2 Noncommutative spacetimes

As per the previous discussion, we now use a matter distribution of

ρ(v, r) =
m(v)

(4πθ)3/2
e−

r2

4θ . (3.26)

A solution to the Einstein equations is found in the appendix. The process found

there is available in many references, which we note there. Solving the Einstein

equations with this matter distribution leads us to integrate ρ to give a form of the

lower incomplete gamma function,

γ(a, x) =
∫ a

0
ta−1e−t dt. (3.27)

Specifically, the function used is

2√
π
γ

(

3

2
,
r2

4θ

)

=
2√
π

∫ r2

4θ

0
t1/2e−t dt (3.28)

The leading coefficient of 2/
√
π ensures that for r → ∞, or r → 0, 2√

π
γ
(

3
2
, r

2

4θ

)

→ 1.

3.2.1 Noncommutative Schwarzschild

The noncommutative Schwarzschild metric is [35]

ds2 = −


1 −
4Mγ

(

3
2
, r

2

4θ

)

√
π r



 dt2 +



1 −
4Mγ

(

3
2
, r

2

4θ

)

√
π r





−1

dr2 + r2dΩ2 (3.29)
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)
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π r

.

Also available in [35].

The addition of the noncommutativity creates changes in the horizon behaviour of the

spacetime [35]. For M ≈ 1.9
√
θ, there is one horizon at r ≈ 3

√
θ. For M < 1.9

√
θ,

there is no horizon. For M > 1.9
√
θ, there are two horizons. For example, when

M = 3
√
θ, there are two horizons at r+ ≈ 6

√
θ and r− ≈ 1.6

√
θ. It is characteristic

of noncommutative solutions to have multiple horizons.

In the context of an evaporating (i.e., via Hawking radiation) black hole, the thermo-

dynamic properties are an important consideration. The temperature at the horizon

rH of a noncommutative Schwarzschild black hole was found [37, 32] to be

T (rH) = − 1

4π

dg00

dr

∣

∣

∣

∣

∣

r=rH

=
1

4πrH





1 − r3
H

4θ3/2

e−
r2

H
4θ

γH





 ,

where γH = γ

(

3

2
,
r2

4θ

)∣

∣

∣

∣

∣

r=rH

. (3.30)

More generally, in n-dimensions,

T (rH) =
n+ 1

4πrH





1 − 2

n+ 1

(

rH

2
√
θ

)n+3
e−

r2
H

4θ

γ
(n)
H





 (3.31)

where γ
(n)
H = γ

(

n+ 3

2
,
r2

4θ

)∣

∣

∣

∣

∣

r=rH

. (3.32)
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Taking the limit r/
√
θ → ∞, the classical temperature is recovered, as expected:

T → 1
4πrH

. However, whereas in the classical case the temperature would grow for

small rH , the noncommutative picture is significantly different at small distances. The

noncommutative and classical temperatures agree for rH > 6
√
θ. As rH decreases,

the noncommutative temperature reaches a maximum of T ≈ 0.015 × 1
√
θ at ap-

proximately M ≈ 2.4
√
θ; thereafter, the temperature decreases to zero at M ≈ 3

√
θ

which corresponds to the extremal (single-horizon) black hole [37]. At higher dimen-

sions, the result is similar: there is a maximum temperature that increases with the

dimension; the minimal mass with zero-temperature decreases at higher dimensions

[36].

As r decreases, the curvature is non-vanishing and positive [37],

R(0) =
4M√
πθ3/2

(3.33)

which is equivalent to a deSitter geometry. The singularity is removed at the origin,

and replaced by a deSitter core.

3.2.1.1 Noncommutative Schwarzschild-deSitter

The analysis of this black hole solution can be found in Mann and Nicolini [27], and

we mention their results briefly.

The noncommutativity creates two black hole horizons as in the non-cosmological

Schwarzschild solution, and the presence of a cosmological constant Λ adds a cos-

mological horizon. The horizon behaviour is dependant on M and Λ, and there are

four cases. There is a minimal mass M0 such that M < M0 shows only a cosmo-

logical horizon. When M = M0, the two black hole horizons combine, and there is
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still a cosmological horizon. For M > M0, there is a critical value MN such that

when M = MN , the outer black hole horizon and the cosmological horizon combine

into a Nariai-like solution. Otherwise, for all M > M0, there are three horizons: a

cosmological horizon, and two black hole horizons.

The Nariai solution has a line-element

ds2 =
1

A

(

dχ2 + sin2 χdψ2
)

+
1

B

(

dϑ2 + sin2 ϑdφ2
)

(3.34)

where A and B are constants, χ, ϑ ∈ [0, π], and ψ and φ are periodic coordinates with

period 2π. This topology is clearly S2 × S2.

3.2.2 Noncommutative Reissner-Nordström

A noncommutative Reissner-Nordström [4] is similar to the Schwarzschild construction

in that the matter, and now electric, fields are diffused over a Gaussian distribution,

ρmatt(r) =
M

(4πθ)3/2
e−

r2

4θ

ρel(r) =
Q

(4πθ)3/2
e−

r2

4θ

(3.35)

Using a 4-current of

Jα = ρelδ
α

0 (3.36)

and Maxwell’s equations

Fαβ = δ0[α|δr|β]E(r)

Jα =
1√−g∂β

(√−gFαβ
)

(3.37)
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Figure 3.2: The noncommutative Reissner-Nordström metric function with Q = kM ,
M = 5

√
θ, with k ∈ {0, 0.5, 1, 1.97, 2.2} increasing from bottom to top.

More explicitly, F 0r = E(v, r) = −F r0, and Fαβ = 0 otherwise. Solving Maxwell’s

equations gives

E(r) =
Q

8πθ3/2r2
γ

(

3

2
,
r2

4θ

)

(3.38)

Solving Einstein’s equations with E(r) as above gives a metric function

f(r) = 1 −
4Mγ

(

3
2
, r

2

4θ

)

√
πr

+
Q2

πr2



γ

(

1

2
,
r2

4θ

)2

− r√
2θ
γ

(

1

2
,
r2

2θ

)



 . (3.39)

The appendix to this work demonstrates in more detail the solution process.

Horizons are presented in Figure 3.2 with Q ranging from zero, up to the classically-

extremal Q = M , and beyond: Q > M . Note that for Q < M/2 there is little effect

on the outer horizon as compared to the Q = 0 case. For Q = M , the horizon is

indeed at M . For Q > M , there is a critical value of about Q ≈ 1.97M , at which

point the black hole is “extremal”: there is a single horizon at about r = 1.64
√
θ. For

still larger Q, there is no horizon.
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Chapter 4

Noncommutative modifications to

the Vaidya spacetime

We now consider a generalized Vaidya spacetime, that also includes noncommutative

effects. By generalized, we mean that the solution allows for both mass and charge.

In null coordinates, the generalized form is

ds2 = −f(v, r)dv2 + 2dvdr + r2(dϑ2 + sin2 ϑdφ2) (4.1)

f(v, r) = 1 − 2M(v, r)

r
+
Q(v, r)2

r2
(4.2)

where v is an ingoing null coordinate. The functions M(v, r) and Q(v, r) are both

dependent on v (so that the mass and charge either increase or decrease), and r

(knowing that noncommutativity will diffuse both mass and charge over a width of
√
θ).
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We will be adding noncommutativity in terms of a mass and charge distribution of

ρM(v, r) =
m(v)

4πθ3/2
e−r

2/4θ (4.3)

ρQ(v, r) =
q(v)

4πθ3/2
e−r

2/4θ (4.4)

The charge density is only along the v-direction, and is given by

Jα = ρQ(v, r)δα0 (4.5)

Solving the Einstein equations with the above choices (details in the appendix) gives

the expected metric function

f(v, r) = 1 − 4m(v)√
πr

γ

(

3

2
,
r2

4θ

)

+
q(v)2

πr2



γ

(

1

2
,
r2

4θ

)2

− r√
2θ
γ

(

1

2
,
r2

2θ

)



 (4.6)

The metric function above is equivalent to the noncommutative Reissner-Nordström

solution [4] in null coordinates, but with time-dependent mass and charge.

Given that we are using a generalized solution, we aim to describe its behaviour as

fully as possible. While current literature has investigated the case of black hole evap-

oration in a static solution and as well in a limited Vaidya context, and the associated

thermodynamics, we will be describing the other side of the coin, namely, black hole

formation. We shall examine the characteristic horizon behaviour, restrictions on en-

ergy conditions, and extremal behaviour. We finish with a new solution that satisfies

otherwise-violated energy conditions.

Noncommutative Vaidya solutions have already been considered [29, 28, 32], though

in explicit (t, r) coordinates for black-hole evaporation. The metric has a similar
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form, though the mass function is prescribed by the solution. The mass function in

the explicit (t− r) case reads

Mθ = MI

[

E
(

r − t

2
√
θ

)(

1 +
t2

2θ

)

− r√
πθ

e−
(r−t)2

4θ

(

1 +
t

r

)

]

, (4.7)

where MI is the initial mass, and E is the Gauss error function,

E(n) =
2√
π

∫ n

0
e−p

2

dp. (4.8)

In the limit of r/
√
θ → ∞, the mass function becomes

Mθ = MI

(

1 +
t2

2θ

)

. (4.9)

The stationary case is recovered for t = 0, and Mθ is the noncommutative mass,

Mθ = MI

(

2√
θ
γ

(

3

2
,
r2

4θ

))

. (4.10)

We choose however to work in the usual Eddington-Finkelstein-type coordinates. As

such, we are free to choose a mass function MI(v). As well, we wish to model mass

accretion (ṁ(v) > 0), rather than black hole evaporation (ṁ(v) < 0).

We choose an appropriate mass function, based on the error function such as

m(v) =
mf −m0

2
(1 + E (v)) +m0 (4.11)

for an initial mass m0 and a final mass mf .

40



- 4 - 2 0 2 4
0.00

0.05

0.10

0.15

0.20

0.25

v

m
Hv
L

Figure 4.1: The chosen mass function m(v) =
mf

2
(1 + E (v)) for mf = 1

√
θ.

This could easily model an existing object accreting further mass; however, to repre-

sent the formation of a black hole we will be assuming m0 = 0. This gives

m(v) =
mf

2
(1 + E (v)) (4.12)

For v → −∞, m(v) → 0; for v → ∞, m(v) → mf . The transition from 0 to mf

occurs over the approximate interval v ∈ (−4, 4).

Before beginning detailed analysis, a discussion of appropriate numerical values is

needed. Mass, charge, and radial distance are equivalent units, so then m/r, q/r are

dimensionless. They are also scaled in multiples of
√
θ. Since everything is scaled to

multiples of
√
θ, the actual value of

√
θ is relatively unimportant, and we can consider

it to be simply ℓP . We will be working with
√
θ =

√
0.05. It should be noted that while

choosing smaller
√
θ will still illustrate the same characteristic behaviour presented

below, choosing larger values (
√
θ ≈ 1) does in fact change the overall behaviour.
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4.1 Horizons

One characteristic of a noncommutative modification to a spacetime is that extra

horizons are created. In a generalized case, we are dealing with multiple variables (i.e.

time, mass, charge, cosmological constant) that can interact and affect the formation

of horizons. The situation is not as complicated as may seem, as the dependence of

one quantity on another is predictable.

4.1.1 Uncharged Vaidya

We begin with the uncharged Vaidya solution. While this has been considered within

the context of Hawking evaporation, we are considering black hole formation with a

different mass function. Note that many of the properties discussed below are in line

with the noncommutative Schwarzschild black hole discussed in [35].

Recall our mass function,

m(v) =
mf

2
(1 + E (v)) (4.13)

For v ≤ −4, m(v) ≈ 0; for v ≥ 4, m(v) ≈ mf . This dictates our choice of interval

v ∈ (−4, 4). Note as well that for r/
√
θ ' 8, 2√

π
γ
(

3
2
, r

2

4θ

)

≈ 1. Depending on the

solution being considered, any horizon at r/
√
θ > 8.02 may indeed coincide with the

classical horizon.

The noncommutative Schwarzschild-Vaidya solution has metric function

f(v, r) = 1 − 2m(v)(1 + E (v))√
πr

γ

(

3

2
,
r2

4θ

)

(4.14)

Apparent horizons, and event horizons, are plotted below in Figure 4.2. Note that

for r ≈ 2.7 ≈ 12.3
√
θ, the classical (i.e. commutative) horizon coincides with the
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noncommutative horizon at that same location. Recall that for r > 8.02
√
θ, the

noncommutative effects disappear. Accordingly, the event horizons of both the clas-

sical and noncommutative solutions also coincide. A secondary interior horizon is

found at r =
√
θ. Our selective choice of mass has made this determination explicit:

mf =
√
π

4
γ
(

3
2
, 1

4

)−1 √
θ.

For v > 4, the spacetime is essentially static. The metric function is then

f = 1 − 4mf√
π

γ
(

3
2
, r

2

4θ

)

r

= 1 −
γ
(

3
2
, r

2

4θ

)

γ
(

3
2
, 1

4

)

√
θ

r
(4.15)

which is zero at r =
√
θ. Certainly for other masses, this determination is not explicit.

The horizon location is found from the more general statement [35]

(

2√
π
γ

(

3

2
,
r2

4θ

))−1

r = 2mf (4.16)

For large r (i.e. r > 8.02
√
θ), this reduces to the usual r = 2mf . Unfortunately, for

smaller r, the nature of the gamma function makes explicit analytic solutions difficult.

It has been shown recently that these interior horizons are Cauchy horizons, and

unstable [10].

As previously noted, for mf > 1.9
√
θ, there are two horizons. When mf is chosen

to be progressively larger, the interior horizon decreases in r, while r = 2mf is, of

course, still the exterior horizon. This is evident from Figure 3.1, and is discussed in

[35].

This begs the question at what value of mf would the noncommutative effects not

be discernible? Assuming that
√
θ = ℓP , any horizon r < ℓP is met with skepticism,
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Figure 4.2: Horizons of a Schwarzschild-Vaidya solution, for mf =
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(Solid - Noncommutative; Dashed - Classical; Dotted - Event horizon

simply due to the quantization of space, where the minimum length is ℓP . There

is no meaning in a horizon at r < ℓP . What is the maximum mass that would

allow an inner horizon to be “observable”? Of course, in posing that question, we

are ignoring that we are in the interior of a black hole! In the Schwarzschild case,

mf =
√
π

4
γ
(

3
2
, r

2

4θ

)−1 √
θ ensures this requirement; we have also presented the more

general requirement in Equation 4.16.

4.1.2 Charged Vaidya

The addition of electric charge significantly complicates the metric function, where

the line element has the function

f(v, r) = 1 − 4m(v)√
πr

γ

(

3

2
,
r2

4θ

)

+
q(v)2

πr2



γ

(

1

2
,
r2

4θ

)2

− r√
2θ
γ

(

1

2
,
r2

2θ

)



 (4.17)
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Again, this solution shares characteristic behaviour with the static noncommutative

Reissner-Nordström discussed in [4].

Considering first the classical static solution, there are at most two solutions, or one

in the extremal case. The metric function

f(r) = 1 − 2M

r
+
Q2

r2
(4.18)

has solutions at

rH =
(

M ±
√

M2 −Q2

)

(4.19)

which mandates that for a given charge Q, the smallest mass possible is M = Q. This

is the extremal case; we shall see later that no similar restriction is as easily found

for the noncommutative case. To avoid possible issues in this way, we shall choose an

appropriate mass-to-charge ratio.

Assuming that charge will grow at an equal rate to mass, we use a similar charge

function, q(v) =
qf

2
(1+E (v)). Considering Figure 4.3, we see that as mass and charge

accumulate, the classical solution begins as a single horizon at r = 0, bifurcating to the

two expected horizons. The noncommutative solution, while having a similar event

horizon, has an apparent horizon appearing later in v and shifted in r, at r ≈ 2.1M .

The maximum mass that ensures (v, r) = (∞,
√
θ) is a horizon is the solution to

1 − 4mf

π
√
θ
γ
(

3

2
,
1

4

)

+
q2
f

πθ

(

γ
(

1

2
,
1

4

)

− 1√
2
γ
(

1

2
,
1

2

)

)

= 0 (4.20)
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Figure 4.3: Horizons of a charged Vaidya solution, for mf =
√
π

4

(

γ
(

3
2
, 1

4

))−1
and

qf = mf/4. Classical at left, noncommutative at right.

which is

mf√
θ

=
q2
f

4θ
γ
(

3

2
,
1

4

)−1
(

γ
(

1

2
,
1

4

)2

− 1√
2
γ
(

1

2
,
1

2

)

)

+
π

4

≈ 0.785 − 0.063

(

qf√
θ

)2

(4.21)

To ensure mf ≥ 0, q ≤ 7.08
√
θ. There is no clear requirement that m > q, as in the

classical case. Shown in 4.4 is the case where m = q/2.

What will determine whether this is an acceptable choice of values for mf and qf

is the energy conditions, which will be examined later. This will not be a clear-

cut conclusion, however, as the nature of the noncommutativity will often break the

energy conditions. As well, extremality will need a better definition than the classical,

and utilitarian, “m = q” that is often used.

Another aspect to consider carefully is the effect of the noncommutativity on the
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Figure 4.4: Horizons of charged Vaidya solution, for mf = qf/2

nature of the matter and electric fields. As chosen, the matter field is distributed

across a region of width
√
θ:

f(v, r) = . . .−
4m(v)γ

(

3
2
, r

2

4θ

)

√
πr

. . . (4.22)

In the limit r/
√
θ → ∞, this term becomes the classical mass term, −2m/r.

Consider next the noncommutativity factor of the charged term of the metric function:

f(v, r) = . . .
Q(v, r)2

πr2



γ

(

1

2
,
r2

4θ

)2

− r√
2θ
γ

(

1

2
,
r2

2θ

)





= . . .
Q(v, r)2

πr2
γ





1

2
,
1

4

(

r√
θ

)2


− Q(v, r)2

π(r/
√
θ)

1√
2θ
γ





1

2
,
1

2

(

r√
θ

)2


 (4.23)

In the limit r/
√
θ → ∞, the second term above goes to zero, while the first becomes

the expected Q/r2. That being said, however, the small-scale behaviour of this term

is worth investigating.
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Figure 4.5: Detail of charge term in noncommutative Reissner-Nordström

Factoring q(v) out of the expression, we see that the term is always negative; see Figure

4.5. For large r, the expression tends to zero, which is to be expected: Q/r2 → 0

as well for large r. At issue here, however, is that the sign of the expression adjusts

the location of the apparent horizon. In the classical, commutative, sub-extremal

Reissner-Nordström solution, there are two horizons, given by

rH = M ±
√

M2 −Q2. (4.24)

In the noncommutative case, an analogous pair of horizons does not exist. Indeed,

there is an interior horizon, but we identify this as the noncommutative horizon that

appears in even the non-charged Schwarzschild case.

The presence of the noncommutative charged term extends the horizon outward, as

seen in the comparative Figure 4.6. The outer horizon presented in this Figure is

the apparent horizon for the noncommutative charged Vaidya, while the horizon at

a slightly smaller value of r is the apparent horizon for the noncommutative (un-

charged) Vaidya solution. Both solutions have an identical inner horizon, formed by

the noncommutativity.

The fact that there is only a single “outer” horizon for the charged Vaidya solution
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Figure 4.6: Detail of the apparent horizons for noncommutative Vaidya (inner) and
noncommutative charged Vaidya (outer). (m = 3

√
θ, q = m/3)

begs the question: In what scenario will the second outer (classical) horizon form?

Let us begin with a comparison for small mass, m = 3
√
θ. As shown in Figure 4.7, we

see the characteristic U-shape of the noncommutative horizons. The outer horizon is

at a slightly larger radius than r = 2m; this is a noncommutative effect.

The noncommutative model begins to fail for very large values of M , regardless of the

choice of Q. It would be expected that for large values of M and Q, the model should

smoothly transition to the classical, commutative, model. This is not the case. Even

more problematic is the lack of agreement in apparent horizon. If mass and charge

are both very large, say M = 3000
√
θ, with Q = M/3, then rH = M +

√
M2 −Q2 ≈

5828
√
θ is a poor approximation to the outer horizon. The “fuzziness” created by

the noncommutativity shifts the horizon location to such a great extent that the

outer horizon cannot be trusted as accurate. Consider the Figure 4.8. We would

expect the outer horizon to be at rH ≈ 5828
√
θ, but instead, the horizon is found at

approximately rH ≈ 90000 ≈ 402492
√
θ!
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Figure 4.7: Comparison of apparent horizons for the classical and noncommutative
(U-shaped) charged Vaidya solutions.
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Figure 4.8: Noncommutative charged Vaidya for large mass, M = 3000
√
θ. The

charge is Q = M/3.
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There is evidently an issue of scale in the applicability of the noncommutative model.

One would expect that the model should smooth transition to the large-scale com-

mutative model in the appropriate limit. Certainly, for r/
√
θ → ∞, the model does

indeed transition correctly. However, simply choosing M (and Q) large does not have

the same effect. Since we are considering a dynamic model, it would be reasonable

to assume that as M (and Q) grow sufficiently large, then the noncommutative effect

would decrease at a proportional rate, so that the model would describe both the

small-scale and large-scale scenarios correctly. As seen, the apparent horizon location

is incorrect for large M (and Q).

There is a second issue to consider as well, apart from the horizon at r ≫ 2M . In

the classical Reissner-Nordström, there is a second interior Cauchy horizon, evidenced

from the solution r = M ±
√
M2 −Q2. There is no such horizon for small or large

M and Q. There is certainly an interior horizon, at r ≈ 1
√
θ, but as this horizon

is found in the Schwarzschild solution as well, we can safely assume it to be the

noncommutative horizon. So where is the second outer horizon? It simply does not

exist, for any values of M and Q, large or small.

Finally, the electric field Q is also partially acting as a mass term. Consider the

electric term in the metric function,

f(v, r) = . . .
q(v)2

πr2



γ

(

1

2
,
r2

4θ

)2

− r√
2θ
γ

(

1

2
,
r2

2θ

)



 (4.25)

Expand this, and see that the second term behaves as an effective mass of q(v)2/π
√

2θ.

f(v, r) = . . .
q(v)2

πr2
γ

(

1

2
,
r2

4θ

)2

− q(v)2

πr
√

2θ
γ

(

1

2
,
r2

2θ

)

(4.26)

51



Thus, the metric can be interpreted as

f(v, r) = 1 −
(

4m(v)√
πr

γ

(

3

2
,
r2

4θ

)

+
q(v)2

πr
√

2θ
γ

(

1

2
,
r2

2θ

))

+
q(v)2

πr2
γ

(

1

2
,
r2

4θ

)2

(4.27)

Over the r-axis, what dominates: mass, or charge? For large r, the gamma function

has limits

lim
x→∞ γ

(

1

2
, x
)

=
√
π (4.28)

lim
x→∞ γ

(

3

2
, x
)

=

√
π

2
(4.29)

We then solve the following inequality to find an upper limit on Q. We assume that

M ≥ 1
√
θ.

4M√
πr
γ

(

3

2
,
r2

4θ

)

≥ Q2

πr
√

2θ
γ

(

1

2
,
r2

2θ

)

(4.30)

For large r, the mass parameter will dominate when

Q2 ≤
√

8πθM ≈ 5
√
θM. (4.31)

As of yet, there is no noncommutative-based restriction on Q such as is found in the

classical case (Q ≤ M). As well, at small r, the charge term will dominate. Refer

to Figure 4.9. For increasing r, the mass term will “eventually” overtake the charge

term, but there is still a region of small r where the charge contributes most to what

we may consider the “mass” of the black hole. Without a good definition of local

mass, it is difficult to say what mass is measured for small or large r. Generally, mass

is defined as what is measured at infinity, though this is not always well defined in a

dynamic spacetime.
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Figure 4.9: Comparison of mass and charge as effective-mass terms in a noncommu-
tative Reissner-Nordström black hole. Here Q2 =

√
3πθM .

When a black hole and the spacetime are time-dependent, the determination of mass

is not as clear. If the mass of the black hole stabilizes at late times, then there is the

usual global definition of mass for the entire spacetime. If the mass of the black hole

is changing, then it is difficult to determine a local mass for the black hole, and its

relation to the mass of the spacetime measured at infinity. Nevertheless, we still call

the mass parameter of a black hole its “mass” out of convenience, due to a lack of a

universally-applicable and precise definition of mass.

4.2 Extremality

We now return to a static form of a noncommutative metric. As was already noted for

both noncommutative Schwarzschild and Reissner-Nordström metrics, two horizons

exist for any mass above a critical value. At that critical/minimal value, the black

hole has a single horizon. Our aim is to determine the location of this point, and

then show its correspondence to a dynamic black hole. We shall call the black hole

“extremal” when the mass is at this critical value. While this black hole state may

not correspond to the strictest use of the term “extremal”, we are using it in its more
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general sense: it represents a minimal mass at which a single horizon exists, rather

than two. This is analogous to the classical Reissner-Nordström solution, where a

single horizon exists when the charge-to-mass ratio is one, and two horizons exist for

any ratio less than one. One could characterize an extremal Reissner-Nordström black

hole as one where the mass reaches a minimum relative to the charge.

4.2.1 Static noncommutative Reissner-Nordström

Assuming a static Reissner-Nordström metric, there exists a minimal mass at which

a single horizon forms, for some choice of M and Q. While it is not possible to

analytically determine horizon locations in a noncommutative solution, are we able to

determine some form of relation between M , Q, and horizon radius rH at this point

of extremality?

In the classical case, we can easily turn to the horizon location,

rH = M ±
√

M2 −Q2 (4.32)

which gives two horizons, except when M = Q, and there is a single horizon. In a

noncommutative case there is no easy explicit statement for the horizons. Moreover,

the square-root in the above equation limits the relative sizes of M and Q so that

M = Q is the smallest mass (largest charge) possible. There is no such limitation on

the noncommutative Reissner-Nordström case.

Recall first the metric function,

f(r) = 1 − 4M√
πr
γ

(

3

2
,
r2

4θ

)

+
Q2

πr2



γ

(

1

2
,
r2

4θ

)2

− r√
2θ
γ

(

1

2
,
r2

2θ

)



 . (4.33)
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Figure 4.10: The noncommutative Reissner-Nordström metric function for Q = 0.5M ;
Q = M ; Q = 1.5M .

Presented in Figure 4.10 are three graphs of the metric function f for the choice of

parameters, M < Q, M = Q and M > Q, in order from top to bottom.

This is certainly not the picture we would expect in a classical case, considering

that there are consistently roots, indicating horizons, for all Q/M ratios necessarily

less than one. While finding the location of a horizon, albeit numerically, is indeed

possible, we aim to find some kind of relation between the three parameters of the

extremal case: (M,Q, rH).

Let ξα be a Killing vector scaled so that ξ2 → −1 at spatial infinity. The geodesic

acceleration, or inaffinity (measure of “affine-ness”), is then defined as the solution to

the equation [50]

ξβ∇βξ
α = κξα. (4.34)

This vector is tangent to the geodesics generating the horizon. We call κ the surface

gravity. The surface gravity may be non-zero; if the black hole is extremal, then κ = 0.

Since we are considering a static case, we can choose ξα = (1, 0, 0, 0) as an acceptable

Killing vector. Assuming this vector, the spacetime in null coordinates, and a metric
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function f(r), the equation 4.34 has solution

κ =
1

2
∂rf(r) (4.35)

The surface gravity of a black hole is always positive, but equal to zero in the extremal

case. For example, the Schwarzschild spacetime has surface gravity

κ =
1

2
∂r

(

1 − 2M

r

)

r=2M
=

1

4M
, (4.36)

which is evidently positive. There is no “extremal Schwarzschild” possible. On the

other hand, a Reissner-Nordström black hole has surface gravity

κ =
1

2
∂r

(

1 − 2M

r
+
Q2

r2

)

=
M

r2
− Q2

r3
(4.37)

=
1

r3

(

Mr −Q2
)

When r = M = Q, κ = 0. Recall that r = M is the event horizon of the extremal

Reissner-Nordström black hole, when Q/M = 1.

Considering the noncommutative Schwarzschild case, the surface gravity is

κ = m









2γ
(

3
2
, r

2

4θ

)

√
πr2

− e

(

− r2

4θ

)

r

2
√
πθ3/2









(4.38)

We now see in Figure 4.11 that the addition of noncommutativity renders κ < 0

for the approximate region (0, 3
√
θ), and positive there-after. Of interest is that the

areal radius where κ = 0 is independent of the final mass, as can be seen in equation
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Figure 4.11: Plot of κ for the Schwarzschild black hole, for mass parameter m/
√
θ ∈

{1, 5, 10}. The ratio m/
√
θ is indicated on the graph.

4.38. Solving Equation 4.38 for κ = 0, we find r ≈ 3
√
θ. In contrast to the classical

Schwarzschild and Reissner-Nordström solutions, we see that κ vanishes, not for a

fixed mass, but instead is independent of that mass parameter. We will return to this

result again in the context of a dynamic solution.

Next, the Reissner-Nordström solution has acceleration

κ = M





γ
(

1
2
, r

2

rθ

)

√
πr2

− e
−r2

4θ (r2 + 2θ)

2
√
πθ3/2r





+Q2





− e−
r2

2θ

2πθr
−
(

γ
(

1
2
, r

2

4θ

))2

√
πr3

+
4e−

r2

4θ γ
(

1
2
, r

2

4θ

)

+
√

2γ
(

1
2
, r

2

2θ

)

4π
√
θr2





 .

(4.39)

We expect from Equation 4.39 that there will be multiple solutions of (M,Q, rH)

that satisfy κ = 0. Furthermore, we want the metric function to be satisfied as well,

ensuring that r labels the horizon: f(M,Q, rH) = 0. The requirement on an extremal

horizon is then that

f(rH) = 0

κ(rH) = 0

(4.40)

for some rH , the horizon. In a classical Reissner-Nordström black hole, there is a
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Figure 4.12: A plot of the metric function f and surface gravity κ for M = 1.85579
√
θ,

and Q = M/2.
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Figure 4.13: A plot of the metric function f and κ for M = 1.7318
√
θ, and Q = M .

single solution to equation 4.40, namely r = M = Q. Since there is no restriction on

the relation between Q and M , we begin with a choice of Q = αM , for some α not

necessarily less than 1. We then simultaneously solve the pair of equations f = 0 and

κ = 0 and obtain numerical results. These are presented in Table 4.1, with selected

Q/M -ratios in Figures 4.12,4.13,4.14, as well as in Figure 4.15.

We now summarize these results. It is evident from these plots that for a larger

Q = αM , even Q > M , the minimum mass necessary to ensure an apparent horizon

becomes less. This is as expected, considering our earlier observation that an electric

charge in a noncommutative Reissner-Nordström black hole acts as a matter field. It

also seems from Figure 4.16 that for a larger charge, there is a maximum size for the

initial formation of the apparent horizon. We plot this in Figure 4.17 for a physically-

unreasonable Q = 30000M . At this choice of Q, we have the approximate solution
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Figure 4.14: A plot of the metric function f and κ for M = 1.41591
√
θ, and Q = 2M .

α (Q = αM) M/
√
θ rH/

√
θ

0. 1.90412 3.02244

0.25 1.89165 3.03295

0.5 1.85579 3.06347

0.75 1.80067 3.11121

1. 1.7318 3.17226

1.25 1.65476 3.24236

1.5 1.57426 3.31759

1.75 1.49386 3.3947

2. 1.41591 3.47126

Table 4.1: Extremal solutions for noncommutative Reissner-Nordström black holes

(Q,M, r) ≈ (5.01
√
θ, 0.0002

√
θ, 5.01

√
θ). For Q/M ≫ 1, we have the “maximally

extremal” M = 0 and rH = Q ≈ 5
√
θ.

Alternatively, the surface gravity on the horizon of a stationary spherically-symmetric

black hole satisfies the relation [9]

Lℓθ(n) + κθ(n) +
R̃

2
= d̃ω̃a + ω̃aω̃a + 8πGTabℓ

anb (4.41)

where the tilde represents measures on the horizon 2-surface; as well, θ(n) is the inward
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Figure 4.15: Minimal mass for Reissner-Nordström solution compared to charge Q =
αM .
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Figure 4.16: Horizon size for extremal Reissner-Nordström black hole with charge
Q = αM .

5000 10000 15000 20000 25000 30000
Α

1

2

3

4

5

rH� Θ

Figure 4.17: Horizon size for extremal Reissner-Nordström black hole with very large
charge Q = αM .
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Figure 4.18: Minimal mass for extremal Reissner-Nordström black hole with very
large charge Q = αM .

expansion of the horizon, ℓa and na are null vectors, R̃ is the scalar curvature of the

horizon, ω̃a is the angular momentum one-form and d̃ is the derivative operator on

the surface. In our context, we have Lℓθ(n) = 0, ω̃a = 0, and R̃ = 2/r2 on the horizon

sphere. We use ℓa = −f
2
δa0 − δa1 and na = δa0 as our null vectors. The inward expansion

of the horizon is

θ(n) = q̃abnb;a = −2

r
(4.42)

and so equation 4.41 gives

−2κ

r
+

2/r2

2
=

1 − f − rf ′

r2
(4.43)

Solving for κ, we obtain

κ =
f + rf ′

2r
(4.44)

For an extremal black hole, κ = 0 implies that f + rf ′ = 0. We already know that on

the horizon of any black hole f = 0. Further, recall that the extremal locus (v, r) is

a minimum of the apparent-horizon-curve in Figure 4.2. At such a point, f ′ = 0.

In summary, in a charged, noncommutative solution, there is no restriction on charge

and mass. Varied solutions are possible, including a “maximally-extremal”, massless
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black hole. In a noncommutative Reissner-Nordström solution, the charge parameter

contributes non-trivially to the mass of the black hole, making this massless solution

possible. Further, for a larger charge a smaller mass is required to ensure existence

of the apparent horizon. Regardless of charge-to-mass ratio, the horizon exists at a

larger radius than the Schwarzschild case, with 3 ≤ rH/
√
θ ≤ 5.

If indeed it is possible for a black hole to form with Q > M , we would expect that

in the commutative (classical) limit, that charge would somehow be lost as mass

accretes to ensure M ≥ Q. This transition however, is not yet described, as the

current noncommutative model does not allow for large masses, which we have already

shown.

4.2.2 Dynamic correspondence

We have shown that the existence of the apparent horizon for a noncommutative black

hole is unconstrained by its charge-versus-mass ratio. Generally, a noncommutative

solution has two horizons for sufficiently-large choices of mass and charge. There

exists a critical point at which only a single horizon exists, and we have called this

point extremal.

If we now compare the previous result to a dynamic solution, we can make a cor-

respondence between the two. The result is that a choice of parameters for M and

Q have dual purpose. Solving f(r) = 0 and κ(r) = 0 provides a set of parameters

(M,Q, rH) that denote a static extremal horizon, but also satisfy the location of the

formation of the apparent horizon at an earliest-possible time in v for an equivalent

dynamic solution.
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Figure 4.19: Horizons for varying masses of a noncommutative uncharged Vaidya
black hole, showing that the initial areal radius of the black hole is independent of
mass. From top to bottom, M/

√
θ ∈ {2, 3, 4, 5}.

We begin first with the noncommutative Schwarzschild-Vaidya, which exhibits an

“extremal” state at r ≈ 3
√
θ for any choice of mass. This seems strange, yet provides

an interesting insight in a dynamic form of this metric.

Analogously, in a dynamic Schwarzschild spacetime (i.e., the uncharged Vaidya solu-

tion), the moment of formation of the apparent horizon is fixed at about r ≈ 3
√
θ,

regardless of mass accretion. For a smaller final mass, the apparent horizon will form

later so as to have accumulated sufficient mass to form the horizon. For a larger final

mass, the apparent horizon will form earlier. This is evident in Figure 4.19. In that

figure, the minimum point of that curve at r ≈ 3
√
θ corresponds to both the extremal

state of a static black hole, as well as the moment of formation of the apparent hori-

zon. We are evaluating that “moment” in v as a state, at which the spacetime is, in

some sense, static.

In the noncommutative charged Vaidya black hole, we have an extra parameter, Q,
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that traditionally represents the charge, but also contributes to the perceived matter

field. We then have a 4-parameter space, (v,M,Q, r) where we search for a point

in v at which the apparent horizon forms. The extremal horizon in a static black

hole is located at a locus (M,Q, rH) which corresponds to a point (v,M,Q, rH). This

is the minimum of the curve shown in Figures 4.20,4.21,4.22. For any dynamic,

charged, noncommutative black hole, the apparent horizon forms at a point (v, r) that

is tangent to an ingoing null ray: this is the minimum point in Figures 4.20,4.21,4.22.

This point is equivalent to the extremal horizon for a static black hole with the same

parameter choice of M and Q.

While extremality and surface gravity do not directly apply to a dynamic solution,

we see that there is a useful correspondence. We can use a static form of a black

hole to determine extremality via the surface gravity, and use the resulting solution

as a parameter choice for a dynamic solution. This resulting solution corresponds to

the single apparent horizon that forms at the earliest possible time v, where after the

horizon bifurcates.
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Figure 4.20: Horizon for the charged Vaidya solution, with the location of the apparent
horizon at formation shown, for M = 1.85579

√
θ and Q = M/2.
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Figure 4.21: Horizon for the charged Vaidya solution, with the location of the apparent
horizon at formation shown, for M = 1.7318

√
θ and Q = M .
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Figure 4.22: Horizon for the charged Vaidya solution, with the location of the apparent
horizon at formation shown, for M = 1.41591

√
θ and Q = 2M .
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Chapter 5

Alternate noncommutative solution

In this section we consider the energy conditions in the context of a noncommuta-

tive spacetime. We begin with the calculation of a stress-energy tensor. We use a

particular expansion of the stress-energy tensor along null normals to the black hole

horizon. This allows us to consider the energy-condition requirements on a general

dynamic spacetime. It becomes quite obvious that the addition of noncommutativity

breaks the energy conditions in various ways. These violations are indeed serious, as

nothing out-of-the-ordinary has been done to these models: they are the most basic

models, differing from classical models in only the noncommutativity. We then pro-

pose a new noncommutative solution that satisfies the energy conditions. We impose

an equation of state that defines a relation between pressure and density. The non-

violating solution also encompasses a set of solutions with some freedom of choice in

parameters.
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5.1 Energy conditions

It is possible to create strange and physically-unrealistic spacetimes that still satisfy

Einstein’s equations. In order to maintain some reasonable expectations on how a

spacetime should behave, the energy conditions provide restrictions that ensure things

such as negative energy densities, closed timelike curves, and naked singularities do

not exist.

The failure of a noncommutative spacetime to satisfy the energy conditions has al-

ready been discussed briefly [30]; in summary, the energy conditions (weak, strong,

dominant) generally fail in the region r < 6
√
θ. Classically, this would be accept-

able as this value is incredibly close to the singularity, where strong quantum gravity

effects would be expected. We present here some more detailed calculations of the

stress-energy tensor, in light of the energy conditions.

Often, the stress-energy tensor is considered in an orthonormal basis eµα, where it has

the decomposition,

Tαβ = pieαi e
β
i , (5.1)

for some values pi, i = 0, . . . , 3.

We show below the calculations of Wong & Wu [51] that produce a decomposition

of the stress-energy tensor for a Vaidya spacetime. Note that the mass function used

is m(v, r); this means that their results can be equally applied to a noncommutative

metric where mass (and charge) are independent on r. Assume Eddington-Finkelstein

null coordinates, with a metric function of f(v, r) = 1 − 2m(v,r)
r

. Define then two null

vectors, ℓµ = δ0
µ and nµ = 1

2

(

1 − 2m(v,r)
r

)

δ0
µ − δ1

µ, that are also cross-normalized:

ℓµn
µ = −1.
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Calculating the stress energy tensor from Gαβ = 8πTαβ, one obtains

Tvv = ρ
(

1 − 2m

r

)

+
ṁ

4πr2
(5.2)

Tvr = −ρ (5.3)

Tθθ = Pgθθ (5.4)

Tφφ = Pgφφ (5.5)

where

ρ = − m′

4πr2
(5.6)

P = − m′′

8πr
(5.7)

Note that the over-dot represents a derivative with respect to v, and the prime rep-

resents a derivative with respect to r.

Using the two null vectors ℓµ and nµ, the stress-energy tensor can be written

Tαβ =
ṁ

4πr2
ℓαℓβ + ρ (ℓαnβ + ℓβnα) + P (gαβ + ℓαnβ + ℓβnα) (5.8)

Note that Tαβn
αnβ = ṁ

4πr2 , whereas Tαβℓ
αℓβ = 0; there is energy flux along nα only.

Defining

µ(v, r) =
ṁ

4πr2
, (5.9)

the tensor can be written in terms of these two vectors:

Tαβ = T
(n)
αβ + T

(m)
αβ (5.10)
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where

T
(n)
αβ = µℓαℓβ (5.11)

T
(m)
αβ = (ρ+ P )(ℓαnβ + ℓβnα) + Pgαβ (5.12)

The case where P = ρ = 0 leaves only Tvv = ṁ
4πr2 , which is the only non-zero

component of the tensor for the non-charged Vaidya solution.

Using the orthonormal basis

eµ0 =
ℓµ + nµ√

2
(5.13)

eµ1 =
ℓµ − nµ√

2
(5.14)

eµ2 =
1

r
δµθ (5.15)

eµ3 =
1

r sin(θ)
δµφ , (5.16)

the tensor takes the form

Tα̂β̂ =









































µ
2

+ ρ µ
2

0 0

µ
2

µ
2

− ρ 0 0

0 0 P 0

0 0 0 P









































. (5.17)
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Using the (µ, ρ, P ) decomposition, we have the following forms of the energy condi-

tions, described in [51]:

Weak and strong: µ ≥ 0, ρ ≥ 0, P ≥ 0

Dominant: µ ≥ 0, ρ ≥ P ≥ 0

This formulation is easily extended to the generalized noncommutative solution, if we

consider M(v, r) as encompassing all parameters, the metric function becomes

1 − 2M(v, r)

r
=

1 − 2

r





2m(v)√
π

γ

(

3

2
,
r2

4θ

)

− q(v)2

2πr



γ

(

1

2
,
r2

4θ

)2

− r√
2θ
γ

(

1

2
,
r2

2θ

)







 .

(5.18)

Before examining the noncommutative behaviour, we first discuss any issues created

by the time-dependence of the metric. Any static solution has µ = 0; there are

conditions on dynamic solutions. In a non-charged case, the requirement is simply

that ṁ ≥ 0. In a charged case, the requirement is that rṁ(v) − q(v)Q̇(v) ≥ 0.

Since m(v) and q(v) are proportional (both functions of E (v)), then this reduces

to r ≥ qf

mf
q(v). For q(v) ∈ (0, qf ), we have r ≥ q2

f

mf
in the limit as v → ∞. The

region of violation is r <
q2

f

mf
≤ mf , since qf ≤ mf . In the classically extremal case,

mf = qf , and the region is the entire interior of the black hole, since r =
m2

f

mf
= mf

is the horizon. In a classically non-extremal case, it appears that there is a region

r ≤ q2
f

mf
< mf which still breaks the energy conditions.

In the most general classical case, then, we have the requirements ṁ(v) ≥ 0, and, at

late times,
q2

f

mf
≤ r.
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Table 5.1: Energy-condition restrictions on classical spacetimes

8πµ 8πρ 8πP Restrictions

Schw. 0 0 0 Satisfied everywhere

Vaidya 2ṁ/r2 0 0 ṁ ≥ 0

R-N 0 Q2/r4 Q2/r4 Satisfied everywhere

Vaidya R-N 2 (rṁ− q q̇) /r3 q2/r4 q2/r4 rṁ− q q̇ ≥ 0

The charged Vaidya condition rṁ − q q̇ ≥ 0 can be satisfied under the following
assumptions.
If m(v) and q(v) are proportional — m(v) = mF(v) and q(v) = qF(v) — then
q̇/ṁ = q/m, and then r ≥ q2/m.

We present in Table 5.1 the classical energy conditions, and below the calculated µ,

ρ, and P for the noncommutative spacetimes. Where possible, we show the energy

conditions’ restrictions on those functions.

Schwarzschild

8πµ = 0

8πρ =
e−

r2

4θm√
πθ3/2

(5.19)

8πP =
e−

r2

4θ (r2 − 4θ)m

4
√
πθ5/2

Weak & Strong: 2 ≤ r√
θ

Dominant: 2 ≤ r√
θ

≤
√

8
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Vaidya

8πµ =
4γ
(

3
2
, r

2

4θ

)

ṁ(v)
√
πr2

8πρ =
e−

r2

4θm√
πθ3/2

(5.20)

8πP =
e−

r2

4θ (r2 − 4θ)m

4
√
πθ5/2

Weak & Strong: ṁ(v) ≥ 0; 2 ≤ r√
θ

Dominant: ṁ(v) ≥ 0; 2 ≤ r√
θ

≤
√

8

Reissner-Nordström

8πµ = 0

8πρ =
e−

r2

2θQ2

πθr2
+
Q2

r4

(

E
(

r

2
√
θ

))2

+
e−

r2

4θ

(

mr3 − 2Q2θ E
(

r
2
√
θ

))

√
πθ3/2r3

(5.21)

8πP =
1

4πr4θ5/2
e−

r2

2θ



2Q2r2
√
θ
(

r2 + 2θ
)

+ 4e
r2

2θ πQ2θ5/2

(

E
(

r

2
√
θ

))2

+e
r2

4θ
√
πr

(

mr3(r2 − 4θ) − 2Q2θ(r2 + 4θ) E
(

r

2
√
θ

)))
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Charged Vaidya

8πµ =
1

πr3



4
√
πrγ

(

3

2
,
r2

4θ

)

ṁ(v) +



−2π

(

E
(

r

2
√
θ

))2

+

√
2πr E

(

r√
2θ

)

√
θ



 q(v)Q̇(v)





8πρ =
1

πr4θ3/2
e−

r2

2θ



e
r2

4θ
√
πr4m(v) +

√
θ

(

r − e
r2

4θ

√
θγ

(

1

2
,
r2

4θ

))2

q(v)2





(5.22)

8πP =
1

4πr4θ5/2
e−

r2

2θ





2r2
√
θ
(

r2 + 2θ
)

q(v)2 + 4e
r2

2θ πθ5/2

2

E
(

r

2
√
θ

)

q(v)2

+e
r2

4θ
√
πr

(

(

r5 − 4r3θ
)

m(v) − 2θ
(

r2 + 4θ
)

E
(

r

2
√
θ

)

q(v)2

))

5.1.1 Energy-condition analysis: noncommutative Reissner-

Nordström

A simple case to begin with is a (static) noncommutative Reissner-Nordström. The

calculated µ, ρ, and P are:

8πµ = 0

8πρ =
e−

r2

2θQ2

πθr2
+
Q2

r4

(

E
(

r

2
√
θ

))2

+
e−

r2

4θ

(

Mr3 − 2Q2θ E
(

r
2
√
θ

))

√
πθ3/2r3

+e
r2

4θ
√
πr

(

Mr3(r2 − 4θ) − 2Q2θ(r2 + 4θ) E
(

r

2
√
θ

)))

8πP =
1

4πr4θ5/2
e−

r2

2θ



2Q2r2
√
θ
(

r2 + 2θ
)

+ 4e
r2

2θ πQ2θ5/2

(

E
(

r

2
√
θ

))2

(5.23)

We begin with some numerical comparison of the behaviour of ρ and P . Their limiting

74



values are, for ρ,

lim
r→0

ρ =
M√
πθ3/2

(5.24)

lim
r→∞

ρ = 0, (5.25)

and for P ,

lim
r→0

P = − M√
πθ3/2

(5.26)

lim
r→∞P = 0. (5.27)

Initially, P < 0 is a problem, which breaks the weak and strong conditions. The weak

and strong require that ρ ≥ 0 and P ≥ 0. This is always true for ρ, but P changes

value at approximately r = 0.45, based on Figure 5.1.

Further, the dominant energy condition is satisfied for r up to a particular point rc,

where ρ(rc) = P (rc), as shown in Figures 5.1, 5.2, 5.3. It would appear that as Q/M

grows beyond unity, then the limit of (ρ−P )(r) is positive everywhere; however, this

is not the case. There remains a region (rc,∞) where the dominant condition fails.

This is evidenced in Figure 5.4.

We should reasonably expect that a noncommutative black hole will smoothly grow

into a commutative one. With that expectation, we could expect some restriction

on Q so that Q > M is forbidden as M and Q grow. The classical conditions are

satisfied everywhere, yet the noncommutative solution creates many regions in r where

the conditions are not satisfied.
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Figure 5.1: A combined graph of ρ(r) and P (r) for a noncommutative Reissner-
Nordström black hole. (M = 4

√
θ, Q = 0.4M)
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Figure 5.2: A combined graph of ρ(r) and P (r) for a noncommutative Reissner-
Nordström black hole. (M = 4

√
θ, Q = M)
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Figure 5.3: A combined graph of ρ(r) and P (r) for a noncommutative Reissner-
Nordström black hole. (M = 4

√
θ, Q = 2.5M)
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Figure 5.4: A graph of (ρ − P )(r)for a noncommutative Reissner-Nordström black
hole. From top to bottom, Q = 2.5M , Q = M , Q = 0.4M .
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Figure 5.5: A restricted view of 5.4.
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5.2 Choice of fluids

We now derive a noncommutative solution that satisfies the energy conditions. We be-

gin with some comments on the nature of the noncommutative Schwarzschild-Vaidya

black hole. The metric function is

f(v, r) = 1 − 4m(v)√
πr

γ

(

3

2
,
r2

4θ

)

, (5.28)

which leads to a stress energy tensor of

Tαβ =









































− e
− r2

4θ m(v)√
πθ3/2 0 0 0

4γ

(

3
2
, r2

4θ

)

ṁ(v)
√
πr2 − e

− r2

4θ m(v)√
πθ3/2 0 0

0 0 e
− r2

4θ (r2−4θ)m(v)

4
√
πθ5/2 0

0 0 0 e
− r2

4θ (r2−4θ)m(v)

4
√
πθ5/2









































. (5.29)

The density, −ρ ≡ T vv, is

ρ =
e−

r2

4θm(v)√
πθ3/2

. (5.30)

For any given r, the density is of course proportional to the mass, with a maximum

at r = 0. At large r the density becomes negligible.

The pressure, P ≡ T ϑϑ = T φφ, is

P =
e−

r2

4θ (r2 − 4θ)m(v)

4
√
πθ5/2

. (5.31)

The pressure varies with r more so than the density; refer to Figure 5.6, where m
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Figure 5.6: Pressure of a noncommutative Schwarzschild black hole.
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Figure 5.7: Pressure of a noncommutative Schwarzschild black hole as compared to
its horizons.

is taken at its maximum. We see that the pressure changes sign at r = 2
√
θ, from

negative to positive. Refer as well to Figure 5.7 to see that this root does not cor-

respond to the horizons in any way. We see however, that outside the black hole,

the pressure is asymptotically zero. Inside, we have a stranger picture, in that the

pressure is negative inside the inner Cauchy horizon, and outside up to some r, at

which point the pressure becomes positive.

It is possible to find different spacetime solutions based on fluid choice. The Vaidya

solution is usually considered in the context of null fluid collapse. Other solutions
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have been found in anisotropic space [26, 45], where

Tαβ = (−ρ, pr, p⊥, p⊥) (5.32)

where the conservation law Tαβ ;β = 0 requires

pr = −ρ

p⊥ = −ρ− r∂rρ (5.33)

For the noncommutative Schwarzschild-Vaidya black hole, note that the pressure and

density are related by a factor of

P

ρ
= −

(

r2

4θ
− 1

)

. (5.34)

This is equivalent to p⊥ = −ρ − r
2
∂rρ, which is anisotropic. Anisotropic spaces are

direction-dependent. Compare that to an isotropic or perfect fluid in which the fluid is

identical in all directions. Other possible fluids include null dusts, which are pressure-

less. This is found in the classical Vaidya solution, which has a stress-energy tensor

with T00 = −ṁ(v)/4πr2 as the only non-zero component. This represents the energy

density, and so there is no pressure. Matter fields of strange quark matter have also

been considered, where there is an equation of state P = 1
3
(ρ − 4B), where B is

the bag constant (the difference between the energy density of the perturbative and

non-perturbative QCD vacuum) [21]. This equation of state resembles the state we

will choose below.

In following the work of V. Husain in [23], we instead impose the perfect fluid require-
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ment

P = kρa (5.35)

for some k and a to be determined later so as to ensure compliance with the dominant

energy condition, ρ ≥ P ≥ 0. This resembles a polytropic fluid, where classical

polytropes have a ≡ (n+ 1)/n > 1 for n ∈ Z.

Husain showed that k = 1
2

is a critical value for the asymptotic behaviour of the

spacetime. For 0 < k < 1
2
, the spacetime was cosmological; for 1

2
< k ≤ 1, the

spacetime was asymptotically flat. The value k = 1
2

was not considered, as neither

the weak nor dominant conditions could be satisfied.

Our solution is found as follows. First, choose a generic metric function

f(v, r) = 1 − 2M(v, r)

r
(5.36)

in an Eddington-Finkelstein-type metric

ds2 = −f(v, r)dv2 + 2dvdr + r2dϑ2 + r2 sin2(ϑ)dφ. (5.37)

We calculate the stress-energy tensor, and impose our requirement of P = kρa. Given

that T vv = −ρ and T φφ = P , we have the equation

Gv
v +Gφ

φ = 8π (kρa − ρ) (5.38)

which is the PDE

−2M ′(v, r) + rM ′′(v, r)

r2
= 8π (kρa − ρ) . (5.39)
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To ensure noncommutativity, we assume a matter density of

ρ(v, r) =
m(v)

(4πθ)3/2
e−

r2

4θ . (5.40)

Solving the PDE, we find

M(v, r) = 2





4e−
r2

4θ

√
θ√

πr
+ E

(

r

2
√
θ

)



m(v)

−
24−3aπ1− 3a

2 θ3(1−a)/2ke−
ar2

4θ

(

4
√
θ +

√
ae

ar2

4θ
√
πr E

(√
ar

2
√
θ

)

)

ma(v)

a2r

− C1(v)

r
+ C2(v) (5.41)

where C1(v) and C2(v) are arbitrary functions of integration. We choose C2(v) = 0

so that in the limit r/
√
θ → ∞, M(v, r) → m(v).

We must now be careful with our parameter choice. Note first that for any choices of

a and k, ρ ≥ 0 and P ≥ 0, and so both the weak and strong conditions are satisfied.

However, the dominant condition requires more careful consideration. We consider

the following choices, with justifications to follow:

• k = 0

• 0 ≤ a < 1 =⇒ k = 0;

• a = 1 =⇒ k ≤ 1;

• a ≡ 1 + 1
n
, n ∈ Z =⇒ kρ

1
n ≤ 1.
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Setting k = 0 we have the following noncommutative-like function, independent of a.

Note, then, that we are free to choose k = 0 first without any restriction on a.

M(v, r) = 2





4e−
r2

4θ

√
θ√

πr
+ E

(

r

2
√
θ

)



m(v) − C1(v)

r
. (5.42)

The metric would then read

f(v, r) = 1 − 4m(v)

r





4e−
r2

4θ

√
θ√

πr
+ E

(

r

2
√
θ

)



+
2
√
πC1(v) − 16e−

r2

4θ

√
θm(v)√

πr2
. (5.43)

Rather than choose C1(v) = 0 as suggested above, we may rather want to have C1(v)

be a limit on the charge term so that 2
√
πC1(v) − 16e−

r2

4θ

√
θm(v) > 0. Considering

that e−
r2

4θ has a maximum at r = 0, the requirement on C1(v) is

C1(v) > 8

√

θ

π
m(v). (5.44)

This would then ensure that the effective charge is positive.

Consider Figure 5.8, with varying choices of C1(v). We see that for C1(v) = c
√

θ
π
m(v),

the horizon behaviour changes at c = 8. For c < 8, there is a single horizon, for c > 8

there are two. In the left-hand limit c → 8−, there are at most three horizons. One

could consider this a point of extremality. As c grows up to c = 8, the inner most

horizon forms as two distinct horizons, which join at later v. In the limit c → 8−, this

joining occurs at later and later v. At c = 8, these two horizons have joined. Note

that despite the existence of horizons, choosing c < 8 implies that the square of the

electric charge is negative.
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Figure 5.8: Apparent Horizons for the case P = kρa, with a = 1, k = 0, and

C1(v) = c
√

θ
π
m(v), and m(v) → 5

√
θ as v → ∞
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Choosing 0 ≤ a < 1 restricts us to k = 0. We can see this by assuming a ≡ n
1+n

,

n ∈ Z. We then have the dominant condition

ρ− kρ
n

1+n ≥ 0

ρ
(

1 − kρ
−1

1+n

)

≥ 0.

(5.45)

The result is then

kρ
−1

1+n ≤ 1 =⇒ k ≤ ρ
1

1+n . (5.46)

Since ρ has a minimum of zero for either m = 0 or r → ∞, then k = 0. The behaviour

of this case has already been discussed.

If a = 1, then P = kρ, and the dominant condition is then

(1 − k)ρ ≥ 0. (5.47)

Since ρ ≥ 0 for all v and r, the parameter choice is limited to k ≤ 1.

For k = 1, we have the rather simple

M(v, r) = −C1(v)

r
(5.48)

which gives a metric function of

f(v, r) = 1 +
2C1(v)

r2
. (5.49)

this appears to be a classical, but mass-less, charged Vaidya with Q =
√

2C1(v).

While this is interesting, we may prefer to choose C1(v) = 0 so that a = k = 1 gives

Minkowski space.
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Figure 5.9: Apparent horizons for the case P = kρa, with a = 1, k = 0.2 and C1(v)
equal to the constants shown, and m(v) → 5

√
θ as v → ∞.

If a = 1, and 0 < k < 1, then the restriction on C1(v) is similar to that of equation

5.44:

C1(v) > (1 − k) · 8

√

θ

π
m(v). (5.50)

The metric function reads

f(v, r) = 1 −
4(1 − k) E

(

r
2
√
θ

)

m(v)

r
+

2
(

8
√

θ
π
(k − 1)e−

r2

4θm(v) + C1(v)
)

r2
(5.51)

Plots of this function with k = 0.2, with various choices of C1(v), are found in Figure

5.9. Note that the number of horizons varies with C1(v).

Finally, for the choice a ≡ 1 + 1
n
> 1, n ∈ Z, the value of k is restricted as

ρ− kρ1+ 1
n ≥ 0

ρ
(

1 − kρ
1
n

)

≥ 0.

(5.52)
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Thus we have

kρ
1
n ≤ 1. (5.53)

For example, choosing a = 2 (n = 1) gives k ≤ ρ−1 ≤ ρ−1
max. Since we are choosing the

mass function to be increasing to a maximum mass mf as v → ∞, we have specifically

k ≤ (4πθ)3/2

mf

. (5.54)

To further this example, we choose m(v) = 5
√
θ

2
(1 + E (v)), and k = 0.25, which

satisfies the inequality above.

The metric function then reads

f(v, r) = 1 − 2

r



2 E
(

r

2
√
θ

)

m(v) −
k E

(

r√
2θ

)

m2(v)

8
√

2π3/2θ3/2



 (5.55)

+
1

r2









2C1(v) +
e−

r2

2θm(v)
(

km(v) − 32e
r2

4θ π3/2θ3/2

)

2π2θ









(5.56)

There are also restrictions on C1(v), which are

C1(v) >
mf

(

32π3/2θ3/2 − kmf

)

4π2θ
(5.57)

where m(v) → mf as v → ∞. Plots of this function for various choices of C1(v) are

presented in Figure 5.10. For larger C1(v), the two horizons merge to an extremal-like

state. Smaller values of C1(v) are not permitted by the bounding inequality above.

In the classical work by Husain, k = 1
2

was a critical value that determined the

asymptotic behaviour of the spacetime. This was due to the fact that k determined
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Figure 5.10: Apparent horizons for the case P = kρa, with a = 2, k = 0.25 and C1(v)
equal to the constants shown, and m(v) → 5

√
θ as v → ∞.

the powers of r in the metric function. Here, we have no such consequence; as such,

k does not determine asymptoticity. In fact, for all k and a, the noncommutative

spacetime with state P = kρa is asymptotically flat.

As was seen above, the usual noncommutative solutions rarely satisfy the energy

conditions. As such, this form of a noncommutative spacetime may be preferable, as

it was found with the requirement that the dominant energy condition be satisfied.

Further topics to consider would include the radiative case, where M decreases, as

per an evaporation process, and consequently its thermodynamic properties. These

have already been extensively discussed (for example, [32, 48, 41, 4, 38, 39]), and a

comparison is worthwhile. As well, another equation of state to consider is that of

strange quark matter, where P = 1
3

(ρ− 4B). This is similar to the state considered

here, with a = 1, k = 1/3, but with an added constant. Lastly, one could also

investigate lower- or higher-dimensional solutions with equivalent states.
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Chapter 6

Conclusion

As a model of quantum gravity, the noncommutative theory reviewed here aims to

transfer an uncertainty principle to the theory of gravity. Assuming a noncommuta-

tivity of spatial coordinates,

[xα, xβ] = θαβ, (6.1)

a “fuzziness” of space is created. This models the uncertainty principle, which pre-

cludes arbitrarily-high precision in measurement of spatial coordinates. This change in

the geometry of space then modifies any metric. Under this approach, several solutions

to the Einstein equations have been found, including analogues of the Schwarzschild,

Reissner-Nordström and BTZ solutions, including other lower- and higher-dimensional

solutions. Some time-dependent solutions have been found, in explicit t and r coordi-

nates. The noncommutative solutions feature similar characteristic behaviours. With

the inclusion of the noncommutative relation, a mass density function is created,

ρ(v, r) =
M√
πr

e−
r2

4θ . (6.2)
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Mass is diffused over a region of
√
θ, suggesting that

√
θ is the smallest observable

area due to the uncertainty in spatial coordinates. Using this density function, the

metric function that results is in terms of the lower incomplete gamma function,

γ(s, x) =
∫ x

t=0
ts−1etdt. (6.3)

Of the resulting effects, foremost is a change in horizon behaviour. The noncommu-

tativity adds an extra interior horizon, which is unstable. Classically, a larger mass

parameter will extend (linearly) the outer horizon to larger r: in the Schwarzschild

solution, r = 2M ; in Reissner-Nordström, r = M ±
√
M2 −Q2. The inner horizon

shrinks with greater M , so that beyond a critical value, the inner horizon “disappears”

inside r =
√
θ, where this is assumed to be the smallest observable distance. There

is a minimal mass, however, below which no horizon exists. At this minimal mass,

there is a single horizon, and the black hole is called extremal.

In an analogous Reissner-Nordström case, two horizons still exist. We have shown that

this is a problematic part of the solution. In a classical Reissner-Nordström solution,

there are two horizons, both of which scale with M (and Q). One would expect that

as M grows from very small (modelled by a noncommutative solution) to very large

(transitioning to a classical solution) that the horizons would behave accordingly. This

is not the case, and the noncommutative Reissner-Nordström solution behaves more

like the Schwarzschild case, in that the horizons scale similarly with changes in M . At

large M , the interior horizon disappears, and the outer horizon grows. Furthermore,

the presence of the gamma functions in the Reissner-Nordström solution modifies

the charge terms so that they contribute to mass. The charged portion of the metric

function has two terms, one of which is proportional to r−2 and resembles the classical

charge term, while there is an extra term proportional to r−1 which modifies the mass.

90



In this work we began with a noncommutative modification of the classical Vaidya

solution, in the usual null (Eddington-Finkelstein) coordinates. We limited ourselves

to ingoing coordinates and an increasing mass function, mimicking black hole forma-

tion. Our mass function was chosen with an initial mass of zero, so that the spacetime

began with no black hole present. In this context, we considered two time-dependent

noncommutative solutions: with and without charge.

In time-dependent noncommutative solution, there is a minimal mass at which the

apparent horizon forms. At this point, there is a single horizon, and we have called

this point extremal. While it is not possible to determine this point – a locus labelled

(M,Q, rH) – analytically, we aimed to find some relation between the three parameters

of this point: M , Q, and r. Using numerical methods we solved a pair of equations

to find this relation. The first used was the metric function which of course is zero

on the horizon. The second is the equation describing the acceleration of a Killing

vector. On the horizon, this equation is simply the surface gravity. Solving these two

simultaneously, we were able to see the interaction between these three parameters at

extremality.

Considering that charge is proportional to mass, Q = αM , we found that as charge

grows, the minimum mass necessary to form a black hole is less; this is understandable

in light of the fact that the charge contributes to mass in a noncommutative Reissner-

Nordström black hole. As well, the areal radius at extremality is also proportional

to Q, though seemingly inversely-proportional to mass. In a classical spacetime, the

extremal limit is that Q ≤ M necessarily. In a noncommutative spacetime, this

restriction is not evident, and what would have been called “superextremal” is math-

ematically possible. As such, there is an “extremal limit” for the locus (M,Q, rH): as

Q/M grows, we attain a limit of M ≈ 0, and rH ≈ Q ≈ 5
√
θ.
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Using a generalized expansion of the stress-energy tensor, we were able to evaluate

the time-dependent (and static) noncommutative solutions in light of the energy con-

ditions. Violation of the energy conditions is at times acceptable, provided there is a

good physical reason to believe it is acceptable. These allowable violations may in-

clude regions close to the singularity, Hawking radiation, and cosmological solutions.

Unacceptable violations may be global in nature, or large-regions in “regular space”.

In a noncommutative context, where all regions are considered “small”, violations

may or may not be acceptable. Given that observations outside a noncommutative

black hole are theoretically possible with sufficient technological advance, one could

consider these violations to be unacceptable.

The stress-energy tensor used herein considers two possible matter fields. Using two

cross-normalized vectors normal to cross-sections of the horizon, ℓα and nα, the tensor

is split into two parts,

Tαβ = T
(m)
αβ + T

(n)
αβ (6.4)

where

T
(m)
αβ = µℓαℓβ

T
(n)
αβ = (ρ+ P ) (ℓαnβ + ℓβnα) + Pgαβ

Under this expansion, violations of the energy tensor are easily classifiable, and we

have seen that violations occur for non-trivial intervals of r. The noncommutative

Schwarzschild solution, for example, requires that r ≥ 2
√
θ; the dominant condition

requires 2
√
θ ≤ r ≤

√
8θ. Under the dominant condition, it is easily possible to

choose a mass parameter sufficiently small so that there is violation outside the black

hole, but not inside. The cause of these violations is the heavy dependence on r

in the metric function. Because we have chosen a gaussian distribution for matter
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density, the stress-energy tensor has components that vary with r. In our discussion,

we showed that such quantities as density and pressure vary greatly over r, and do

not easily satisfy the energy conditions.

As a remedy to these violations, we imposed an equation of state that is similar to

polytropic fluids, where

P = kρa. (6.5)

Generally, polytropic fluids model such objects as neutron stars, and feature different

objects for differing values of a > 1. In this work, as in a previous, commutative, work

by V Husain, we consider a ≤ 1 as well. Using this assumption, and a time-dependent

metric in ingoing null coordinates, we derive an alternate noncommutative solution

that satisfies the dominant energy condition.

This solution bears resemblance to current noncommutative solutions, but also adds

new time-dependent parameters. These parameters can be chosen to create varying

solutions. It is possible to create Minkowski space (P = ρ), a massless-but-charged

black hole (also P = ρ), and a Reissner-Nordström-like solution. Furthermore, fine-

tuning these parameters will have distinct effects on the nature of the final solution.

One choice of these parameters will create a charged black hole with three horizons:

two outer horizons that begin at extremality (i.e., a single horizon), and an inner

horizon. This is a welcome result, in that it shows what we would expect from a

noncommutative Reissner-Nordström solution: an inner noncommutative horizon (as

is present in a Schwarzschild solution), and two outer, “classical”, horizons. However,

the behaviour of this inner horizon is opposite to our expectations: it grows propor-

tionally to the mass and charge parameters. In all cases, this solution is asymptotically

flat, which differs from the results found by Husain.

Following this set of results, it would be worthwhile to consider the reverse, the
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outgoing-coordinate/decreasing-mass case, and its thermodynamic properties. While

most noncommutative works choose to use an anisotropic matter model, there are

other fluids worth considering. Foremost would be strange quark matter, which is

likely relevant to the study of the cosmological production of early black holes. This

fluid source is defined by P = 1
3

(ρ− 4B). The addition of this constant makes the

problem much more difficult; a perturbative method with B chosen to be small may

be a fruitful approach.
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Chapter 7

Appendix

We demonstrate here a solution of the Einstein equations for a spherically-symmetric,

time-dependent, noncommutative spacetime with electric charge. This is the noncommutative-

analogous solution to the Reissner-Nordström solution. A similar process can be car-

ried out for a noncommutative Schwarzschild solution. This process is available in

many sources, including [37] for the noncommutative Schwarzschild case, and [4] for

the noncommutative Reissner-Nordström case.

The current density is

Jα = ρel(v, r)δ
α
0 (7.1)

where

ρel(v, r) =
Q(v)

(4πθ3/2)
e−

r2

4θ . (7.2)

The equations describing this charge are the electromagnetic tensor

Fαβ = δ0[α|δr|β]E(v, r) (7.3)

95



and the Maxwell equation

1√−g∂α
(√−gFαβ

)

= Jβ (7.4)

where E(v, r) is the electric field.

We presume that the spacetime is spherically symmetric, so that

gαβ =









































−f(v, r) 1 0 0

1 0 0 0

0 0 r2 0

0 0 0 r2 sin2 ϑ









































. (7.5)

From (7.3) we have −F vr = F rv = E(v, r), and Fαβ = 0 otherwise. From (7.5),

√−g = r2.

Solving the Maxwell equation (7.4) with the charge density (7.2), we have the equation

1

r2
∂r
(

r2E(v, r)
)

=
Q(v)

(4πθ3/2)
e−

r2

4θ . (7.6)

The solution to the electric field is

E(v, r) =
Q(v)

2πr2
γ

(

3

2
,
r2

4θ

)

. (7.7)

The electromagnetic stress-energy tensor is of the form

elTαβ =
1

4π

(

FαµF
µ
β +

1

4
gαβF

µνFµν

)

(7.8)
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which evaluates to

elTαβ =
E2(v, r)

8π
gαβ. (7.9)

The matter-component of the stress-energy tensor – based on the form of metric

chosen – reads

mattTα
β =









































Tt
t Tt

r 0 0

Tr
t Tr

r 0 0

0 0 Tϑ
ϑ 0

0 0 0 Tφ
φ









































. (7.10)

To determine f(v, r), the only unknown portion of the metric, we solve

Gt
t = 8π

(

mattT
t
t + elT

t
t

)

. (7.11)

This gives the PDE

− 1

r2
− 8πTr

r +
f + r(rE2(v, r) + ∂rf)

r2
= 0 (7.12)

which can be reworked to the form

8πr2Tr
r − E2(v, r) = −∂r(r(1 − f)). (7.13)

Integrating, we obtain

f(v, r) = 1 +
1

r

∫

(

8πr2Tr
r − E2(v, r)

)

dr. (7.14)
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With Tr
r = ρmatt(v, r) = M(v)

(4πθ3/2)
γ
(

3
2
, r

2

4θ

)

, we find then

f(v, r) = 1 − 4M(v)√
πr2

γ

(

3

2
,
r2

4θ

)

+
Q2(v)

πr2



γ

(

1

2
,
r2

4θ

)2

− r√
2θ
γ

(

1

2
,
r2

2θ

)



 (7.15)
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