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Abstract

Tonic complexes have long been studied by mass spectrometry while leisurely
spectroscopic studies of neutral complexes can be studied using matrix isolation
spectroscopy. Experimental results aiming to elucidate the structures of neutral and ionic
complexes are often complemented by electronic structure calculations as has been done
in this work.

Complexes of divalent metal ions and uracil have been investigated using FTICR
mass spectrometry. Positive ion electrospray mass spectra show that [M(Ura-H)(Ura)]",
where M is formally a divalent metal ion, are the most abundant ions even at low
concentrations of uracil. MS/MS experiments show that the lowest energy decomposition
pathway for [M(Ura-H)(Ura)]" complexes is loss of HNCO for all metals studied with
the exception of Sr, Ba and Pb which do lose a molecule of uracil. The computed binding
energies between neutral uracil and [M(Ura-H)]", M= Zn, Cu, Ni, Fe, Cd, Pd , Mg, Ca,
Sr, Ba, and Pb have also been calculated and are consistent with the experimentally-
observed differences in fragmentation pathways. The potential energy surfaces
associated with the fragmentation pathways of [Cu(Ura-H)(Ura)]" were computed to help
explain the collision induced dissociation spectra.

Complexes of uracil and Pb*', as well the water-solvated complexes have been
studied by infrared multiple photon dissociation (IRMPD) spectroscopy in the N-H and
O-H stretching region. The computed IR spectra for the lowest energy structures are
consistent with the experimental IRMPD spectrum. The experimental spectra for

[Pb(Ura-H)(H:0),]" (n=1-2) revealed that the first water molecule binds to the lead ion




and indicates the presence of intramolecular hydrogen bonding to a carbonyl of uracil.
The second molecule of water also attaches directly to the lead ion, but does not

participate in any hydrogen bonding.

The infrared jon spectra of hydrogen-bonded of propylene oxide
with either ethanol or 2-fluoroethanol have been recorded in neon matrices. The results
indicate that hydrogen-bonded complexes were formed with propylene oxide as the
hydrogen bond acceptor and either ethanol or 2-fluoroethanol as the hydrogen bond
donors. The features assigned to the O-H stretch were red-shifted by 175 em™ and 193
em’! for ethanol and 2-fluoroethanol containing complexes. From the peak shifts and the

I and propylene oxide/2-

with the ions, a 1:1 propylene

fluoroethanol complexes are formed.
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Chapter 1

Introduction

1.1 General Introduction

Molecular complexes are vital components of many biological processes and play
essential roles in these processes. Certain ionic molecular complexes result from non-
covalent interactions such as the interaction between metal ions and DNA nucleobases.
Some of the biological processes impacted by these complexes include DNA and RNA
synthesis and stabilization. Gas phase interactions provide chemists and biochemists with

valuable i ion that aids in the ing of the behavior of many biochemical

and biological processes. Determining the gaseous ion structure of molecular complexes
can provide a comprehensive understanding of the chemical properties of the molecules.
Also, neutral molecular complexes are formed through hydrogen bonding like C-H O

or O-H 0. These types are of particular interest because they play a very significant

role in

the shapes and ions of molecules in the gas phase.
Weakly bound complexes can be observed in many chemical and biological
studies; therefore, it is important to understand the nature of the intermolecular
interactions involved in a wide range of molecular complexes. Studying these weak
interactions in the gas phase is very important to investigate and identify the
intermolecular interactions in the absence of solvents.
lon-trapping mass spectrometry and matrix isolation are two main methods used

for generating and isolating the complexes described in this dissertation. A large part of



this thesis describes studies of the interactions between uracil and divalent metal ions
using mass spectrometry. This study is divided into three subparts. The first part is a
study of the interaction between copper (1) ions with uracil using various fragmentation

methods such as SORI/CID and IRMPD in ination with the

The second part is a comparison of the interaction of uracil with different divalent metal
ions using various fragmentation methods. The third part is elucidation of the structures
of the complexes between uracil and Pb (II) ions, as well as singly and doubly water
solvated complexes using infrared multiple photon dissociation (IRMPD) spectroscopy.
In addition, we present an experimental observation of very weakly bound complexes in
the form of the hydrogen-bonded complexes between propylene oxide and ethanol and
between propylene oxide and 2-fluoroethanol in cryogenic neon-matrices. Density
functional theory (DFT) calculations for the geometry optimizations and frequencies

were also carried out.

1.2 Mass Sp ic Techni for dying the Structures of
Gaseous lons

Mass spectrometry has played an important role in the life sciences during the past

decade and has become i useful for i i ion and ization of

biological molecules. In general, analyte molecules are ionized and are separated in the
gas phase, according to their mass-to-charge ratio (m/z). Mass spectrometry techniques
differ in the types of ion sources, mass analyzers, and detectors. Fourier transform ion
cyclotron resonance (FT-ICR) is one type of mass spectrometry and was used in many of

the experiments described in this thesis. The following sections explain how the FTICR



specific to the present work operates. Techniques, such as those which initiate
fragmentation processes which are available to us for the identification of the gas phase
ions are also described.
1.2.1 Fourier Transform lon Cyclotron Resonance (FT-ICR) Mass
Spectrometry

Fourier transform ion cyclotron resonance is a type of mass spectrometry used to
determine the ratio of mass-to-charge by measurement of the cyclotron frequency of the
jons orbiting in a magnetic field.' This technique is considered very high resolution
because it allows masses of ions to be resolved with great accuracy and provides

accurate mass measurements."?

High resolution allows single compounds to be
characterized from complex mixtures. The advantages of using high magnetic fields are
improved mass resolution, signal-to-noise ratio, and mass accuracy. lons are trapped in
the radial dimension by a magnetic field (7.0T) and under high vacuum (10" torr).

The ions experience a magnetic Lorentz force (Fg) perpendicular to the magnetic
field as illustrated in Figure 1.1. This Lometz force is counterbalanced by the centrifugal
force when entering the magnetic field. The cyclotron frequency, f. , and the angular
velocity, o , depend on the mass to charge ratio (m/z) and are independent of the Kinetic

energy of the ions (velocity), as scen in the following equations (Eq.1.1 and Eq.1.2.)

f.= Z;r Eq.1.1
B
@, =q7 Eq.12



These equations can be rearranged to obtain an expression for the m/z in terms of the

magnetic field strength (B) and the cyclotron frequency, as seen in Eq.1.3.

m B

q 2.

where m is mass of ions and q is charge of fons.

Eq.13

The type of cells used for FT-ICR can have a number of different geometries
however the most commonly used is the cylinder design. This cell consists of a pair of

end cap trapping plates, pair of excitation plates and detection plates.

Figure 1.1: Cyclotron motion of positively charged ion moving in the magnetic field.

A small potential voltage is applied across two trapping plates at either the end of
the cell, in the axial direction to keep ions trapped in this dimension. It is the magnetic

field, B, which causes the ions to orbit the axis of the cell in a cyclic motion. The

trapping voltage produces a radial force whicl in an opposite direction of the Lorentz




force and this keeps the ions from drifting out of the B field. The use of a cell to trap the
ions enhances the time to do experiments such as, kinetic studies, spectroscopy, and ion-
molecule reactions.

To detect a signal from the ion cyclotron motion, the ions need to be excited to
larger orbits. An application of a sinusoidal voltage to the excitation plates is used to
excite the ions. The steps of the detection of ions are depicted in Figure 1.2. The ions are
excited as a coherent ion packet and the cyclotron frequencies of these packets are m/z
dependent. These ions absorb energy while maintaining a constant cyclotron frequency
leading to an increase in their radii of cyclotron orbit. As the ions pass close to the plates
they produce an image current on the two detector plates. When ions (positively charged)
approach a detection plate, electrons are attracted to that plate. When the ions approach
the opposite detection plate, electrons are attracted to that plate and drawn from the first
plate. This results in an oscillation of current that allows the cyclotron frequency of the
fons to be detected and measured. By applying a fast Fourier transform, the time domain
signal is transformed to the frequency domain which is converted to mass spectrum

through equation 1.2.
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Figure 1.2: Steps in ion excitation and detection in a FTICR MS.

Electrospray ionization (ESI) was used to generate gaseous ions from a solution of
dissolved ions. The generation of ions occurs in a number of steps. In this process a high
voltage (kV) electric field is applied to a steel capillary containing the sample solution at
atmospheric pressure. This voltage results in the accumulation of charges at the capillary
tip that eventually break off and disperse into space forming a highly charged droplet.
Evaporation of the solvent causes the droplet to shrink. As the droplet becomes smaller
the electrostatic repulsion of the charges increases and fission occurs. Therefore, the
process of fission leads to the formation of charged positive ions in the gas phase through
evaporation of the solvent. The evaporation process and fission produces small droplets

until it contains only one ion in each droplet,” as seen in Figure 1.3.
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Figure 1.3: Electrospray ionization process.

The ESI process occurs at atmospheric pressure, while the ICR cell is at ultra high
vacuum. Thus, differential pumping is required to drop from atmospheric pressure in the
source to 10 mbar in the ICR cell,* as seen in Figure 1.4. A gate valve separates the
region containing the high vacuum from the rest of the instrument. After producing the

ions, they are then injected into the ICR cell.

.

[——

e | |
7'7| j='=ﬂ;
ﬁ\
107 mbar 4
o P
Py 108 mbar 10% mbar

101 mbar

Figure 1.4: Schematic of 7.0 T FT-ICR mass spectrometer. Figure reproduced from J.
Am. Soc. Mass Spectrom. 2009, 20, 411 with permission from Elsevi




1.2.2 Fragmentation Processes in the FTICR

There are a number of activation methods that can be used to fragment precursor
ions producing MS/MS spectra. Through fragmentation it is possible to obtain structural
information by investigating the ionic fragments. One of the most commonly used
methods for ion activation is collision induced dissociation (CID). lon-traps allow easy
implementation of other methods such as infrared multiple photon dissociation (IRMPD)
and electron capture dissociation (ECD), as well.
1.2.2.1 Collision-Induced Dissociation (CID) method

Collision-induced dissociation (CID) is a technique that is used to fragment
molecular ions in the gas phase in order to obtain ionic fragments. In general, this
technique is used to achieve structural information of the analyte ion by looking at the
fragments ion.>”

The principle of CID is that the molecular ions are accelerated using an electrical
potential to reach high Kinetic energies and then collide with neutral gas molecules
(collision gas). During the collision, some of the Kinetic energy of the ion is converted to
internal energy (vibrational/rotational). The excited precursor ion will then fragment into
smaller fons, which can be observed using the mass spectrometer. The CID process
depends on the conditions of the experiment such as the nature of the collision gas, the
Kinetic energy, the parent ion, and the number of collisions. Depending on the type of
mass spectrometer in use, there are two main collision regimes. Low energy CID is used

with a collision energy below 100 eV, while in high energy CID Kinetic energies of

several thousands of are used for ion. High:



CID is typically performed in sector mass where keV ions are

required for mass and energy analysis. Since in FTICR, and most other mass
spectrometers, CID is done at low energy that is discussed in more detail here.
1.2.2.1.1 CID External to ICR cell

In low energy CID, in the FTICR instrument used in this work, a precursor on is
first isolated in a quadrupole mass filter then accelerated into a region of high pressure in
the storage/collision hexapole, which has 102 mbar Ar (see Figure 1.4). lons leaving the
quadrupole are accelerated by less than 100 eV into the collision gas. With these low
energy collisions, the excitation energy imparted to the ion is typically consistent with
vibrational excitation.® The law of conservation of momentum states that inetic energy
of a fast particle that collides with a stationary target is not entirely converted into
internal energy, therefore this implies that only a fraction of the translational energy is
converted into internal energy. Through multiple collisions, the ion gains enough energy

for bond cleavage.

E, Eq.l4

n= B

M, +M,
where M, is the ion mass, M, is the target mass ( i.e the collision gas), Eyp is the ion
kinetic energy in the laboratory frame, and Ecom is the maximum energy fraction
converted into internal energy for the fragmentation. For example, when using Ar
collision gas, collision of a singly-charged ion with a mass of 300 Da, the maximum
energy that can be converted to internal energy of the ion at 10 eV (laboratory frame) is

1.2eV.



The CID technique has been used in many fields for determination and
characterization of the structures of biological molecules. For example, singly protonated

aromatic amino acids have been examined using FT-ICR MS defined previously.” Low

energy collision induced dissociation (CID) for p yptophan was compared
with the electron-induced dissociation (EID) or simply electron ionization. In the CID
spectrum of protonated tryptophan, the primary fragmentation pathway is the loss of NH;
and then a very minor loss of (H20 + CO) as in Figure 1.5a. In contrast the EID spectrum
shows that the dominate fragmentation is loss of the side chain benzyl cations at m/z 130
as in Figure 1.5b. The mechanism for loosing NH; has been proposed to occur through
formation of a spirocyclopropane ion by attacking the C-3 of the indole aromatic side
chain, while the formation of the tryptophan radical via hydrogen atom loss has been
shown to fragment to give two stable fragments, as seen in Scheme 1.1. These types of

experiments are beneficial and help to gain insight into the structure of simple peptide

molecules.
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Figure 1.5: Fragmentation of [M+H]' of tryptophan under conditions a) collision
induced dissociation (CID) and (b) el induced dissociation (EID) 23 eV. Figure
reproduced from Anal. Bioanal. Chem. 2007, 389, 1429 with permission from Springer.
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Scheme 1.1: Likely mechanism for the formation of the fragment ions in the collision
induced dissociation (CID) and els induced dissociation (EID) spectra of
tryptophan. Figure modified from Anal. Bioanal. Chem. 2007, 389, 1429 with permission

from Springer.

Nelson and McCloskey'® have studied the structure of protonated uracil using
collision induced dissociation. The protonation of uracil may occur at either the O2 or
04 positions. However, uracil is predominantly protonated at the O4 position which
corresponds to the keto form tautomer." "> The CID spectrum of protonated uracil (m/z
113) is shown in Figure 1.6. The dissociation of protonated uracil formed three main
dissociation product ions (m/z 96, 95, 70). The first pathway is the loss of NH; (m/z 96)
followed by elimination of a molecule of CO (m/z 68). The second pathway is the loss of
H:0 (m/z 95) followed by elimination of CO (m/z 67) or HNCO (m/z 52). The spectrum

shows that the major dissociation pathway is loss of HNCO (m/z 70) with further losses



of NHs, CO, HCN, C;H:0, and C;HNO to produce ions at m/z 53, 42, 43, 28 and 15,

respectively, as seen in Scheme 1.2.
The loss of HNCO is the major decomposition pathway which is nonexistent in the

El mass spectrum of uracil."*

By using isotopically labeled uracil, the major climination
pathway was shown to involve loss of C2 and N3 through a retro-Diels-Alder

mechanism, as in Scheme 1.3.
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| Figure 1.6: CID spectrum of protonated uracil. Figure reproduced from J. Am. Soc.
Mass Spectrom. 1994, 5, 339 with permission from Elsevier.




CHN
52

Hinco Kl

CyHN 0" HO HN NH .
Ny 8 | ) cuNo;
o o N 1{"’
LRe
CHN, C4HsN,0; C;HNO"
- 13 8
-HNCO
CH} et
- . HO'
15 ~—SHNO cynot M G

70
0, “’J e
Kl

23 CHN
@

Scheme 1.2: CID pathways of protonated uracil, determined from isotopic labeling
patterns and by mass selection and activation of fragment ions, m/z 70 and 96. Figure
modified from J. Am. Soc. Mass Spectrom. 1994, 5, 339 with permission from Elsevier.
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Scheme 1.3: Initial reaction of protonated uracil following collisional activation.



1.2.2.1.2 SORI/CID

Ton activation and fragmentation via off-resonance irradiation (SORI) collision
induced dissociation is commonly used in FTICR MS and is essentially a special name
given to CID performed in the FT-ICR cell. In this technique, the collision gas is
introduced into the cell through a pulse valve at a pressure of about 10 mbar. The
fragmentation in the ICR cell is affected by applying a short radio frequency (RF) pulse
to kinetically excite the ion. The ions are accelerated and their translational energy is
converted to internal energy by collisions with the neutral collision gas resulting in
fragmentation. The mean laboratory frame collision energy in SORI/CID is calculated

1518 a5 seen in Eq. 1.5. After obtaining

according to the method described in the literature,
the laboratory frame collision energy the maximum Kinetic energy can be determined and
used to describe the collision process, as seen in Eq. 1.4. In this equation, the heavier of’

the collision gases are preferred, which allows multiple collisions (tens to hundreds) to

oceur.

BaV,.
327°md* AV’

Ey, = Eq.1.5

where f is the geometrical factor of the ICR cell, g and m are the charge and the mass of
the ion respectively, Vp-p is the peak-to-peak excitation voltage, d is the diameter of the
ICR cell, and Av is the difference between the cyclotron and the RF excitation

frequencics.



1.2.2.2 Infrared Multiple Photon Dissociation (IRMPD)

Infrared multiple photon dissociation can be a very useful method to determine ion
structures and it is possible to gain a vast amount of structural information with this
technique. In particular, it can be used to study the structures of proteins and other
biological molecules. In this method, a laser with high intensity is used to obtain
structural information of gaseous ions. This method depends on the absorption of several
IR photons. The gaseous precursor ions are trapped inside the ICR cell and directly
irradiated with the laser through a window. The trapped ions are heated through
absorption of one or more photons. The absorption of subsequent photons increases the
internal energy of the precursor ions to a point sufficient to cause the dissociation of the
ion. Consequently, the number of photons depends on the wavelength of the incident
radiation.'” In addition to the CID method, this technique was used for fragmentation of
the precursor ions in the research described in this thesis.

The mechanism of IRMPD has been explored extensively in the literature,'' An
integral factor in the absorption of photons by an ion is resonance, particularly resonance
between a vibrational mode and the laser source in the v=0 to the v=1 state. However,
IRMPD is not a single photon process, therefore it is important to illustrate three vital
changes in energy levels that result in complete energy randomization and consequently
the dissociation of ions. As seen in Figure 1.7, these levels can be categorized into a
lower energy level, middle level also known as quasicontinuum and an upper level where
dissociation occurs. The lower level requires resonance between the laser and the

molecule in order for absorption to occur. The energy absorbed gets transferred to other



modes in the ion in a process called intramolecular vibrational energy redistribution
(IVR). As the molecule absorbs more photons and the internal energy increases the
density of states increases such that the middle energy level is reached. This middle level
is called quasicontinum and at this level the laser is absorbed through "accidental
resonances" due to the anharmonicity of the virbational mode. The process of absorption

will continue until the internal energy inside a molecule reaches the necessary energy

to surpass the dissociation threshold and dissociation occurs. Note that for
dissociation to be observed on the time scale of the experiment, the internal energy must
be in excess of the dissociation energy.

Similar to CID, IRMPD is a valuable method that can be used to fragment ions and
thus provide a comprehensive understanding of an ion's structure. Although both
methods are useful when attempting to obtain structural information on a particular ion,
CID does have some limitations. CID requires a collision gas to excite the ions. This
results in differing degrees of fragmentations due to the fact that all of the translational
energy is not converted entirely into internal energy on collision. On the other hand,
IRMPD uses a CO; laser to irradiate the gaseous ions. This method has some advantages

over other ion activation methods such as it is faster and more selective.
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Figure 1.7 (a) Schemati ion of IRMPD ism and (b) vibrational state

density in a molecular ion.

Hergenrother et al.”? compared the effectiveness between using IRMPD and CID
in characterizing erythromycin A, (m/z 734), analogs in a quadruple ion trap. Both

IRMPD and CID show that the most prevalent fragment pathway includes dehydration



and loss of cladinose sugar (m/z 576), as seen in Scheme 1.4. They found that the
IRMPD spectra identified a dominant fragment ion, which was the desosamine ion.
However, when using CID, this ion was not observed because the mass is too low to be
trapped efficiently under the conditions used, as seen in Figure 1.8. IRMPD allows for
selective dissociation based upon the wavelength of the incident radiation. In this method

only ions that absorb at the wavelength can be dissociated.
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Figure 1.8: (a) CID and (b) IRMPD of in A. Figure

from J. Am. Soc. Mass Spectrom. 2002, 13, 630 with permission from Elsevier.
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Scheme 1.4: Dissociation of in A. Figure rep from J. Am.

Soc. Mass Spectrom. 2002, 13, 630 with permission from Elsevier.

1.2.3 Infrared Multiple Photon Dissociation (IRMPD) Spectroscopy
The ability to trap ions inside the ICR cell for extended periods permits the use of
different techniques for studying the ions. One of these techniques is infrared

(IRMPD) A CO; laser which is high powered and

is efficient in affecting IRMPD is not broadly tunable, so is not useful for such a
technique. Tunable sources of infrared radiation have been recently developed to

increase the ability of recording the infrared spectra of gaseous ions over a usable range.



Free electron lasers (FELs)™** and the optical parametric oscillator/amplifer (OPO/A)*
are used as tunable sources for infrared radiation. The FELIX (Free-Electron Laser for
Infrared eXperiments) in the Netherlands and CLIO (Centre Laser Infrared d'Orsay) in
France are two facilities capable of performing IRMPD spectroscopy. Thus, they can be
used to measure IR spectra over a broad range of the mid-IR. Despite the use of a
different laser, the mechanism of IRMPD spectroscopy is the same as for the IRMPD
fragment mode explained in the previous section. IRMPD is an effective method for
obtaining structural insight into ion structures. This technique allows gas phase molecule
ions to be studied over a wide spectral range.

1.3 The Matrix Isolation Technique for Studying Weakly Bound
Intermolecular Complexes

1.3.1 Principle of the Matrix Isolation Technique

Matrix isolation spectroscopy is an important tool in experimental chemistry and

physics. It is a powerful method for gaining i ion and
data for transient species. Matrix isolation is used for carrying out leisurely spectroscopic
studies at low temperature by trapping a transient species in a solidified rare-gas matrix.
Solidified rare-gas matrices have many advantages such as chemical inertness and good
transparency in the infrared (IR) region.

The matrix isolation technique was invented by George Pimentel (considered the
father of matrix isolation). In 1954, the concept of matrix isolation was first published
from Pimentel's group using a xenon matrix at 66 K.** In this technique, individual

molecules or atoms are trapped and isolated from one another by the rare gas matrix at
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low temperature. The matrix isolation technique was developed to study highly reactive
molecules such as free radicals and other thermodynamically unstable species. It also
allows for the study of interactions in weakly bound species such as hydrogen-bonded
and van der Waal complexes that may be transient at room temperature.

The main components in the matrix isolation technique are the guest species and
the host. In this technique, the trapped species cannot undergo any bimolecular reactions
with any species except perhaps with the host material. Figure 1.9 is a cartoon structure

representing a matrix when some analyte is trapped in a rigid matrix.

Figure 1.9: Diagram representing, a guest species (in black circle) isolated in solid host

matrix (in open circle).

In order to prepare a solid matrix, the species is deposited with a large amount of
host gas onto a cold substrate, which is cooled to a suitable temperature of 4.2 K (neon
gas). All the experiments are carried out under high vacuum to prevent any
contamination from unwanted gases that may freeze on the cold window. In general, rare

gases are used as common host materials for matrix isolation; however, nitrogen, oxygen,
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methane, hydrogen, and water have also been used as host materials.
The main method of studying matrix isolation is by spectroscopic means. These

experiments can also help to determine the structures of reactive species,”” and

2830

molecular which have weak i ions between specics.
Since the main process in matrix isolation involves depositing the matrix gas and

sample on a cold window, the species to be trapped in matrix must be somewhat volatile

or it must be able to be volatilized. There are two ways to mix the guest species with the
host, which depends on the volatility of the guest. The vapour pressure must be easily
measured in order for the guest and host gas to be capable of mixing and producing a gas
mixture that is then deposited as a solid matrix. This mixing of a guest and a host is
known as proportions; on the other hand, the ratio of the host to guest is known as the

matrix ratio. If the guest species has low volatility, it evaporates from one side of the

vacuum shroud in the cold cell. Simultaneously, as the guest species is being evaporated
the host gas is also being deposited into the cold cell.
1.3.2 The Matrix Isolation Technique

The matrix isolation technique has been thoroughly discussed in the literature®
and a brief discussion of this experimental technique is outlined in this section, along
with some examples relevant to the study described in Chapter 5 of this thesis.
1.3.2.1 Sample Preparation

To prepare the matrix at low temperature, it is essential to mix the host gas and the

guest gas in the vapour phase. The sample is prepared in a stainless steel pipeline that

uses high vacuum gauges and valves, which is separated from the matrix isolation



apparatus, as seen in Figure 1.10.
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Figure 1.10: Schematic of gas-handling apparatus used for preparation of gas samples

for matrix isolation experiments.

sure of

A rotary pump is used to achieve a pressure of 107 torr on the line. As a pre
107 torr is reached a diffusion pump is opened and the pressure is reduced to 10 torr.
During this process two different vacuum gauges are used to read the appropriate
pressure. The first one is the Pirani sensor which is used to monitor the pressure down to
10 torr. The second gauge is a cold cathode gauge which monitors the pressure to
between 1010 torr. Also, a series of Baratron sensors is used to measure gas pressure
up to 1000 torr when mixing matrix and sample gases. Needle valves are used to control
gas flowing in and out of the line. A neon cylinder is attached as the reagent sample to
the lines by using a stainless steel compression fitting.

In every experiment, the reservoir was evacuated for a few hours and the pressure
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on it remained constant between 10-107 Torr prior to use. Liquid samples were

degassed through freeze-pump-thaw cycles. Accordingly, the partial pressure of the host
gas (neon) will be much larger than the partial pressure of the sample. As a result, the
host gas is sealed after the sample. The sample gas is pumped from the reagent bulb to
the gas reservoir until it reaches the appropriate pressure which is read by the Baratron
sensor. After that the sample in the reservoir is diluted with the host gas (neon) to the
desired concentration.

The mixture ratio between the host gas and sample be varied, so that the molecules
of the sample gas are fully separated from one another. In all our experiments, the

gascous solutions were mixed in ratios of approximately 1/1-15/3000 between

prop; gases ively. For example for a ion of a 900
Torr sample with a concentration of 1/15/3000 of ethanol and propylene oxide to neon
gas, 0.3 Torr of ethanol and 4.5 Torr of propylene oxide is prepared then diluted by 900
Torr of neon.
1.3.3.2 Closed-Cycle Refrigerator

The development of closed cycle helium refrigerators provides an approach to
utilize liquified gases as a coolant for all matrix experiments. The purpose of the
refrigeration cycle is to use helium gas from a helium compressor to form low
temperatures at the sample holder. When the system is evacuated to an appropriate level,
the closed helium refrigeration system is turned on to start cooling the system. In this
system, the expander head is supplied with the helium to expand and to cool the area

down to 4.2 K. Using a second hose, the helium gas returns to the compressor to close



the cycle, so in this process no helium is consumed. As a result, continued cycles of
pumping helium allow the spectroscopic window to cool down to 4.2 K. At this
temperature the pressure is reduced further from 10 to around 10* torr. In our lab, a
cryogenic system is used, which allows the temperature to reach 4.2 K.

This system (refrigerator) needs only an electrical supply and cooling water to
remove heat during the compression cycle. Some of the advantages for this refrigerator
include its ability to work for thousands of hours with little maintenance and the time
needed to cool the spectroscopic window of matrix isolation to a low temperature of 4.2
K takes less than an hour and a half.
1.3.2.3 Sample Deposition

Pure gases or mixture of gases can be deposited as low temperature matrices by
using the slow spray-on method. This method and the process of the gas mixture
deposition are described in Chapter 5.

1.3.3 Spectroscopic Techniques of Matrix Isolated Species

Several spectroscopic techniques, such as infrared (IR), ESR, Raman, Ultraviolet
and visible spectroscopy (UV/Vis), can be used to characterize the appriorate species in
matrix isolation. Although a variety of techniques exist, infrared spectroscopy has been

used for the identification of trapped species for the purpose of this thesis.



1.3.3.1 FTIR

FTIR is one of the many spectroscopic techniques which can be used with low
temperature matrices. Infrared spectroscopy can be used to identify compounds and
investigate the structural components of the sample being used. When absorption occurs
in a molecule, vibrational modes become excited. These vibrational modes in a molecule
are activated through infrared spectroscopy, and only the vibrational modes which result
in a change in dipole moment of the molecule will be observed in the spectrum.”’ These
modes are classified as stretching of the bonds or non-stretching modes such as bending,
torsion, wagging, rocking, and deformations. The vibrational modes produced are
dependent on the number of atoms in the molecules; there are 3N-6 vibrational modes
for a non linear polyatomic species.

The positions of vibrational bands for the stretching sites of molecules are
determined depending on the oscillator between two adjacent nuclei while the motions of
the other nuclei are ignored as Eq. 1.6.”* These vibrational bands depend on the reduced

mass, p, and the force constant, k, which is a measure of the strength of the bond formed:

k
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Eq.1.6

The positions of IR absorptions can be used as a tool for identifying a given
molecule and for determining what functional groups are present in the molecule. In
order to assign particular molecules to their appropriate modes isotopic substitution can

be used. For example, the ratio between the vibrational wavenumber for an X-H stretch



to a X-D stretch depends on the reduced masses, y, of the H and D with any other atom

X, as seen in the following equation.
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Eq.1.8

Consequently, for many stretching motions the ratio between the vibrational
wavenumber for hydrogen over deuterium is approximately 1.4.

This approach is beneficial for determining and characterizing the type of complex
which is produced by interactions in matrix isolation. The ratio of an H-X over a D-X is
around 1.4 because the deuterium mass is twice that of the hydrogen. However, the ratio
for a bending motion may be as low as 1.10. A 1.4 ratio indicates that a 1:1 binary
complex is formed. For example, Kim and Han® have studied the interaction between
dimethyl ether (DME) and methanol in a solid argon matrix at 9 K. When the samples of
DME and methanol were deposited, the OH stretching peak appeared at 3534.1 em™. In
addition, when samples of DME and methanol-d4 were deposited a new peak was seen at
2610.9 cm™ on the cold window which corresponds to the O-D stretching. In this case,
the isotopic stretching frequency ratio v(OH)v(OD) is computed to be 1.3516 which
suggests a 1:1 binary complex.

Molecular aggregations can form when the samples are used in high
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concentrations. In this case, unwanted complexes may form which make it difficult to

characterize the desired spectrum. At high dilution, the trapped molecules should be

isolated properly and ion via guest-guest i

Using matrix isolation infrared spectroscopy has many advantages over gas phase
studies. In the gas phase, the molecules can rotate which causes a broadening of the
vibrational bands in the IR spectrum. The broadening in the gas phase infrared spectrum
can make it difficult to identify the product by making it hard to decipher some of the
information contained within the spectrum. Comparatively in matrix isolation, the host
material acts as a cage and clamp which eliminates the ability of the guest to rotate.
Figure 111, shows a comparison between the gas phase and matrix IR spectra for the
symmetric stretching vibration for sulfur dioxide, SOz, molecule where the small
bandwidth is very clear.*” The matrix isolation absorption is a narrow band at 1151 cm™!
with a small sub-band at 1146 cm™ instead of a broad band compared to those seen in the

gas phase.
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Figure L.11: IR spectra of the SO; (symmetric stretch) near 1150 cm” (a) in the gas
phase at room temperature, and (b) matrix isolated in N; at 12 K (Na: SOz = 100:1).
Dunkin, 1. R. Matrix isolation techniques: a practical approach; Oxford University; New
York, 1998.

Chemical effects caused by the matrix itself may also cause changes in the IR
spectrum and the noble gases and N gas are used to limit this effect. Neon matrices have

become the most widely used choice for matrix experiments as they are expected to

0

show the weakest host-guest interaction due to its small polarizability.
There are a number of factors which can affect vibrational spectroscopy and these
factors can influence the spectrum by causing existing bands to move to a new location.
Such effects on spectra can be seen when comparing the effect of the matrix on the
isolated species with a gas-phase spectrum.
Comparison of a gas-phase spectrum with one from an isolated matrix species
shows shifts in the band centre which depends on guest-host interactions. For example,

Figure 1.12 depicts an infrared spectrum in the region of the CO stretching of methanol



isolated in Na, Ar, Kr and Xe matrices.*' A blue shift is observed in Ny, in comparison
with the gas-phase band which is indicated by the vertical line, and this suggests that a
repulsive interaction between the matrix cage and oscillator is in effect. An increase in
the magnitude of the red shifts, from Ar to Kr and Xe, is noted, and as the polarization of

the host increases the shift should become more prominent as seen in Figure 1.12.
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Figure 1.12: Portion of the FT-infrared spectrum of methanol isolated in N, Ar, Kr and
Xe showing the effect of different environments on the CO stretching fundamental. The
vertical line shows the position of the vapour-phase band centre. Figure reproduced from,
is; Queen's University; Canada, 1999, with permission from

Travis D. F

the author.




1.3.3.2 Annealing Method

Annealing is a method used in matrix isolation to see if any changes occur in the
spectrum. Annealing is performed by warming the matrix to a suitable point but not to
evaporate the matrix, which enables the guest species to diffuse throughout the matrix.
This method is achieved after the matrix has formed and a spectrum has been taken.
Throughout the process, a temperature controller is monitored to control the temperature
of the system that is located near the cold window. The maximum annealing
temperatures depends on the type of the gas (host) that is used. In our experiments, the
matrix was annealed at 10 and 14 K each for an hour and IR spectra recorded after each
anncaling.

The typical temperatures for the matrices are; 10-15 K for neon, 35 K for argon, 50
K for krypton, and 65 K for xenon. The low temperature of matrix isolation prevents the
species from rotating. So, annealing the matrix allows the guest species to diffuse and
removes the effect of the rigid cage that occurred by the host gas. After annealing the
molecules are able to obtain their thermodynamically stable structures in the matrix.
Thus, annealing can be used to identify bands due to the splitting at the site of the matrix.
In particular, small atoms and molecules such as hydrogen, sulfur dioxide, may still
rotate within the matrix cage.”**
1.3.3.3 Molecular Complexes in Inert Gas Matrices

Many studies have been published examining weak molecular complexes in the
gas phase® and in matrices.*® Matrix isolation coupled with infrared spectroscopy

provides useful information that can be utilized when studying weak complexes that



oceur between reactive molecules.

The vibrational spectra of weakly bound binary complexes provide insight into the
changes in the structure of molecules and/or complexes. In order to obtain meaningful
results and explain the assignments of the infrared spectrum of a binary complex
observed in matrix isolation experiments, an isotopmer of the target is required. In
addition, theoretical calculations are beneficial when attempting to explain the spectrum.
Accurate predictions for the calculated frequencies can be used to make accurate

with the

Intermolecular interactions are an important factor in many molecular and
biological processes in chemistry and biology.*® These interactions can be studied
experimentally by using matrix isolation techniques.”” In fact a weak molecular

like C-H- 7 in plays a signi role in ining the shape of

conformations of molecules in the gas phase.

One very important type of molecular complex is the hydrogen bonded complex.
Hydrogen bonding is one type of strong intermolecular forces. It is a prominent
interaction in many of life's processes and a vital component in the fields of chemistry,
physics, and biology.

The structure of a H-bond is of the type X-H Y, where X and Y are
clectronegative elements. These elements are usually oxygen, nitrogen, and halogens but
Y, which contains one or two non-bonding electron pairs, can be a region of excess
electron density, such as a m-system. In matrix isolation, weak complexes between

molecules have shown that in the majority of cases one molecule acts as proton donor



(PD) while the other molecule acts as proton acceptor (PA). For example, matrix studies
have revealed that alcohols act as proton donors and various bases such as acetone,'
acetonitrile,*” dimethyl ether,” and water’" act as proton acceptors.

Parnis et al.”

have studied the hydrogen-bonded acetone-water complex by matrix
isolation experiments as well as theoretical calculations. Spectra of the acetone-water
complex in argon matrices were recorded at 12 K in regions 3800-3450 em™ and 1640-
1560 cm” as seen in Figure 1.13. Upon complexation, red shifts were observed for the
O-H stretching modes of water and for the C=0 stretching mode of acetone. These shifts

indicate that a 1:1 complex is formed, in which water is hydrogen-bonded to the carbonyl

oxygen of acetone.
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Figure 1.13: F-infrared spectra of argon matrices containing water(1:10* H;O/Ar) and
1:10° (A), 1:3x10° (B), 1:10> C), 1:50 (D) acetone/Ar, in the region 3800-3450 and
1645-1560 cm”', Figure reproduced from J. Phys. Chem. 1993, 97, 4320 with permission

from American Chemical Society.



Nelander® has studied the infrared spectra of the formaldehyde-water complex in

inert matrices. He found a blue shift in the water bending mode and a red shift in the
carbonyl and OH stretching modes. The shifts were similar to those observed for the

acetone-water complex.”

These red shifts of the OH stretching, compared to the
substantial blue shifts of the OH bending modes, indicate that water acts as a proton
donor in forming these complexes. Johnson and Andrew** observed red-shifts for the
fundamental modes for 1:1 complexes between HF or DF, and acetone or formaldehyde
and these shifts are similar to the modes observed for the acetone-water complex.”

The intermolecular hydrogen bond that exists between nucleic acid bases is very
important in molecular biology. Therefore, the vibrational spectroscopy of the
nucleobases has been studied in low-temperature matrices.”** In particular, the FTIR
spectra of uracil, thymine, and of their derivatives have been performed in low

192 The interactions between uracil and models of proton

temperature inert matrices.
donor molecules and their ability to form hydrogen bond complexes have been studied.
In fact, the interaction of uracil and hydrogen chloride in argon matrices demonstrates
that hydrogen bonds are formed. Uracil has many sites to form a hydrogen bond with
proton donor molecules, the basic C=0 site and the acidic N-H sites are involved in H-
bonding with other molecules.

Maes er al.*® have studied a series of interactions between uracil derivatives and
their hydrogen-bonded complexes with proton donor molecules such as H,0 and HCl in
argon matrices. Figure 1.14 shows the FTIR spectra of uracil with HCV/Ar in matrices.

When samples of uracil/ HCI/Ar gas were deposited at 12 K, new features were found



that were not present in either of the uracil or hydrogen chloride molecules. The presence
of these new bands provides characteristic evidence that uracil/HCI complexes have been
found. A new band is observed at 1685 cm” which refers to red shift of v (C4=0), and
the v (C2=0) mode appears at 1775 cm™. Also, as in Figure 1.14(c), new absorptions are
noted at 814, 764 and 676-673 em™ which are attributed to y (C4=0), y (C2=0), and y
(N3-H), respectively. An additional band is observed at 3375 em™ due to shift of v (N3-
H). These bands indicate that the uracil interacts with HCI at two different sites, the basic
(C4=0) site to form C4=0 ~HCI H-bond, and N-H group to allow N-H"~ CI-H H-

bonds to be formed in the argon matrices as seen in Scheme 1.5.

g

Figure 1.14: FTIR spectrum for uracil/Ar (A) and uraci/HCVAr (B,C) at 12 K. (B,
HCV/Ar =1/200; C annealed of B). Figure reproduced from J. Mol. Struct. 1994, 318, 37

with permission from Elsevier.
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Scheme 1.5: Possible structures of the uracil/HC/Ar complexes.

1.4 Pyrimidic Nucleobases
1.4.1 Nucleic Acid Bases

Nucleobase molecules are one of the important macromolecules found in cells and
obviously play an essential role in cell function and reproduction. The importance of
these nucleobases has become more apparent since the discovery of the double helix
structure (DNA) by Watson and Crick.* By using X-ray diffraction, they discovered that
the DNA molecule is constructed of two strands to form a double helix. The two strands
have a different order of nucleobases and are bound to each other by hydrogen bonding.

The nucleobases in DNA and RNA refer to two of the heterocyclic compounds,

purine and pyrimidine.”* The pyrimidi is a ring ining nitrogen

atoms and it is a significant compound in biological processes. The monocyclic
pyrimidines; such as uracil (Ura), thymine (Thy), and cytosine (Cyt), consist of six-

membered rings which contains nitrogen and carbon atoms. On the other hand, the



purines adenine (Ade) and guanine (Gua) consist of two bicyclic rings, as scen in Figure

1.15. These nucleobases contain oxygen, hydrogen, and at least one N-H site. Thus, these

| atoms may be attached to other molecules through hydrogen bonds. Consequently, the
nucleobases may exist in different tautomeric forms which provide it with other possible

functionalities.
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Figure 1.15: Structures of the common pyrimidine and purine bases of nucleic acids



1.4.2 Hydrogen Bonding in Base-Pairing

Hydrogen bonding plays an important role in a variety of scientific fields and
oceurs in inorganic molecules and organic molecules as seen in DNA. This type of bond
is responsible for forming the base-pair interactions in DNA which play a large part in
the transfer of genetic information. Basically, there are different functional groups in the
nucleobase which form the hydrogen bonds. The nitrogen bases N-H and amino group —
NH; are hydrogen bond donors. On the other hand, the nitrogen atom on the ring and the
carbonyl group are hydrogen bond acceptors.

Due to the hydrogen bonding of nucleic acid bases in DNA, one strand binds with
the other strand to form a double helix which is known as Watson-Crick pairing. In this
pairing, pyrimidines attach to the purines through hydrogen bonds. Specifically, cytosine
nucleobase bonds to guanine through three hydrogen bonds (C-G), while adenine bonds
to thymine via two hydrogen bonds (T-A), Figure 1.16.

The double helix in DNA is stabilized via hydrogen bonds between these pairs and
through the hydrophobic interactions between bases. Many theoretical studies have
focused on studying the hydrogen-bonding of the base pairs in DNA.“7 In particular,
studies of the imino-enol tautomers of bases concluded that these tautomers may form a

spontaneous mutation.
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Figure 1.16: Watson-Crick base pairing for A-T and G-C.



1.4.3 Uracil

1.4.3.1 Chemical and Physical Properties

Uracil is an important nucleobase component of nucleic acid. It is found in RNA
and pairs with adenine through hydrogen bonding. In base pairs, it behaves as a
hydrogen bond acceptor and donor to form two hydrogen bonds with adenine. Due to the
importance of this component, many studies have investigated its reactivity, acidity,””*
basicity,”” hydrogen-bonding with DNA species,”* and interaction with metal ions.

Uracil is a weak acid with the acidic pKa = 9.38. However, it has a number of sites
which are responsible for its acidic behavior, such as N1 and N3. The two NH bonds in
uracil and their acidities have been studied.””  In the gas phase, the acidities of the N1
and N3 sites are different, and the experiments indicate that the N1 is more acidic than
the N3 site by at least 42 kl/mol.”” In contrast, the two sites are close in acidity in
aqueous solution. However, the difference in acidity in the gas phase may be explained
by the fact that the N1 site is the preferred glycosalation site in nature.

In addition, metalation can play an important role in stabilization of nucleic acids
and structural organization of proteins. Thus, several papers have discussed the
interaction of nucleic acid bases with metal cations including the metalated uracil.****

Uracil has many derivatives which can be used in the development of medicinal

drugs. An example, 5 il and il are biologi active and 5-

flurouracil has been used as anticancer drug.
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1.4.3.2 Tautomerization

Tautomerization is a form of chemical reaction, isomerization, in which the same
compounds differ by the position of a hydrogen atom and a pi bond. The tautomerization
of nucleic acid bases is very important to the structure of nucleic acids and they have an
ability to form spontaneous mutations during DNA replication.*’ Several studies have
been carried out on the tautomerism of nucleic acids including uracil.*** So, uracil may
exist in several tautomeric forms. The six possible tautomers of uracil are shown in
Figure 1.17, where U1 is the 2,4-diketo tautomer, U2-US are keto-enol tautomers, and
U6 is the 2,4-dienol tautomer.

Tsuchiya™ found that the diketo tautomer was the most stable tautomer. The order
of stability is U1> U2 > U3 > U4 > U5 > U6. For example, the U2 tautomer is less stable
than U1 by 81.8 kl/mol in the gas phase.* So, the predominant tautomer in the gas phase
should be U1, based on thermodynamics.

Many studies have utilized theoretical calculations which can provide information
about the possible structure for the interaction of metal cations with the stable tautomer
of uracil. Different tautomers of uracil show the possible positions (oxygen and/or
nitrogen atom) of the metal-coordinating sites that lead to the formation of metal-base
complex. In particular, the N1 and O2 positions are the preferred sites for interaction of
copper ion with uracil, whereas N3 and O4 appear to be the favored positions for
interactions of lead ion with uracil. The theoretical and chemical explanations of the
structures of Cu®'/uracil and Pb*'/uracil as well as other M*'/uracil complexes are

discussed in Chapter 2, 4 and 3, respectively.
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1.5 Theoretical Methods

Computational chemistry can be used to study the physical and chemical properties
of molecular complexes such as weakly bound complexes and those involved in
molecular biology. Computational methods are an important tool for helping explain
experimental results and to further characterize molecular complexes.

Accordingly, computational methods have been developed to determine and study

P19 In particular, the level of theory

the structure of molecules with more accuracy.
(method) and a basis set are used to describe the molecular orbitals. Different methods
are used in theoretical studies, but the most commonly used methods in our calculations
are the wavefunction theory (ab initio) and density functional theory (DFT).
1.5.1 Ab initio

The most common methods used in ab initio calculations are the Hartree-Fock
(HF) and post Hartree-Fock method. Hartree-Fock theory is the simplest approximation
95.97

used to solve the Schrédinger equation,”” as in Eq.1.9.

HY =EY Eq.1.9
where 1 is a Hamiltonian representing the total energy, E is the total energy, and ¥ is the
wavefunction. The HF theory takes into account the exchange between electrons with the
same spin, while electrons with the opposite spin are not correlated.” So, the difference
between the Hartree-Fock limit energy and the exact (experimental) is called the

correlation energy (Ecor), as in Eq.1.10.



corr = Eo = Epy Eq.1.10
where E, is the exact non-relativistic energy and Eyy. is the Hartree-Fock limit energy.

Actually, the Eyp. would be higher than the exact energy, thus the correlation
energy is always negative. However, to include electron correlation in a calculation, the
wavefunction can be written as a multi-determinal wavefunction. Therefore, many
methods are used to compute the correlation energy. These methods provide more
accurate results than HF due to inclusion of electron correlation. In fact, Méller-Plesset
perturbation theory, MP,, is a common type of calculation for including correlation
energy into the results. MP2 theory was used in our calculations and is the simplest cost
effective perturbation theory. It is important to note that all these methods are ab initio,
and do not depend on empirical parameters.
1.5.2 Density Functional Theory (DFT)

Density functional theory (DFT) is another approach to calculate molecular
properties. The DFT theory depends on the electron density p (r) rather than the
wavefunction. In this theory the electron density is non-negative, and integrates to the

98100

number of electrons,”!*” as in the following equation.

Nlp(r)]= _[p(r)df =N Eq.I.11
where 2 (r) is a function of three variables (x, y, z) and 2 (r)dr is the probability of
finding an electron in the volume element dr at r.

Electron density is observable and can be measured by X-ray diffraction. DFT was

introduced by theorems proven by Hohenberg and Kohn,'"" which were used to establish



the DFT. Then, Kohn and Sham'” devised a method for finding ground state

densities 0, and ground state energies Eo. This method depends on non-interacting

electrons and their orbitals. The energy density functional has the form as in Eq.1.12.

E p(N)=T[p(N]+V, oM+ V. [p(r]+ AT p(r)]+ AV, [ p(r)]  Eq.1.12
where T; is the kinetic energy for the system of non-interacting electrons, Vi is the
classical potential energy in terms of the density, V.. is the electrostatic electron-electron

repulsion functional, AT is the corrections to the kinetic energy from the interacting

system of the electrons, and AV is the lassical ions to the el
repulsion.

The Kohn-Sham equations are appropriate for giving the ground state density that
is taken into account by using an exchange-correlation functional. For example, B3LYP
is the Becke three parameters exchange functional, B3, and Lee-Yang-Parr correlation
functional, LYP. B3LYP is the most popular hybrid density functional that is used and
yields good structural and thermochemical properties.'®*'% In particular, B3LYP is used
exclusively as the method for optimizing structures and providing thermal contributions
to energy in this thesis in our calculations. In general, DFT has advantages that include
less computer time and efforts, an acceptable accuracy, and in most cases, better
correlation with experimental results than those results obtained from the Hartree-Fock

theory.




1.5.3 Basis Set

Choosing a good basis set is important aspect of computational calculations. Basis
sets are used to create molecular orbitals. The main basis sets used in this research were
6-311++G(2d,2p) and 6-31+G(d,p). The numbers 6-311 and 6-31 represent the Gaussian
function that is used to approximate each atom's atomic orbital for describing the core
and valence electrons. On other hand, other common additions to the basis sets are used
to enhance and improve the approximation of atomic orbitals.

As an example, diffuse functions, single plus (+) and double plus (++), describe the
distance from the electrons to the nucleus. The single plus increases the diffuse functions
for heavy metals, while the double plus uses diffuse functions on lighter atoms. Also, the
(d.p) and (2d.2p) represent the polarization function which is used to provide flexibility
for the wavefunction to change shape. These common additions are essential to describe
the equilibrium geometry.

These basis sets are beneficial because they provide accurate geometries and
vibrational frequencies. In addition, effective core potentials were used for the heavy
clements. For example, the LANL2DZ basis set was used for Pb, while for other atoms
including C, H, N, and O a 6-31+G(d.p) basis set was used to optimize the structures and
calculate the vibrational frequencies.

1.5.4 Computational Procedure

Computational chemistry is an essential method used to help determine ion

molecular complex structures and can even offer a useful alternative to experimental

measurements if experiments are not possible. It can also be used to identify the potential



energy surface for a process and to help explain and characterize the structure of
complexes. The computational method is used to attain geometry optimization,
vibrational frequency, and ionic thermochemistry.

In addition, computational methods were used to simulate the IR spectra for
gaseous molecules and to identify the structure of species containing divalent metals.
The experimental FTIR in cryogenic matrices spectra were compared with the simulated
IR spectra. Actually, to compare the experimental IR spectrum with the calculated
(theoretical) IR, the scaling factor is typically used. Since, the calculations of the
computed IR frequencies are done by using the harmonic approximation; the scaling
factor is used to account for the anharmonicity in the calculated IR.

Most of the structure calculations were performed with Gaussian (G03)'* and
Gaussian (G09).'” First, the structures were optimized and vibrational frequencies
calculated using B3LYP with a double-zeta basis set with additional polarization and
diffuse functions. These structures were submitted to single point calculations at the MP2
level of theory with triple-zeta quality basis sets, and added polarization and diffuse
functions. These levels of theory are practical and give relative energetic results
throughout this research. Accordingly, the thermal and Gibbs corrections were used to

determine the enthalpy and Gibbs free energy values, as seen the following equations.

AH e = Thermal correction + E gec

AG theer = Gibbs correction + E gic
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In addition, we have also used density functional theory B3LYP calculations to

9 )
195 Also, we have carried

determine the potential energy surfaces for the fragmentations.
out intrinsic reaction coordinates (IRC) analysis to characterize the optimized transition

states.'”*"'° This method provides a picture for all the mechanisms proposed.
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Chapter 2

Structures and Fragmentation of

[Cu(Uracil-H)(Uracil)]" in the Gas Phase

2.1. Introduction”

‘The nucleobases, adenine, cytosine, guanine, and thymine are obviously important
components of DNA, as is thymine’s substitute uracil in the RNA. Many research efforts
have been devoted to studying the structure and reactivity of the protonated DNA and
RNA bases or those complexed with metal cations.''? Some studies have focused on the
ability of uracil and thymine to form hydrogen bonds with other nucleobases."” The
presence of trace amounts of metal cations with nucleic acids plays an important role in

determining the functionalities of many biological systems.'*'* The binding of metal ions

with nucleobases may be one out of a number of factors that are responsible for

stabilizing a particular conformer of the nucleic acid. In particular, copper is one of the

metals which interacts with nucleic acids and it has demonstrated the highest affinity for

DNA compared to other divalent metals.'® It also can cause toxicity when its

concentration is over the optimal levels in cells. It has been shown that the reduction of

*This chapter has been accepted io be published as O. Y. Ali, and T.D. Fridgen, Chem.

Phys. Chem. 2011, DO} 10.1002/cphc. 201100661.



hydrogen peroxide by a copper ion in mitochondria can produce highly reactive hydroxyl
radicals that can affect DNA and cause membrane damage.'™'*

The interactions of bases such as uracil and thymine with various metal cations
including K', Li', Mg”, Ca™, Zn®" and Pb"" have been studied using various
techniques.'* Gillis er al.** used IRMPD spectroscopy in the 2500-4000 em™ region to
study the structures of complexes of By-Li‘-(H:0), (n = 0, 1, 2; m = 1, 2), where B=
thymine or uracil. In all complexes the lithium cation was determined to be bonded to the
04 oxygen atom in both thymine and uracil, and water bound directly to the lithium
cation. Furthermore, Gillis ef al.** used the IRMPD technique to study the interaction of
lithium ions with the hydrated Li’-bound mixed adenine and thymine complexes. Based
on the experimental and theoretical results, the lithium cation was again bonded to the
04 oxygen of thymine and the A7 tautomer of adenine was attached to Li* through N3
and N9. Water was also found to bind directly to Li".

Tautomerism of thymine has been investigated by looking at the structure of
nucleobases when interacting with metal ions. As a result, many studies have examined
the energetics and structures of thymine and uracil with metals such as Mg>*, Zn®" and
Cu®" . Through computational methods Lamsabhi er al.*’ found that the lowest energy
complex between Cu®* and uracil is deprotonated at N1 and that Cu’" binds to the
deprotonated nitrogen and the oxygen atom of the adjacent carbonyl group. These
studies' consisted of detailed collision induced dissociaton (CID) experiments of
electrosprayed [Cu(Ura-H)]" augmented by electronic structure calculations on the

structures and potential energy surfaces for dissociation to the various fragments. Low



energy CID of [Cu(Ura-H)]" showed primary losses of HNCO and NCO radicals with

CO loss being a minor decomposition route. By using different isotopically labeled
uracils, the spectra indicated that both the loss of HNCO and NCO radical correspond to
the N3 and C2 atoms, while the loss of CO involves the C4 atom. Their experiments and
calculations supported the existence of the N1/02 bound complex (deprotonated at N1
with Cu bound to N1 and carbonyl oxygen of C2) but also other-much higher energy-
isomers.

The purpose of the present study is to explore the structures of copper (II)
complexes comprised of two uracils by studying the fragmentation of these complexes in
the gas phase. Tandem mass spectrometry techniques, such as CID and CO, laser

IRMPD of the ions trapped in a Fourier transform ion cyclotron resonance mass

spectrometer, were used in ination with it ions to determine the
structures of these [Cu(Ura-H)(Ura)]" complexes. In order to better understand the
structure of electrosprayed [Cu(Ura-H)(Ura)]’, it was deemed important to better
understand the structure(s) of the [Cu(Ura-H)]" complex. Gas phase calculations of
[Cu(Ura-H)]" structures were also done and these results are also presented herein. Since
the ions are born in solution, we also performed calculations using a solvent model to
shed some light on which structures may be present in solution. Rajabi et al.?® studied the
solvent effect on the stability of the protonated dimers of adenine and found that the
solvent stabilizes the observed isomers such that those seen in the gas phase represent

those in solutions.



2.2. Methods
2.2.1 Experimental

All experiments were conducted on a Bruker ApexQe hybrid quadrupole-Fourier
transform ion cyclotron resonance (FT-ICR) mass spectrometer equipped with an Apollo
11 electrospray ion source which is considered to be a failry soft method of ionization.
‘The uracil and copper (II) chloride used in this study were purchased from Aldrich and
used without any further purification. 1 mM solutions of uracil and copper chloride were
prepared in 18 MQ H0. [Cu(Ura-H)(Ura)]" complexes were electrosprayed from | mM
solutions of nucleobase (10 ml) to which a few (5-10) drops of the 1 mM copper chloride
solution have been added. The solutions were introduced to the electrospray source using
a syringe pump with a flow rate 100 pL/hr. The spray shield and capillary inlet were
biased at 3900 and 4400 V, respectively, and the capillary exit was maintained at 300 V.
A deflector plate at 256 V directed ions perpendicular to the capillary axis through two
sets of ion funnels. [“Cu(Ura-H)(Ura)]" complexes at m/z 286 (depending on the
isotopomer), were mass selected in the quadrupole mass filter and stored in the
accumulation/collision cell for 2 s prior to the transfer to the ICR cell. The source
pressure was on the order of 10 mbar and the ICR pressure was maintained at 10"
mbar.

CID experiments, external to the ICR cell were conducted by accelerating the ions
between the quadrupole and the collision cell filled to ~102 mbar with Ar at collision
energies from 5-20 eV, lab frame or 0.6-2.5 €V in the centre of mass (c.0.m.) frame of

reference. Sustained off-res ce irradiation collision-induced di: iation (SORI/CID)
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was done inside the ICR cell following a pulse of Ar to a pressure of 10" mbar. SORI
powers ranged from about 3.2 ¢V - 11.4 eV lab frame, or 0.39-1.4 ¢V in the centre of
mass frame. In all cases SORI was done for 250 ms followed by a 2 s delay to allow the
collision gas to be pumped from the ICR cell prior to detection. Various stages of SORI-
CID were used to identify the primary, secondary, and tertiary fragmentation pathways.
IRMPD was also used to perform softer fragmentation using a continuous 25 W CO,
laser (10.6 um wavelength) operating at 80% of maximum power. The IR pulse lengths
were between 0.1-0.4 s.
2.2.2 Computational

All calculations were performed using Gaussian 09.%” Initially, all the structures
were optimized and vibrational frequencies calculated using B3LYP/6-31+G(d,p) level
of theory. Single point calculations were done on all optimized geometries using
B3LYP/6-311+G(2df.2p) on C,N,0, and H and 6-311+G on Cu to obtain more reliable
thermochemical values, which are hereon called B3LYP/6-311+G(2df.2p)/B3LYP/6-
31+G(d,p). It should be noted though that the basis set for the single point calculations is
6-311+G. All reported thermochemical data are 298 K values. All thermochemistries
derived from the vibrational frequencies were used without scaling and are abbreviated
as B3LYP. Transition states were identified by the imaginary frequency in the correct
reaction coordinate and by intrinsic reaction coordinate (IRC) calculations. All solvent
model calculations were done with the same level of theory and basis sets, initially
optimizing the structures within the polarizable continuum model (PCM) with water as

the dielectric and itting these ies to single point i also within the




PCM, with the larger basis set.
2.3. Result and Discussion
2.3.1 Positive Ion Electrospray Spectra of Copper (II)/ Nucleobase
Solutions

A positive-ion electrospray spectrum of an aqueous mixture of copper chloride
with uracil is presented in Figure 2.1. Species containing one or more copper atoms can
be readily identified based on their isotopic distributions due to the “Cu and “Cu
isotopes, see Appendix 1. The most abundant complexes observed are [Cu(Ura-H)(Ura)]"
at m/z 286 and 288. In addition, the set of peaks with a maximum at m/z 322.0 is
identified as [Cu(Ura)CI]" based on the masses and intensities of the isotopic peaks.
Another set of peaks detected at m/z 398.0 is identified as a [Cu(Ura-H)(Ura),]" ion
composed of three uracils. The masses and intensities of the isotopic peaks help to
identify the set of peaks at m/z 461.0 to the [(Ura),Cuy(Ura-H)]" ion. The m/z 247 peak
is the sodium ion bound dimer, [(Ura);Na]'. While many different concentrations of base
were used, as well as solvent combinations-pure or aqueous methanol or acetonitrile
solutions-no monomer ion, [Cu(Ura-H)]", such as that studied in previous work,' was
observed. A possible reason for not observing [Cu(Ura-H)]" is that our source might be

softer, resulting in a undetectable source decomposition of the [Cu(Ura-H)(Ura)]" ions.
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Figure 2.1: Positive-ion electrospray mass spectrum of an aqueous solution of CuCl; and

uracil.

In an attempt to spectroscopically determine the structure of [Cu(Ura-H)(Ura)]", we

tried to do dependent IRMPD (IR ) with an OPO laser” but

the complex proved to be too strongly bound to dissociate with this low powered laser in
contrast to other metal cationized uracil complexes™?* including [Pb(Ura-H)(Ura)]".** In
further attempts to spectroscopically characterize [Cu(Ura-H)(Ura)]" we unsuccessfully
tried to hydrate the ion in the hexapole ion trap of our instrument.* We believe that the
inability to hydrate [Cu(Ura-H)(Ura)]" could be due to the charge being delocalized over
the entire complex, unlike in Li*(Ura),>* and M*(Ade), complexes (M= Li, Na, K, Cs)®'
whose hydrated complexes have been studied previously by the same method. We

decided to probe the structure of [Cu(Ura-H)(Ura)]' through fragmentation and



computational studies. The remainder of this chapter is focused on the exploration of the

structure of [Cu(Ura-H)(Ura)]" through fragmentation methods (CID/SORIIRMPD) and
electronic structure calculations.

2.3.2 Results of Fragmentation Experiments on [Cu(Ura-H)(Ura)|"

all i aimed at ion of [Cu(Ura-H)(Ura)]" in the
ICR cell or externally resulted primarily in the loss of HNCO rather than of uracil, as
was the case for source collisions in the previous experiments." MS/MS spectra of the
[Cu(Ura-H)(Ura)]* complex were recorded at a number of different SORI collision
energics, seen in Figure 2.2A, following isolation of m/z 286 inside the ICR cell. The
main fragmentation products for [Cu(Ura-H)(Ura)]" are loss of 43 Da and at 70 Da,
corresponding o the loss of HNCO and  HNCO/HCN, respectively, as seen in Figure
22A. Minor products are observed at m/z 242, 202, 188, 160 and 104. At higher
collision energies m/z 174 and 175, corresponding to losses equal to the mass of uracil
and uracil-H, respectively, are observed to grow and at even higher SORI-CID energies
more extensive fragmentation is observed, as expected, with peaks at m/z 131 and 132,

corresponding to losses of HNCO and NCO radical from m/z 174."
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Figure 2.2A: MS/MS spectra of [Cu(Ura)(Ura-H)]" complex were recorded at different
SORI collision energies; a) 0.39 b) 0.66 ¢) 0.9 , and d) 1.39 eV (c.0.m.) by using SORI

method in fragmentation.

2.3.2.1 MS" Experiments on [Cu(Ura-H)(Ura)|"

To better ascertain a complete map of the fragmentation pathways, MS’
experiments were conducted and the main results are displayed in Figure 2.2B for the
normal isotopomer. Isolation and SORI-CID of m/z 243 produced by SORI-CID of m/z
286 (Figure 2.2Bii) resulted in a virtually identical fragmentation pattern as that
produced by SORI-CID of m/z 286 (Figure 2Bi). This means that m/z 286 dissociates to
form m/z 243 as the primary decomposition pathway and that all other ions are grand-

daughter ions born from m/z 243. The presence of m/z 242 in the SORI-CID spectrum of
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m/z 243 indicates that m/z 242 results from loss of H from m/z 243, rather than loss of
HaNCO from 286. SORI-CID of m/z 216 results in a spectrum which contains m/z 188,
160 and 104 as prominent product ions along with ions at m/z 174, 131, and 132, but is
devoid of m/z 202 and almost completely bereft of m/z 175. The ions at m/z 202, and
175, then, come mainly from m/z 243 losing 41, and 68 Da, respectively. Isolation and
SORI-CID of m/z 174 resulted in a mass spectrum with no ions at m/z 160 or 104, so
these ions are certainly born from m/z 216. [Cu(Ura-H)]" was previously seen to lose
NCO and HNCO producing fons at m/z 132 and 131, respectively, and a minor loss of
CO producing m/z 146." The present results are completely congruent with these last
observations. These SORI-CID experiments were reproduced following isolation of
[**Cu(Ura-H)(Ura)]" (see Appendix 2). The results, with the **Cu isotopomer, confirmed

that all ionic fragments observed retain the metal Cu.
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Figure 2.2B: SORI MS/MS of the main fragment ions (i) m/z 286 (i) m/z 243 (iii) m/z
216, and (iv) 174.

2.3.2.2 MS" Experiments with 2-"°C Labeled Uracil

The SORI-CID experiments just described were repeated with uracil, which was
isotopically labeled with '*C at C2. The results are shown in Figure 2.2C. The parent ion
is now at m/z 288 as [Cu(Ura-H)(Ura)] " is doubly labeled (C2 of each uracil). Losses of
44 and 71 Da, corresponding to HN'*CO and HN'*CO/ HCN, respectively, produce ions
at m/z 244 and 217, each with loss of one of the labels. When m/z 244 is isolated and
submitted to SORI-CID, the main loss of HCN at m/z 217 is observed. Minor losses of
H to produce m/z 243, HCCO radical (41 Da) to produce m/z 203, and H,C3NO (68 Da)
to produce m/z 176 are also observed. These results are all consistent with the ions

keeping the second 2-°C label and the suggestion that m/z 176, [Cu(Ura)]', probably



contains an intact uracil. As in the non-labeled experiments for m/z 216, when m/z 217 is
isolated and submitted to SORI-CID it does not produce the ions at m/z 203, or 176 so
that these ions are produced solely from m/z 244, The m/z 217 ion loses 42 Da to
produce m/z 175, which is consistent with the major loss from m/z 216 in the non-
labeled experiments being the loss of C;H;0-likely ketene-leaving [Cu(Ura-H)]". It also
loses 28 Da to produce m/z 189 and 57 Da to form m/z 160. The two minor
fragmentation routes, m/z 217 ~ 189 and m/z 217 ~ 160 are also observed as m/z 216 ~
188 and m/z 216 ~ 160 in the non-labeled experiments. These results show that loss of
28 Da from m/z 216 does not include the label and, if it is CO loss, it must be exclusively
from the C4 position. Furthermore loss of 56 Da from m/z 216, and loss of 57 Da from
m/z 216 in the C2 labeling experiments, show that this loss must contain C2 and could
have the following possible molecular formuli (CO)2, CONa, C2H2ON, or C5HO based

on the mass of the neutral loss.
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Figure 2.2C: SORI MS/MS of the main fragment ions of [Cu(Ura-2-"C),-H]" (i) m/z
288 (ii) m/z 244 (i) m/z 217, and (iv) 175.

2.3.2.3 MS" Experiments with 3-""N and 1,3-"N Labeled Uracil

The SORI-CID experiments were repeated with 3-""N labeled uracil, where both
uracils in [Cu(Ura-H)(Ura)]" are labeled (Figure 2.2D). The results of these experiments
show that the primary HNCO loss from [Cu(Ura-H)(Ura)]" also includes N3 as was seen
in the HNCO loss from [Cu(Ura-H)J"." Similarly, HCN loss from m/z 244 (or m/z 243 in
the non-labeled experiments) does not include a label. These experiments also show that
the m/z 217 fragment ion forms m/z 189 and m/z 160. In experiments with 1,3-""N
labeled uracil (see Appendix 3), m/z 218 loses 28 Da to form m/z 190 and 57 Da to form
m/z 161. Clearly, the 28 Da loss from m/z 218 route does not contain nitrogen. Although

we cannot completely rule out that this neutral loss from m/z 218 is not C;Hy at this



point, its most likely identiy is CO stemming from the C4 position, based on the 2-°C
experiments. The loss involving 57 Da from m/z 217 and m/z 218 in the 3-"N and 1,3-
SN experiments is interesting as it shows that this fragment contains only N3. Along
with the results of the 2-"C experiments, showing that this fragment contains C2, the
only possible molecular formula would be CONCH,, making the plausible assumption
that 02 is lost with C2.

The ion at m/z 104 shows up in all the isotopic labeling experiments so far
discussed (and the normal isotope experiment), and therefore does not include nitrogen
or C2. I's most likely identity is Cu(HCCO)" and it is probably produced by loss of an
intact uracil molecule from m/z 216. The fact that no m/z 105 is observed in any labeling
experiments so far means that loss of deprotonated uracil is not competitive with loss of

aketene molecule from m/z 216 which presumably forms m/z 174.
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Figure 2.2D: SORI MS/MS of the main fragment ions of [Cu(Ura-3-""N)>-H]" (i) m/z
288 (ii) m/z 244 (iii) m/z 217, and (iv) 175.



2.3.2.4 MS" Experiments with 5-d and 6-d- Labeled Uracil

In Figures 2.2E and 2.2F are the results of MS" experiments on 5-d-labeled
[Cu(Ura-H)(Ura)]" and 6-d-labeled [Cu(Ura-H)(Ura)]", respectively. Results of both
experiments produce m/z 245, retaining their respective labels, which is consistent with
HNCO loss where H is originally from N3. Interestingly, there is a minor amount of m/z
244 in the 5-d experiments, but in the 6-d experiments there is no 244, but only 243
which means that the minor secondary loss of hydrogen atom from the product of
primary HNCO loss is solely from the C6 position.

In the 5-d experiments, m/z 218 results from loss of HCN from m/z 245 whereas in
the 6-d experiments the m/z 217 product ion results from loss of DCN from m/z 245.
This suggests that loss of HCN includes the HC moiety from the C6 position. The m/z
245 ion also loses DCCO in the 5-d experiments to form m/z 203. In the 6-d
experiments, m/z 245 loses a HCCO radical to form m/z 204. These latter results are
consistent with a HCCO radical loss where the HC stems from the C5 position. In both
cases m/z 176 is formed from m/z 245 consistent with the complete loss of Ura-H
forming [Cu(Ura)]".

In the 5-d and 6-d experiments, the main product from SORI-CID of both m/z 218
and m/z 217 is m/z 175, which would be formed by loss of OCCHD and OCCHy, ketene,
respectively. The m/z 218 ion in the 5-d experiments and the m/z 217 ion in the 6-d
experiments both lose uracil (5-d- or 6-d-uracil, respectively) forming m/z 105 and m/z
104, respectively, a ketenyl-Cu complex ion, retaining a label in the 5-d experiments.

The 5-d labeling experiments confirm that the loss of 28 Da from the m/z 216 ion in the



non-labeled experiments is CO, as 28 Da is also lost from m/z 218 in the 5-d and there
are not enough hydrogens in the complex for m/z 28 to be the unlikely loss of CoH.
Finally, both the m/z 218 and 217 ions, in the 5-d and 6-d experiments, produce an fon at
m/z 161, meaning that OCNCHD is lost in the 5-d experiment and OCNCHL in the 6-d
experiments.

2.3.2.5 IRMPD Experiments

IRMPD tends to be a softer process than CID, meaning that the incremental energy
deposition of ~10 kJ mol™ per absorbed photon is lower than the ~30 — 130 kJ mol”
(maximum in these experiments) that can be deposited per collision in SORI-CID. The
drawback for IRMPD is that the fragments themselves can absorb photons and
dissociate. In SORI only the ion of interest is excited (off resonantly), so the only way
product ions can be internally excited is by leaving the initial fragmentation process with
internal energy. In Appendix 4, the mass spectra following IRMPD dissociation of m/z
286, 243, 216 and 174 are presented. These results confirm that the major primary
dissociation routes for each of the ions is m/z 286 ~ 243 ~ 216 ~ 174 ~ 131. The
dissociation of m/z 216, to produce m/z 174, however, is in competition with the losses
of 28 Da and 56 Da to produce m/z 188 and m/z 160 and to a much lesser extent the

route forming m/z 104.
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2.3.3 Discussion
2.3.3.1 [Cu(Ura-H)(Ura)]" Structures.

There are many possible isomeric structures for the [Cu(Ura-H)(Ura)]" ion. Prior
to discussing the mechanism for the observed [Cu(Ura-H)(Ura)]" fragmentation, it is
necessary to digress slightly to explore the possible structures for this ion. To get a better
understanding of the [Cu(Ura-H)(Ura)]" structure it is instructive to first know the
structure of the [Cu(Ura-H)]" core and to then build upon this core a second uracil.
Fortunately, Lamsabhi ef al.' have studied the structures of the [Cu(Ura-H)]" complex,
both experimentally using MS/MS and computationally using B3LYP/6-311+G(2df,2p).
It was determined that [Cu(Ura-H)]" exists in various geometries but that the most stable
isomer is the one where Cu is bound to deprotonated N1 and O2 as seen in Figure 2.3.
They also found that the copper atom can bridge between N3 and O4 but this structure is
more than 30 kJ mol” higher in enthalpy than the minimum-energy geometry. A third
isomer, where Cu is bound to deprotonated N3 and 02, is 45 kJ mol™ higher in enthalpy
relative to the lowest energy structure and a n-complex was found to be 177 kJ mol”
higher than the lowest energy isomer. Several experiments and theoretical studies have
shown the acidity at positions N1 and N3 are similar in aqueous solution in contrast to
the gas phase, where N1 is the most acidic site with N3 deprotonation being higher in
energy by some 60 kJ mol”.**** Solvent model calculations were performed on the
[Cu(Ura-H)]" complexes which reveal that the N102 and N304 structures are virtually
isoenergetic. Furthermore, the N302 structure is only about 10 kJ mol” higher in

enthalpy, and the m-bound complex remains a high energy isomer being 190 kJ mol”
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higher in enthalpy than the N102 structure as seen in Figure 2.3.

Using electronic structure calculations, Lamsabhi er al' showed that the
mechanism for loss of HNCO from [Cu(Ura-H)]" occurred from the minimum energy
N102 structure, but to explain NCO radical loss, they assumed that the n-bound
structure, 176 kJ mol™ higher in energy, was the precursor. Due to the relatively high
energy of the m-bound structure it is unlikely, in our opinion that any exists in an
observable quantity, even in the high-energy environment of the source region. Certainly
this high energy isomer does not exist in enough abundance to account for the almost
equal intensity of the HNCO and NCO radical loss routes in the CID mass spectrum of
[Cu(Ura-H)]". However, a path from the N304 structure to loss of NCO that includes the
7-N3C5 structure as an intermediate (Appendix 5) was revealed. This pathway does not
require the existence of the high energy n-N3C5 structure in the source, but only the
existence of the N304 structure which was predicted by solvent model calculations to be
isoenergetic with the N102 structure in the aqueous solution from which [Cu(Ura-H)]"
was electrosprayed. These computational results also account for the almost equal
intensity of the NCO and HNCO loss routes from [Cu(Ura-H)]" in the Lamsabhi et al
work since both the N102 and N304 structures are predicted to be isoenergetic in
solution. What this means for the work herein is that, in our calculations of [Cu(Ura-
H)(Ura)]" structures, we are only really able to disregard the very high energy n-bound
structures, but must consider all structures with N102, N304 and N302 type cores, to

which we add neutral uracil to formulate possible structures for [Cu(Ura-H)(Ura)]".
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Figure 2.3: Isomers of [Cu(Ura-H)]' as determined by theoretical methods as well as
B3LYP/6-311+G(2df,2p) calculated Gibbs free energies, the relative enthalpies in
parentheses. The Gibbs free energies and the enthalpies in parentheses in italic are for the

solvent-phase calculations.

In Figure 2.4 a subset of the twenty-seven computed structures for the [Cu(Ura-
H)(Ura)]" complex are presented. All twenty-seven structures and their relative
enthalpies and Gibbs free energies are provided in Appendix 6. To name the structures,
the binding of Cu to the deprotonated uracil (always on the left of the structure in Figures
2.4 and Appendix 6) is given first. N304 means that Cu is bound to N3 and O4 of the
deprotonated uracil whereas N1 means that Cu is only bound to N1. The second term
(following /) indicates the binding of Cu to the non-deprotonated uracil. The term in

indicates the ization of the uracil and whether or

not there is an intramolecular hydrogen bond between the two uracil moieties. (04-02)
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means that the non-deprotonated uracil has a hydrogen on O4 and that this O-H is
hydrogen bonded to O2 of the deprotonated uracil. (O2Hc) for example, means that the
hydrogen is on O2 of the non-deprotonated uracil and that the O-H bond is directed
toward the other uracil (c) as opposed to being directed away from the other uracil (t).
The twenty-seven isomers presented in Appendix 6 is not a comprehensive catalogue of
all possible [Cu(Ura-H)(Ura)]" structures since the very high energy double imide
tautomers are ignored.

The three lowest energy structures all have four-coordinate Cu and an
intramolecular hydrogen bond. N304/N302(04-02), N304/N304(02-02), and
N302/N302(04-04) are all very similar in energy (Figure 2.4). Attempts to optimize of
an N302/N304(02-04) structure ended up in a proton transfer resulting in the
N304/N302(04-02) isomer. Comparison of these three lowest energy structures reveals
that there is only a slight preference for the structure binding N304 on the deprotonated
uracil over N302. Considerably higher in energy are those structures with three-
coordinate Cu and structures where there is no hydrogen bond. For example,
N302/N302(04H) is 77.3 kJ mol™ higher in enthalpy than the lowest energy structure
and 70.0 kJ mol! higher in energy than a very close isomer N302/N302(04-04), only
differing by a rotation of the uracil moeity. This shows the importance that the
intramolecular hydrogen bond can have in stabilizing these complexes. The structures
with uracil deprotonated at N3 are typically lower in energy than those deprotonated at

N1 as i seen in Appendix 6.
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2.3.3.2 Mechanistic Aspects of [Cu(Ura-H)(Ura)]" CID

Experiments showed that the primary dissociation pathway is loss of HNCO from
[Cu(Ura-H)(Ura)]" and that the loss includes one of the C2 carbon and one of the N3
nitrogens. However, simple cleavage of HNCO directly from the lowest energy structure,
(N304/N302(04-02), without extensive isomerization would include loss of N1 since
the N3’s are strongly bound to copper. Prior to fragmentation, it is therefore necessary to
isomerize to a structure where neutral HNCO (including C2 and N3) can be lost and the
remaining binding to Cu would stay intact. This latter criterion is due to the observation
that fragmentation of the uracil ring is preferential over fission of the Cu-uracil bonds,
meaning that the Cu-uracil bonding is quite strong. Some of the Nl-deprotonated
isomers provide for facile loss of HNCO (including C2 and N3) while not interfering
with the Cu-binding sites.

Isomerization from the lowest energy structures to an N1-deprotonated structure
would require extensive isomerization, involving proton (or hydrogen) transfer
isomerization reactions and the barriers to these reactions would need to be lower in
energy than cleavage of uracil from the complex, as well as the observed primary
fragmentation of the complex, loss of HNCO. A potential energy surface connecting the
lowest energy structure, N304/N302(04-02), to an N1/O2 complex, specifically
NI/02(N1-02) can be seen in Figure 2.5. This potential energy surface shows that the
largest Gibbs energy barrier to isomerization is 211.2 kJ mol”. The lowest-cnergy
dissociation pathway of [Cu(Ura-H)(Ura)]" to neutral uracil and [Cu(Ura-H)]" (N102) is

caleulated to be slightly higher in Gibbs energy. 218.3 k) mol . Therefore, isomerization




is in fact preferred over loss of neutral uracil, according to these calculations.

Figure 2.5: Potential energy surface corresponding to manipulating the lowest energy
possible structure to the complex N1/02 (N1-02).

At this point mechanistic schemes for the observed fragmentations from [Cu(Ura-

H)(Ura)]" can be suggested . We begin with the N1/02(N1-02) structure. The proposed

are in Figure 2.6 along with the suggested neutral
fragments and a Gibbs free energy level diagram is shown in Figure 2.7. The same
fragmentation schemes as shown in Figure 2.6 are provided in Appendices 7-11, showing

the position of the isotopic labels. The presented fragmentation schemes must account
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for the loss or retention of isotopic labels, which this scheme does.
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Figure 2.6: Proposed fragmentation pathways for the observed fragments from [Cu(Ura-

H)(Ura)]".

The parent ion, m/z 286, loses HNCO to form m/z 243. It can be concluded from

the isotopic labelling studies that this primary fragmentation includes C2 (and therefore

02) and N3. This loss is similar to the loss seen from [Cu(Ura-H)]" and it seems

reasonable to suggest that the present HNCO loss from [Cu(Ura-H)(Ura)]" is from the

Ura-H moeity rather than Ura. While both are possible, loss of HNCO from Ura is



energetically less favorable (202.6 kJ mol™) than from Ura-H (173.2 kJ mol”', Figure
2.7). Also, the secondary and latter fragmentation routes, discussed below, suggest that
HNCO loss is from (Ura-H). Figure 2.7 also shows that the loss of HNCO is significantly
lower in energy (44.8 k) mol™") than loss of a uracil molecule,

The thermodynamic differences, though, cannot account for the reason why HNCO
is observed to be the main fragmentation route rather than loss uracil from [Cu(Ura-
H)(Ura)]'". Simple cleavage of uracil is likely a barrierless process, but is endothermic by
about 284 kimol”!. We identified a complex between m/z 243 and HNCO which is bound
by 57 kimol' compared to complete loss of HNCO (see Figure 2.7). Lamsabhi et al. also
determined the enthalpy barrier for loss of HNCO from [Cu(Ura-H)]" to 235 kJmol”
from the lowest energy structure, which is below the endothermicity of HNCO loss
computed for [Cu(Ura-H)(Ura)]". While we provided hand-wavy evidence to suggest
that the overall energy requirement for HNCO loss is lower than the energy requirement
for uracil loss form [Cu(Ura-H)(Ura)]", this must be the case since HNCO is
experimentally observed to be the main product from SORI-CID and IRMPD activation.

The ion at m/z 175 is undoubtedly Cu bound to an intact uracil formed by loss of
the rest of the (Ura-H) moiety (OCsH,N) that was left after loss of HNCO from the
parent ion. This OC3H;N group fragments in two other ways as well, by the loss of
HCCO radical and loss of HCN. The major secondary fragmentation was observed for
m/z 243 through loss of HCN forming m/z 216. HNCO loss followed by HCN loss was
also seen for [Cu(Ura-H)]"." Isotopic labeling confirms that the loss of HCN route

includes H from C6 which strongly suggests that C6 and N1 also comprise neutral HCN



loss. The HCN loss is from the remnants of the (Ura-H) moiety following HNCO loss
which leaves the [Cu(HCCO)(Ura)]" structure. The loss of HCCO radical from m/z 243
forms m/z 202 which is most likely [Cu(NCH)(Ura)]". The Gibbs free energy diagram of
Figure 2.7 shows that HCN loss is 32.5 k) mol” lower in energy than loss of HCCO
which is consistent with HCN loss being the major fragmentation route for m/z 243. At
this point it is not possible to tell whether m/z 175 is formed by a sequential loss of
HCCO radical and then HCN from m/z 243 or in one step, losing OC3H,N from m/z 243.
Due to the small amount of m/z 202 it was not possible to isolate and obtain a signal
following SORI-CID. It was seen experimentally, though, that m/z 216 produces only a
very small amount of m/z 175 at best (Figure 2.2B) but not enough to account for the
amount seen in the SORI-CID of m/z 243. Calculations show that loss of OC3HzN from
m/z 243 is more than 100 kJ mol” higher in Gibbs energy than loss of HCCO radical
[(368.5 kJ mol" with respect to N304/N302(04-02))]. This is far too high in energy to
be competitive with the HCN and HCCO routes for low energy CID. It is therefore
concluded that m/z 175 is a product of fragmentation (loss of HCN) from m/z 202 as
seen in Figures 2.6 and 2.7.

The m/z 216 ion undergoes four competing fragmentations. The main
decomposition route is loss of HyCCO, ketene. Isotopic studies show that one of the
hydrogens comes from CS5, and therefore CS5 itself as well as C4 and O4. The other
hydrogen must come from one of the nitrogens of m/z 216. It is proposed that a hydrogen
from N1 of the intact uracil is transferred to HCCO to eliminate ketene forming m/z 174.

Experimentally we cannot confirm whether it is hydrogen from NI or N3 that is




transferred, but thermodynamically transfer of hydrogen from N1 is preferred in the gas
phase (see Figure 2.3). Simple loss of intact uracil from m/z 216 leaves m/z 104,
[Cu(HCCO)]" and this fragmentation is calculated to be about 32 kJ mol” higher in
Gibbs free energy than loss of ketene. The m/z 216 fon is also seen to undergo two other
fragmentation processes, loss of CO and OCNCH,, leaving product ions at m/z 188 and
160, respectively. The isotopic labeling studies conclusively show that CO loss is
exclusively from C4. Experimentally we cannot determine whether CO comes from the
HCCO moiety or from the uracil ligand since both contain C4. However, loss of CO
produces an ion which is 250 kJ mol” on the Gibbs free energy level diagram while loss
of CO from HCCO, leaving a CH ligand, is 233 kJ mol”" more costly in terms of Gibbs
energy. The last fragmentation process to be discussed is that which forms m/z 160 from
m/z 216. It is assumed that m/z 216 is Cu bound to a uracil and ketenyl ligand. The >C
experiments show OCNCH, includes C2 (and therefore O2) from the uracil moiety
which excludes a sequential loss of CO from m/z 216 followed by NCH, from m/z 188.
As well, "N experiments show that N3 is lost from the uracil ligand. The deuterium
isotope experiments show that the neutral fragment contains a deuterium when 5-d uracil
is used; therefore C5 and HS are included in the OCNCH; loss. It is proposed that this
fragmentation involves an overall process by which the CH group from the HCCO ligand
is somehow transferred to the OCNH group (02, C2, and N3) of the uracil ligand
resulting in loss of OCNCH; neutral and the m/z 160 ion depicted in Figures 2.6 and 2.7.
Thermochemically, the processes leading to m/z 160 and m/z 188 are significantly lower

on the Gibbs free energy diagram, 327.6 and 250.2 kJ mol compared to 374.6 kJ mol”!



for the major loss, forming ketene. In order for the m/z 160 and m/z 188 fragmentation
processes to be competitive with the other two, there must be significant energy barriers
between them and the parent ion, m/z 216. This is reasonable since to form both
suggested products from m/z 216 significant reorganization of the structure is required.

The processes by which the m/z 174 ion fragment-by losing HNCO, NCO or CO-

has been discussed in detail previously.'
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Figure 2.7: The proposed neutral fragments with origin in a lowest energy structure
[Cu(Ura-H)(Ura)]". Relative Gibbs energy level diagram with respect to the lowest
energy structure are in kJ/mol




2.4. Conclusions

FTICR mass sp ry of Cu®/uracil solutions show that the

major ion observed is [Cu(Ura-H)(Ura)]". Unexpectedly, under SORI-CID and CO,
laser-IRMPD conditions, these ions did not lose neutral uracil, but HNCO, as the primary
fragmentation route. SORI-CID experiments conducted with 2-°C, 3-*N, 1,3-"N, 5-d,
and 6-d, isotopically labeled uracil revealed that HNCO loss involves the nitrogen and
carbon from the 3- and 2- position, respectively, and coupled with MS" experiments this
allowed for a detailed fragmentation scheme to be suggested. Computational chemistry
results on the structures and energies of the ionic and neutral fragments were used as an

aid to develop the ion scheme. The i and ical results are

shown to be consistent with the proposed mechanisms for dissociation and it is shown
that loss of HNCO is simply more facile than simple loss of uracil from [Cu(Ura-
H)(Ura)]". Twenty-seven different isomeric [Cu(Ura-H)(Ura)]" structures were found
and are presented. The proposed fragmentation scheme involves extensive isomerization
of the lowest-energy [Cu(Ura-H)(Ura)] structure.
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Chapter 3

Fragmentation Pathways of Gas Phase
[M(Uracil-H)(Uracil)]” Complexes (M= Zn, Cu,
Ni, Co, Fe, Mn, Cd, Pd , Mg, Ca, Sr, Ba, and Pb)

3.1. Introduction

Since the discovery of the double helix structure (DNA),' many scientific studics
have been performed on DNA to explore in more detail its structure and biochemistry.™
Metal ions, especially divalent metal ions, play an essential role in the process of RNA

folding, structure stabilization, and their bi ical activity.** F metal ions

contribute to the formation and stabilization of DNA molecules by interacting with
phosphate groups to neutralize their negative charges. Different divalent transition metal
ions have different effects on the structure of DNA. Consequently, the presence of metal
ions with a subsequent nucleobase can affect the formation of their tautomers, which are
involved in many biological processes.”

The gas phase reactions between divalent metal ions and nucleobases have been

studied previously by using mass y and i ions. Many of
those studies illustrate that the behavior of transition metal ions with DNA nucleobases is
quite different than the behavior noted when using the divalent alkali earth metal ions.

This dissimilarity in behavior may represent transition metals increased affinities toward



nucleobases.” In particular, many studies have focused on the interactions of nucleobases,
specifically uracil, thymine, and their derivatives, with different metal ions.”'* Rincon et
al" have determined computationally the effect of Ni**, Cu™, and Zn®* on the
diketo/keto-enol tautomerization of thymine. Findings from their study indicate that
metal dications lead to stabilization of the keto-enol tautomer.

Uracil and thymine present many different tautomeric forms with hydrogen being
attached to either the nitrogen or oxygen atoms.'*'” The gas phase reactivity of lead (I1)
ions with uracil and thymine has been studied using theoretical calculations, which focus
on the structure of the [Pb(nucleobase)-H]" ion.'"® The most stable tautomer of
[Pb(nucleobase)-H]" ion in the gas phase is (2.4-dioxo), while the 2-hydroxy-4-oxo and

2-0x0-4-hyd i are higher in energy than the 2,d-dioxo

conformer.'® However, the energy differences between the structures are small, within 50
kJ mol”, which may favor a formation of a mixture of structures in the gas phase as
opposed to one definite structure. The most stable tautomeric forms correspond to
bicoordinated species, which involve the canonical form (2,4-dioxo) of uracil and
thymine. Consequently, the global minimum structure is characterized by the interaction
between the metal fon and both N3 and O4 atoms. In addition, the structures of
complexes which involved a [Pb(Ura)-H]" core have been studied by infrared multiple
photon dissociation (IRMPD) spectroscopy in the gas phase.'” The finding results
showed that all the complexes are deprotonated at N3 site where the lead bound to N3
and O4 and/or to N3 and O2 atoms. The results suggested the formation of a tautomeric

form in which the lead interacts with N1 and O2 is not a significant to the elctrosprayed



complexes.

The structures and relative stabilities of complexes of uracil and the interactions of
uracil derivatives with different dications have been investigated.””* It has been found
that dications such as Cu®’, Ni*', and Pb*" complex with a nucleobase, B, to form a
monocation [M(B-H)]" in the gas phase.'***** In this case, the doubly charged metal ions

2526

can oxidize the base and assist in its dep! i ions involving alkali-carth

metal dications such as Ca®* with uracil and its thio-derivatives have also been studied
using density functional theory (DFT) calculations.” For uracil and 2,d-dithiouracil, Ca®"

attaches at position 4. However, Ca’" prefers 1o attach to the oxygen atom rather than

sulfur in 2-thi il and 4-thi il. This of can be
explained by the presence of electron delocalization that occurs when the metal binds to
position 4 and to the oxygen rather than sulfur.

Many theoretical studies have been carried out focusing on the interaction between

nucleobases and metal ions, but experimental studies are scarce. An example of these is

the manganese ion affinities which are studied with different nucleobases by using DFT.
Pyrimidine bases contain many different binding sites which include mono-coordination
on oxygen and nitrogen, and bi-coordination on N and O or N and N atoms. Mn*" ideally
forms bi-coordination complexes with uracil and thymine and it binds between N3 and
04 to form the global minimum-energy structure.”® Zinc is one of the most abundant

transition metals which is found in cytoplasm, and has a role in regulating genes.”*"

Marino et al.”' studied the interaction between zinc ion with purine and pyrimidine bases

in the gas phase also using DFT calculations. In the thymine and uracil cases, the lowest
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energy are bi ination, rather than ination, in which Zn®" is
ligated by N3 and the adjacent oxygen atom O4.

This work focuses on determining the primary fragmentation patterns of [M(Ura-
H)(Ura)]" ions using SORI-CID and infrared multiple photon dissociation (IRMPD) as
the sources of excitation. Our previous work revealed that fragmentation of [Cu(Ura-
H)(Ura)]" complexes under similar conditions did not result in the direct loss of uracil.
The purpose of the present study is to explore the differences in the primary
fragmentation of [M(Ura-H)(Ura)]" for other +2 metal ions. The explanation of the
experimental results are aided by computationally examining the structures and
energetics of the [M(Ura-H)(Ura)]" complexes.

3.2. Method
3.2.1. Experimental

All experiments were recorded on a Bruker ApexQe hybrid quadrupole-Fourier
transform ion cyclotron resonance (FT-ICR) mass spectrometer. All the chemicals were
used without any further purification. Uracil was purchased from Sigma-Aldrich
Company. The following inorganic salts were used: zinc chloride (99% Fluka), copper(Il)
chloride (99% Aldrich), nickel(Il) chloride (>98% Sigma-Aldrich), cobal(Il) nitrate
(>98% Sigma-Aldrich), iron(1l) chloride (>98%,Fluka), Manganese(ll) chloride (>99%
Aldrich), cadmium(Il) nitrate(98% Aldrich), palladium(Il) chloride(99% Aldrich),
magnesium sulfate (>98% Sigma-Aldrich), calcium chloride(99% Sigma-Aldrich),
Strontium Chloride (99% Sigma-Aldrich), barium chloride(99% Sigma-Aldrich), lead(Il)

nitrate(>99% Fluka-Chemika).
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Samples for the experiments were prepared by adding a few drops of 1 mM of an
inorganic salt solution to 10 mL of ImM uracil in 18 MQ water (Millipore). All the

samples were sprayed at 100 pL/hr into an Apollo Il fon source coupled to a Bruker

ApexQe 7 tesla (FTICR) mass spectrometer. The desired [M(Ura-H)(Ura)]" precursor
ions were mass selected in the quadrupole mass filter and then allowed to accumulate for
2-3 s before being transferred to the ICR cell. Collision induced dissociation (CID)
experiments were conducted by first isolating the isotopomer of [M(Ura-H)(Ura)]" with
the highest intensity and accelerating those ions into argon gas (pressure ~ 10 torr)
under sustained off-resonance irradiation (SORI) conditions.”> SORI-CID experiments
were performed by applying maximum laboratory-frame collisional kinetic energies
between 3.2-11.4 eV corresponding to (Ver 1.82-3.44 V) or center-of-mass Kinetic
energies of 0.39-1.4 eV. In all experiments, SORI was conducted during 250 ms pulse
then followed by a 2 s delay to pump neutral argon from the ICR cell prior to detection.
In addition, softer activation of the parent ions was done using IRMPD. IRMPD was
performed using 25 W continuous CO; laser (10.6 pm wavelength) operating at 80% of
maximum power. Short IR pulse lengths, typically, 0.1-0.4 s were applied.
3.2.2. Computational

The Gaussian 09 program was used for all the calculations.” All geometry
optimizations were carried out using the B3LYP density functional method and 6-
31+G(d.p) basis set on C, H, N, O atoms and all the metals except Cd, Pd, Sr, Ba, and Pb.
For more accurate energies single point calculations were performed on the B3LYP/6-

314G(d,p) geometries using B3LYP/6-311++G(2df;2p) on C, H , N, and O and 6-3114G
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on Zn, Cu, Ni, Fe, Mg, and Ca, were used. This procedure is denoted as B3LYP/6-

3114G(2df,2p)//B3LYP/6-31+G(d,p). Also, calculations on all species were carried out
using the same basis set for C, H, N, and O but for all the divalent metal ions, the
LANL2DZ basis set was used.

To gain further insight into these structures [M(Ura-H)(Ura)]", the binding energies
were examined. For this purpose, the binding energies between neutral uracil and
[M(Ura-H)]", M= Zn, Cu, Ni, Fe, Cd, Pd Mg, Ca, Sr Ba, and Pb were determined.

3.3. Results and Discussions
Our previous studies™ showed that copper (II) ions react with uracil to form

of the Cu(ll), uracil and uracil, a singly charged species.

[Cu(Ura-H)(Ura)]" was the most abundant species formed by the interaction between the

Cu®* fon and uracil. These distinct complexes have been investigated by using MS/MS

in ination with i ions to determine the mechanism for

the extensive fragmentation that was observed. The MS/MS spectra of [Cu(Ura-

H)(Ura)]* complex (m/z =286) showed that the main ion dissociates by elimination of 43

Da followed by 27 Da which correspond to the loss of HNCO, and HCN, respectively,

and not the direct loss of uracil. Extensive labelling experiments were also found to be
quite useful in determining the details of the fragmentation reactions.

In this present chapter the fragmentation reactions of [M(Ura-H)(Ura)]* complexes

were investigated using various divalent metals. Results obtained indicated that all of the

mass spectra of M?*/uracil samples reveal positive ions due to the presence of complexes

of [M(Ura-H)(Ura)]", specifically at m/z= 287, 286, 281, 282, 279, 278, 337, 329, 247,
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263, 311, 361 and 431 which correspond to [M(Ura-H)(Ura)] complexes containing Zn,
Cu, Ni, Co, Fe, Mn, Cd, Pd, Mg, Ca, Sr, Ba and Pb, respectively. In all cases, the isotopic
signature of the different complexes was used to confirm the identity of these complexes
as [M(Ura-H)(Ura)]".
3.3.1 SORI/CID spectra of [M(Ura-H)(Ura)|*

Under SORI conditions, various fragmentation patterns were observed for the
[M(Ura)(Ura-H)]" ions. Examination of Figure 3.1(A, B, and C) shows that [M(Ura-

H)(Ura)]" exhibits a specific dissociation pattern. The primary fragmentation pathway for

[M(Ura)(Ura-H)]" ions (M = Zn, Cu, Ni, Co, Fe, Mn, Cd, Pd, and Mg) is loss of 43 Da
corresponding 1o loss of HNCO. This fragment has been shown to result from the
cleavage C2 and N3 atoms which is confirmed by using isotopic labeling of uracils in
[Cu(Ura-H)(Ura)]" >* These results also suggest a similar fragmentation pattern as the
[Cu(Ura-H)(Ura)]” complex system which has been discussed previously. They also
indicate that the divalent metals are strongly associated with uracil and are capable of
forming a strongly-bound cluster such that cleavage of the uracil ring is preferable over
scission of the metal-uracil bonds.

MS/MS spectra of the [M(Ura-H)(Ura)]" ions (M = Ca, Sr, Ba, and Pb) yield quite
different results under the same experimental conditions, as seen in Figure 3.1C. These
complexes dissociate losing 112 Da which most likely involves the elimination of the

intact uracil.
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Figure 3.1 A: SORVCID spectra of the [M(Ura-H)(Ura)]" complex obtained with (i)
[Zn(Ura-H)(Ura)]", (ii) [Cu(Ura-H)(Ura)]', (iii) [Ni(Ura-H)(Ura)]' and (iv) [Co(Ura-
H)(Ura)]" recorded with a SORI power 0.656 eV
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Figure 3.1 B: SORVCID spectra of the [M(Ura-H)(Ura)]* complex obtained with (i)
[Fe(Ura-H)(Ura)]", (ii) [Mn(Ura-H)(Ura)]', (iii) [Cd(Ura-H)(Ura)]' and (iv)[Pd(Ura-
H)(Ura)]" recorded with a SORI power 0.656 ¢V.
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Figure 3.1 C: SORVCID spectra of the [M(Ura-H)(Ura)]" complex obtained with (i)
[Mg(Ura-H)(Ura)]', (i) [Ca(Ura-H)(Ura)}+, (iii) [Sr(Ura-H)(Ura)]', (iv) [Ba(Ura-
H)(Ura)]", (v) [Pb(Ura-H)(Ura)]" recorded with a SORI power 0.656 eV.



3.3.2 IRMPD dissociation of [M(Ura-H)(Ura)|"

IRMPD can also be useful for ization of il-metal In
IRMPD the excitation process can be softer, however, fragments can themselves absorb
photons from the laser and dissociate. The IRMPD spectra revealed similar results as
those obtained when using the SORI-CID. The main fragmentation observed was due to a
loss of 43 Da corresponding to HNCO loss in the complexes [M(Ura-H)(Ura)]" (M = Zn,
Cu, Ni, Co, Fe, Mn, Cd, Mg, Ca) while in the complexes [M(Ura-H)(Ura)]" (M = Sr, Ba,
and Pb) the intact uracil was observed as a primary fragment, as seen in Appendices (12-
14). The most noteworthy difference between the IRMPD experiments and the CID
experiments was observed with [Ca(Ura-H)(Ura)]', as seen in Figure 3.2. When using the
softer IRMPD excitation, [Ca(Ura-H)(Ura)], loses HNCO, however, under SORI-CID
conditions uracil loss was observed. This means that HNCO loss and uracil loss are

as the primary ion route for [Ca(Ura-H)(Ura)]". This competition

is interesting and will be discussed further.
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Figure 3.2: (i) SORI/CID spectrum of the [Ca(Ura-H)(Ura)]" complex obtained with a
SORI power 0.656 ¢V, (ii) IRMPD spectrum of the [Ca(Ura-H)(Ura)]’ complex.

Loss of HNCO occurs through a tight transition state whereas loss of uracil occurs
through a loose transition state, in fact there is unlikely to be a barrier for loss of uracil
besides the bond dissociation energy. Considering a situation such as that depicted in
Figure 3.3, HNCO loss as a lower activation energy, but due to the tightness of the
transition state, it has a small pre-exponential factor. On the other hand, simple loss of
uracil is characterized by a higher activation energy and due the looseness of the reaction,
a large pre-exponential factor. In the SORI-CID experiments a maximum of 50 kJ mol!
of energy is deposited into the complex per collision whereas in IRMPD, the energy per

photon is approximately 10 kJ mol”' (~1000 cm™ for the CO; laser). In SORI-CID, then,
ly
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significantly more energy can be deposited per collision and the internal energy of the ion
rapidly exceeds the threshold for both uracil and HNCO loss, but where the rate constant
for uracil loss is greater than that for HNCO loss. In the IRMPD experiments, the
excitation process is slower and the average internal energy of the ions observed
dissociating must be in the range where the rate constant for uracil loss is significantly

less than the rate constant for HNCO loss.

(@ (b)

-uracil

Energy

-HNCO

[Ca(Ura-H)(Ura)]"

Internal Energy

Reaction coordinate

Figure 3.3: (a) Proposed energy profile for loss of HNCO and uracil from [Ca(Ura-
H)(Ura)]" and (b) a rate constant vs internal energy scheme corresponding to the

proposed energy profile in (a).
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3.4. Computational study

In order to rationalize the experimental findings, we have used theoretical
calculations to explore the effect of the metal binding energy and describe the attachment
of the metal to the most stable dimer complexes [M(Ura-H)(Ura)]’ (M= Zn, Cu, Ni, Fe,
Cd, Pd, Mg, Ca, Sr, Ba, and Pb). The lowest energy [M(Ura-H)(Ura)]" structures all
adopt a geometry represented by Scheme 3.1. The metal ion is ligated by N3 and 04 of
the deprotonated wracil and to N3 and O2 of the intact uracil in its O4 tautomer. These
complexes are also characterized by a hydrogen bond between O4H on of the intact uracil
and 02 on the deprotonated uracil. The attachment of M* to the two oxygen atoms and
the N atoms of uracils lead to the most stable isomer which forms tetra coordinated
complexes. These isomers coincide with previous theoretical calculations carried out at
the B3LYP level for copper complexes.* The lowest energy structures for most of the
[M(Ura-H)(Ura)]" complexes are characterized by a metal ion which lies in the same
plane as the uracils (square planar). When M is Ba or Pb the geometry around the metal
jon was found to be square pyramidal. The Ni and Fe complexes are interesting as two
different geometries might be expected depending on the electronic states, singlet or
triplet. The results obtained indicate that for Fe, the singlet, tetrahedral geometry is more
favorable by between 20-50 ki mol" (depending on the level of theory, Table 3.1) than
the square planar. For Ni, on the other hand, the triplet, square planar geometry is more

favorable by 50-60 kJ mol™.
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Scheme 3.1: The lowest energy possible structures for the [M(Ura)(Ura-H)]"; M= Mg,
Ca, Ba, Pb, Fe, Ni, Cu, Zn, and Cd .

The computed binding energies between neutral uracil and [M(Ura-H)J', (M = Zn,
Cu, Ni, Fe, Cd, Pd, Mg, Ca, Sr, Ba, and Pb (Scheme 3.2) have been calculated and are
presented in Table 3.1. The binding energies have been calculated by using two different
basis sets because the size of Cd, Pd, Sr, Ba and Pb metals makes it impractical and
impossible to use the all electron 6-31+G basis set for these metals. The LANL2DZ basis
set is used to compare the binding energies of all the metals. While there are expectedly
minor differences in the binding enthalpies computed using the two methods, they are in
general agreement in the energy ordering. For example, the four complexes with the
highest binding enthalpies rank in the order Ni > Fe > Mg > Zn using the all-electron
basis sets, the order changes to Ni > Mg > Fe > Zn. The differences between the Fe and
Mg binding enthalpies are only slightly more than 10 kJ mol” using both calculation
methods. A flip-flop in ordering also seen between Cu and Ca but in this case the

computed differences in binding enthalpies are less than 10 kJ mol”! by both methods.
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Scheme 3.2: The computed binding energy between neutral uracil and [M(Ura-H)|*
M= Mg, Ca, Ba, Pb, Fe, Ni, Cu, Zn, and Cd .

To determine the geometry of transition metal complexes, the degree of splitting of
the d orbitals is important and determines how orbitals are filled. Metals, such as Mn and
Co, are capable of filling their orbitals in a number of ways and this makes it difficult to
attempt to calculate all their possible electronic geometries. Therefore, in this paper the
geometries of Mn and Co were not calculated.

As seen above, the SORI-CID decomposition of the Ca®', Sr*', Ba®* and Pb*'
complexes with uracil show a quite different primary fragmentation when compared with
the other systems. For these four complexes the SORI-CID process leads to the loss of
neutral uracil. In contrast, the primary fragmentation of all other complexes involves the
loss of HNCO, fragmentation of the (Ura-H) ligand. Our previous calculations show that

+ 3 ires
requires

the loss of HNCO from the lowest energy complex of [Cu(Ura-H)(Ura)]
approximately 239 kJ mol” whereas loss of uracil requires 284 kJ mol™'. We were unable
to locate a transition state for HNCO loss from [Cu(Ura-H)(Ura)]" despite valiant efforts.
An enthalpy barrier for HNCO loss from[Cu(Ura-H)]" was found® to be about 235 kJ

mol” which is lower in energy than complete loss of HNCO (259 kJ mol™). It is




suggested that there is a similar energy barrier to loss of HNCO from [Cu(Ura-H)(Ura)]"
which perhaps connects to an intermediate hydrogen-bound complex which was
determined to have a relative enthalpy of 202 kJ mol”, as seen in Figure 2.7.

The difference in behavior between [M(Ura-H)(Ura)]" complexes when (M= Zn,
Cu, Ni, Fe, Cd, Pd, Mg, and Ca) and when M = Sr, Ba, and Pb can be explained, in part,
in terms of the differences between the uracil binding energies. The computed enthalpies
for loss of uracil from [M(Ura-H)(Ura)]’, when M = Sr, Ba, and Pb, are 237.9, 214.9 and
175 kJ mol ' respectively. In contrast, the computed uracil binding enthalpies for all other
metals are greater than or equal to 286 kJ mol”. For comparison, the enthalpy
requirement for HNCO loss from [Cu(Ura-H)(Ura)]" is 259 kJ mol”. While the energy
requirement for loss of HNCO will differ for each complex, this work provides an
explanation for why HNCO loss occurs predominantly for the [M(Ura-H)(Ura)]
complexes except for Sr, Ba, and Pb.

The uracil binding energy for [Ca(Ura-H)(Ura)]" is calculated to be slightly higher
than for [Cu(Ura-H)(Ura)]". In this case, that IRMPD excitation promotes HNCO loss we
have established that this fragmentation route has a lower energy requirement than loss of
uracil but the energy requirements for the two fragmentation pathways are similar. While
[Ca(Ura-H)(Ura)]" is an interesting example, it is still consistent with having a higher

uracil binding energy than the energy required to lose HNCO.
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B3LYP/6-311+G(2df,2p) (LANL2DZ on all M)

Metal

AH AG (KJ/mol) AH AG
Ni (sq) 3683 3042 356.8 294.5
Ni (tet) 2988 2406 296.3 2384
Mg 3416 285.1 3429 2868
Fe (tet) 3511 289.7 3290 2718
Fe (sq) 309.3 24178 307.1 246.1
Zn 3233 268.5 3144 2604
Pd (sq) - - 3123 254.1
Ca 2754 2208 2949 2403
Cu 283.6 2183 2904 2219
cd = = 2860 2299
sr = = 237.9 1903
Ba - - 2149 155.1
= = 175.1 1209

Pb
Sq: square planar; tet:tetrahedral.

‘Table 3.1: The computed binding enthalpics and Gibbs energies (kJ mol"') between uracil
and [M(Ura-H)]" complexes (sce Scheme 3.2) as determined by electronic structure

calculations.
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The uracil binding energies should correlate with the size of the metal ion for an
ion-dipole complex; the smaller the metal ion, the stronger the ion-dipole complex or,
specifically the [M(Ura-H)]"-Ura complex. Figure 3.4 is a plot of the computed uracil
binding energies vs. the effective ionic radius of the M** ion.® The correlation is not
perfect, which is expected since there may also be some degree of covalent bonding, but
the trend is generally as expected. What is even more interesting is that the ions with the
three largest radii (and lowest uracil binding energy) are the three ions which
predominantly lose uracil on SORI and IRMPD activation. The ions with the smallest

fonic radii lose HNCO. Ca®* has an intermediate effective ionic radii, 100 pm, and it is

The

the ion which is shown experimentally to switch depending on the activation pro
predominant oxidation state for mercury is also +2, however, after many attempts we
were unable to electrospray a sufficient intensity of [Hg(Ura-H)(Ura)]" -no [Hg(Ura-H)J"
either-to perform IRMPD or SORI activation experiments. The effective ionic radius of
Hg™ is slightly larger than Ca®* at 102 pm. Based on the results presented here, it is

expected that [Hg(Ura-H)(Ura)]" would lose uracil at least under IRMPD conditions.
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Figure 3.4: A plot between the computed uracil binding energies vs. the effective ionic
radius of the M** ion

3.5. Conclusions

Mass spectrometry reveals that electrospray of aqueous solutions containing uracil
and divalent metal ions readily produce [M(Ura-H)(Ura)]' complexes. In this study, we
have investigated the fragmentation reactions of these [M(Ura-H)(Ura)]' complexes
composed of various metals, M. Both SORI/CID and IRMPD activation when M= Zn,
Cu, Ni, Co, Fe, Mn, Cd, Pd , Mg, results predominantly in loss of HNCO as the major
primary fragmentation route. In contrast, when M = Sr, Ba, and Pb the sole fragmentation
pathway corresponded to loss of uracil for both SORI and IRMPD activation. These
differences in fragmentation products are explained by looking at the characteristics of
the binding energies of the complexes and/or the effective ionic radius of the metal

dication. The computed binding energies between uracil and [M(Ura-H)]" were computed
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and the uracil binding energies generally correlate inversely to the ionic radii of the metal
ions. The computed uracil binding energies for [M(Ura-H)(Ura)]" when M*" is a large
dication (Sr, Ba, and Pb,) are substantially lower than the binding energies of all other
[M(Ura-H)(Ura)]" complexes and lose uracil as their sole decomposition pathway. When
M is a small dication the uracil binding energies are much larger and the major
decomposition pathway is loss of HNCO. That the binding energy between uracil and
[M(Ura-H)]" correlates with the size of the metal dication suggests that binding in the
[M(Ura-H)(Ura)]" complex is predominantly an ion-dipole complex between [M(Ura-
H)]" and uracil.

Interestingly the uracil binding energy of [Ca(Ura-H)]" lies between the two
extremes, the size of Ca®* is intermediate, and [Ca(Ura-H)(Ura)]' is observed to
decompose by loss of uracil under SORI activation conditions but loses HNCO under the
softer IRMPD activation conditions. Qualitatively, it is assumed that the switch of
fragmentation pathways is due to SORI being able to access higher internal energies of
the complex where decomposition of uracil, characterized by a high activation energy and
large pre-exponential factor, is faster. For IRMPD, characterized by smaller energy jumps
accesses the fragmentation pathway which has the lowest activation energy, loss of

HNCO.
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Chapter 4

+

Structures of Electrosprayed [Pb(Uracil-H)|
Complexes by Infrared Multiple Photon

Dissociation Spectroscopy

4.1. Introduction”

The DNA molecule is responsible for a number of crucial roles in biology including
the storage and transfer of genetic information. Noncovalent interactions play a
fundamental role in many scientific fields and these interactions allow metal ions to
influence essential biological processes such as those involving DNA.' Like many
biological molecules, the structure and regular function of DNA can be impacted,
positively or negatively, by the presence of other molecules and ions. A significant
amount of research has been devoted to studying the impact that metal ions have on

s
and have also

biological systems such as RNA folding, stabilization, and activity*
shown the influential impact that metal ions have on biological molecules including their

role in the nature and function of proteins, nucleic acids, and peptide hormones. Various

* This Chapter has been accepted to be published as O.Y.Ali and T.D.Fridgen, Int. J. Mass
Spectrom 2011, 308, 167,
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metal ions interact with DNA and consequently can manipulate its structure.”'" The
affect that these ions have on DNA depends largely on their binding location'” and can
lead to, for example, stabilization or competition for hydrogen bonding. When metal ions
bind with nucleic acid bases they interfere with hydrogen bond interactions between base
pairs and provoke a subsequent disruption in the double helix.''* Depending on their
nature, structural changes in DNA induced by the metal fon can have profound effects on
the transfer of genetic information.

Lead is a common metal ion known to invoke a damaging effect on biological
homeostasis.'* Therefore much literature has focused on its toxic effects on human
health."'® These harmful effects impact many major organs including the liver, heart and
kidneys.

Sigel and co-workers have published many interesting papers focusing on the
interactions of Pb*" ions in aqueous solution with phosphate, phosphonates,” and
nucleotides.'™'” On the other hand, other papers deal with the reactivity of Pb*" with
nucleobases in the gas phase.”**' The reactivity of lead (II) ions with uracil and thymine
has been investigated by mass spectrometry in the gas phase.”” Positive-ion electrospray

spectra showed that the doubly charged complexes dissociate to give a singly charged

[F H]" when the was uracil or thymine. This singly charged ion
is the most abundant complex observed in the electrospray mass spectra and was studied
by MS/MS. [Pb(Ura-H)]" and [Pb(Thy-H)]" both dissociate by elimination of isocyanic
acid (HNCO), and the formation of the [PbNCO]" ion. Salpin er al.>’ have also studied

the interactions between lead (11) and thiouracil derivatives (2-thiouracil, 4-thiouracil, and
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2,4-dithiouracil) which also form [ H]" ions (for ing scheme for

uracil see Scheme 4.1). MS/MS spectra were recorded at different collision energies
revealing that the fragmentation of 2-thiouracil is different than 4-thiouracil. The 2-
thiouracil complex loses predominantly PbS while both 4-thiouracil and 2 4-dithiouracil
lose completely reduced Pb as the primary fragmentation route. The 2-thiouracil complex
also loses HNCS while the 4-thiouracil complex loses HNCO. Even though the lowest
energy structure in both has lead bound in a bidentate fashion to S and deprotonated N, a
major fragmentation path, like in [Pb(Ura-H)]* and [Pb(Thy-H)]", involves breaking the

N1-C2 bond and the N3-C4 bond.

~z—1

/O
Ll

Scheme 4.1: Numbering scheme for uracil.

It is important to determine ion structures in the gas phase without the complications
from bulk solvent. One of the most common techniques to study structures of gaseous
ions is infrared multiple photon dissociation (IRMPD) spectroscopy which has been
revealing a number of surprises.>?* For instance, Atkins ef al.”® have studied the
interactions of lead (II) ions with glycine in the gas phase by using IRMPD spectroscopy

in the N-H/O-H stretching region. Their results showed that the amino acid deprotonates

at the amino group rather than the expected carboxylic acid group and that lead
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coordinates to the deprotonated amino group and the carbonyl oxygen. The present work
has been conducted to determine the structure of gaseous complexes composed of a
[Pb(Ura-H)]" core. It was not possible to investigate directly the [Pb(Ura-H)]" core due to
a combination of its high dissociation energy and the low power of the laser used in these
experiments. Three complexes involving the [Pb(Ura-H)]" core were investigated,
[Pb(Ura-H)(Ura)]* composed of two uracils as well as the singly and doubly hydrated
[Pb(Ura-H)]" complexes, [Pb(Ura-H)(H20)]" and [Pb(Ura-H)(H,0)s]".
4.2. Methods
4.2.1 Experimental

An ApexQe 70 Bruker Fourier transform ion cyclotron resonance (FT-ICR)
coupled to a 10Hz Nd:YAG pumped OPO (KTP, Euroscan) was used for this study.
Details of the coupling of these two instruments will be presented in a forthcoming
article. Uracil and lead nitrate were purchased from Sigma Aldrich and used without any
purification. Solutions of 1mM uracil and ImM lead nitrate were prepared in 18 MQ
Millipore water. The solutions were introduced in the source using a syringe pump at a
flow rate of 100 pL/h. Electrosprayed ions were stored in the hexapole accumulation cell
for 1-2 s prior to being transferred to the ICR cell. To solvate ions,* the Ar flow to the
hexapole cell was stopped and water vapour was allowed to flow into the hexapole cell
The ions were expected to have an ambient internal energy since they were stored in the
hexapole for accumulation and/or solvation at ~10”> mbar.

lons were irradiated by using the tunable infrared laser for 1-4 s. The more weakly-

bound and faster dissociating ions, ie. the doubly hydrated, were irradiated for the
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shortest time, 1 s. Typically, the laser was scanned at 2 em™ intervals to produce the

IRMPD spectra. The IRMPD efficiency is defined as the negative of the natural
logarithm of the parent ion intensity divided by the sum of the fragment and parent ion
signals.
4.2.2 Computational

Calculations were carried out by using the Gaussian 09 suite of programs.”’
Structures were optimized and infrared spectra were calculated with the 6-31+G(d.p)
basis set for C, H, N, and O atoms while the LANL2DZ basis set and relativistic core
potential were used for the Pb atom. Single point MP2 calculations were performed on all
the optimized structures using the same basis set and core potential for Pb and the 6-
311++G(2d,p) basis sets on C, H, N, and O. This method is abbreviated MP2/6-
3114++G(2d,p)//B3LYP/6-31+G(d,p) in the rest of this chapter and these calculations are
used to compare the 298 K enthalpies and Gibbs energies of the isomeric species. The
vibrational frequencies used to compute the zero-point energies and thermochemistries
were unscaled. The infrared spectra were all scaled by a factor of 0.967 to compare with
the experimental spectra. The predicted IR absorption bands are further convoluted by a
Lorentzian function with a width (FWHM) of 10 em™ to compare with the experimental
spectra.
4. 3. Results and Discussion
4.3.1. Comparison of IRMPD Spectra of [Pb(Ura-H)(Ura)]", [Pb(Ura-
H)(H,0)]", and [Pb(Ura-H)(H,0),]"

The IRMPD dissociation pathways observed for the ions under study were as

19



follows:

[Pb(Ura-H)(Ura)]' —242_5  [Pb(Ura-H)]' + Ura
[Pb(Ura-H)(H,0)] —2£2  [Pb(Ura-H)]" + H,0
[Pb(Ura-H)(H,0),] —“2_5 [Pb(Ura-H)(H,0)]' + H,0

In the case of the latter, doubly hydrated [Pb(Ura-H)]’, a second loss of water was
also observed due to the absorption of the laser by the primary fragment ion. The
experimental IR spectra for [Pb(Ura-H)(Ura)]’, [Pb(Ura-H)(H;0)]’, and [Pb(Ura-
H)(H20):]" in the 3200-3900 em™ region are presented in Figure 4.1. The spectrum of
[Pb(Ura-H)(Ura)]" shows only a single sharp feature centered at 3485 cm which can be
assigned to N-H stretching vibrations. As there are expected to be at most three N-H
bonds, such a simple spectrum might be indicative of a somewhat “symmetric™ structure
for this complex containing lead, uracil and a deprotonated uracil.

The spectrum for [Pb(Ura-H)(H,0)]" is composed of only two sharp bands. One is
centred at 3484 cm”', very similar to the band observed in the [Pb(Ura-H)(Ura)]"
spectrum. The second band at 3701 em™ is most likely due to the water. Since there is
only one absorption for the water molecule, it is quite likely that this is a free O-H stretch
and the other O-H bond is involved in hydrogen bonding with the deprotonated uracil.
The spectrum for [Pb(Ura-H)(H:0):]" has the same two features as those observed for
[Pb(Ura-H)(H,0)]", centred at 3491 and 3718 cm™. A third sharp feature appears centred
at 3637 cm™. A fourth, less prominent, but broad absorption is observed to occur at
slightly higher energy, to the blue of the 3718 cm™ feature.

The C-H stretching vibrations are predicted to be weak and out of the range of the

present experiment (<3200 cm™). Each of these species and their structures are discussed
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in turn, in the following sections.
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Figure 4.1: Comparison of the IRMPD spectra of [Pb(Ura-H)(Ura)]", [Pb(Ura-

H)(H,0)]", and [Pb(Ura-H)(H:0)]".
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4.3.2. [Pb(Ura-H)(Ura)]"

In Figure 4.2, eight of the lowest energy structures for [Pb(Ura-H)(Ura)]" are
presented. The first four structures are similar in that lead is four-coordinate between two
carbonyl oxygens and two deprotonated nitrogens. These first four lowest energy
structures are all deprotonated at the most acidic nitrogen, N3,*** of the left uracil. The
right uracil of N304/N302 has seen a shift of the hydrogen from the N3 to O4 and there
is a hydrogen bond between O4H of the right uracil and O2 of the left. Also, lead in
N304/N302 is bound to deprotonated N3 and O4 of the left uracil and deprotonated N3
and 02 on the right ring. N304/N304 is almost identical except the hydrogen from N3
of the right uracil has been transferred to O2 which results in a hydrogen bond to 02 of
the left ring and lead is, again, bound to deprotonated N3 and O4 of both uracils.
N304/N302 is lower in Gibbs energy than the N304/N304 isomer, but only by 3.2 kJ
mol”’ making them virtually isoenergetic. The next two structures, N302/N302 and
N302/N304, are 7.7 and 8.0 kJ mol” higher in Gibbs energy, respectively, than the
lowest energy structure. The right uracil in N302/N302 has seen the hydrogen from N3
shifted to O4, and a hydrogen bond between O4H of the right uracil and O4 of the left.
In N302/N304, hydrogen has been shifted from N3 to O2 of the right hydrogen and the
resulting O2H is hydrogen bound to O4 of the left uracil. Lead is bound to N3 and 02 of

the right uracil in N302/N302 and to N3 and O4 of the right uracil in N302/N302.
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Figure 4.2: Eight of the lowest-energy structures of [Pb(Ura-H)(Ura)]". The 298 K
relative enthalpics and Gibbs free energies (in parentheses) reported in kJ mol” were
calculated at the MP2/6-3114-+G(2d,p)//B3LYP/6-31+G(d.p) level of theory. All species
have a single positive charge.

As can be seen in Figure 4.3, the predicted spectra for the two lowest energy
structures are almost identical in the 3200-3900 cm™ region and both are in agreement
with the experimental IRMPD spectrum. The observed and predicted bands are actually
composed of two N-H stretching vibrations, but they are predicted to be only ~8 cm
separated from one another, accounting for the observation and prediction of only one
feature. The predicted spectra for N302/N302 and N302/N304 are identical to one
another and thus the latter has been left out of Figure 4.3 for clarity. The two N-H
stretching vibrations for structure N30O2/N302 are predicted to be ~16 cm™ apart,
resulting in two slightly resolved bands. It is really uncertain whether our laser could

resolve these two bands, but we do note that the observed feature is quite sharp. For all
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three structures, the hydrogen bond is strong resulting in shifis of the O-H stretch to

below 2800 cm™ in all cases, below the limit of the available laser. Spectroscopically the
two lowest energy structures cannot be differentiated, and perhaps N302/N302 and
N302/N304 cannot be differentiated either. However, N302/N302 and N302/N304 are
unlikely candidates as major contributors to the IRMPD spectrum based on their higher
relative energies-they are predicted to be present in less than 1 part in 20 each compared
to the lowest energy isomer.

The N304/04¢, N304/04t and N304/02¢ isomers (¢ and t refer to cis and trans-
depending on whether uracil has an N-H bond or a C-H bond, respectively, pointing
toward the [Pb(Ura-H)]" core), in Figure 4.2, see lead binding in a three-coordinate
fashion. In each, lead binds to the N3 deprotonated nitrogen and O4 of the deprotonated
uracil, and to one of the carbonyl oxygens on the second uracil. They are all higher in
Gibbs energy by between 22 and 31 kJ mol” compared to the lowest energy structure
which, on thermodynamic grounds, make them unlikely contributors to the observed
spectrum. Isomers N304/0O4c and N304/04t have lead bound to O4 of the second uracil,
while in N304/02c, it is bound to O2. Structures N304/0O4c and N304/02¢ have
intramolecular hydrogen bonds between the two uracils. As seen in Figure 4.3, these
weak intramolecular hydrogen bonds result in a red-shift of the N-H stretch that is not

observed experi Similarly, the ions predict different positions for the N-

H stretches for N304/04t and N304/02c, but that is not observed experimentally. The
lowest energy structure where uracil has been deprotonated at N1, N102/04c is 42.8 kJ

mol™ higher in Gibbs energy than N304/N302. Based on energy it is unlikely to be a
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contributor to the spectrum, and it can be ruled out spectroscopically as well since the
hydrogen bonded N-H stretch is not observed, nor are the multiple N-H stretches which
are predicted by the calculations. There are many other structures as seen in Appendix 15.

and due to their istry relative

All of them can be ruled out

to the lowest energy isomer.

N304/02¢

IRMPD effciency

‘wavenumbers / cm

Figure 4.3: Experimental IRMPD spectra of [Pb(Ura-H)(Ura)]' compared with
B3LYP/6-31+G(d,p) spectra for [Pb(Ura)(Ura-H]" structures shown in Figure 4.2.
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43.3. [Pb(Ura-H)(H,0)]"

Based on the experimental IRMPD spectrum containing a feature in the N-H

stretch region (3484 cm™) and one in the O-H stretch region (3701 em™), the structure of
[Pb(Ura-H)(H,0)]" is most likely one in which we have the same lowest-energy [Pb(Ura-
H)J' core as for [Pb(Ura-H)(Ura)]", discussed in the previous section, where uracil is
deprotonated at the most acidic site®*, N3, so that the band at 3484 cm™ is the N1-H
stretch. Also, the position of the O-H stretch, 3701 em™, is intermediate between where
the free water symmetric and antisymmetric stretching vibrations (3657 and 3756 cm”,
respectively)** might occur. The water is most likely participating in a hydrogen bond
acting as a hydrogen bond donor. In Figure 4.4, N304/wbO2 (wb means water is
“bridged”, or hydrogen bonded, in this case to 02) has lead bound to N3 and O4 and
water bound to lead and acting as a hydrogen bond donor to O2. Slightly higher in
energy, N302/wbO4 differs only in that lead is bound to O2 and water is hydrogen

bonded to O4.
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Figure 4.4: Seven computed structures for [Pb(Ura-HYH20)]". The 298 K MP2/6-
3114G(2d,p)//B3LYP/6-31++G(d,p) relative enthalpies, and Gibbs energies (in
parentheses) in kJ mol! are provided for each structure. All species have a single positive
charge.

As can be seen in Figure 4.5, the computed IR spectra for the lowest energy for both
of these structures agree well with the experimental spectrum and it is impossible to

between the two ically in the 3200-4000 cm™ region. The band at

3701 is assigned to the free O-H stretch of water. Based on the relative thermochemistry,
it is not expected that N302/wbO4 contributes to the experimental spectrum by more
than 10% compared to N302/wbO2. The main difference which would allow
spectroscopic differentiation might be the hydrogen bonded O-H stretch which is
predicted to occur at 2825 and 2330cm™ for N302/wb02 and N302/wbO4, respectively.
The huge difference is due to the hydrogen bond for structure N302/wbO4 being stronger

since O4 is more basic than O2. The water bend is predicted to occur at 1572 and 1622
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em’! for N302/wb02 and N302/wbOd, respectively, and the out of phase C=O stretch is
expected at 1534 and 1464 cm”, respectively, which could also be used to aid in
distinguishing these two isomers (s Appendix 16).

N304/w is 7.1 kI mol” higher in Gibbs energy than N304/wbO2 and also has a
water bound to lead but it is not participating in any hydrogen bonding. It is obvious from
Figure 4.5 that the predicted spectrum for this structure is not in agreement with the
experimental IRMPD spectrum. Similarly, the tautomeric structures N102/w-O4H and
N102/w, which are much higher in energy due to being deprotonated at N1, can be ruled
out spectroscopically. N304/w-O2H is a tautomer of N304/w where hydrogen
transferred from N1 to O2 and can be ruled out spectroscopically. Structure N3O4/wN1 is
some 46 kJ mol”" higher in Gibbs free energy is the only structure considered where a
water is not bound to lead but is bound by a hydrogen bond to N1H. This results in the
NIH stretch being red-shifted to 3115 cm™ which is just beyond the useful output of our
laser. The water symmetric and antisymmetric stretching vibrations, predicted to be at
3674 and 3791 cm’', respectively, are not observed. All but the two lowest energy
isomers, N304/wbO2 and N302/wbO4, can be ruled out on spectroscopic and

thermochemical grounds from being present in any significant amount.
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Figure 4.5: Comparison of the experimental IRMPD spectrum for [Pb(Ura-H)(H20)]
and the predicted IR spectra for the computed structures in Figure 4.4.

4.3.4. [Pb(Ura-H)Y(H,0),]"
Like [Pb(Ura-H)H;0]", the two lowest energy structures of [Pb(Ura-H)(H;0),]" are
based on lead bound either to deprotonated N3 and O4 or to deprotonated N3 and 02

refer to Figure 4.6. Furthermore, N304/wbO2/w and N302/wbO4/w can be considered to
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be formed from a water molecule adding to N304/wbO2 and N302/wbO4 in Figure 4.4,
respectively. The predicted infrared spectra of these two lowest energy complexes are
identical in the 3200-3900 cm" region, and so cannot be differentiated spectroscopically
in this region (see Figure 4.7).

Do the calculated infrared spectra compare favourably with the experimental
IRMPD spectrum? The resolved bands in the experimental IRMPD spectrum of [Pb(Ura-
H)(H:0)2]" at 3491 and 3718 cm” can be assigned to the N-H stretch and the free O-H
stretch of the water molecule that is bound to lead and hydrogen bonded to cither O4 or
02. These assignments are the same as those made for [Pb(Ura-H)(H;0)]'. The band at
3637 cm”! agrees quite well with the symmetric stretch of the out of plane water bound to
lead in both N304/wbO2/w and N302/wbOd/w. The 3637 em™" band is also in a similar

* 0

position to the symmetric O-H stretch of water bound to Li(Ura)’ at 3635 em”
Li(Thy)(Ade)" at 3658 cm™ *, and to M(Ade)", where M is Li, Na, K (all ~3640 cm™)."’
In the IRMPD spectrum there is also a broad absorption that grows more intense
proceeding to the red of 3900 cm™ and which can also be seen to contribute to IRMPD
intensity between the 3718 and 3637 cm™ bands. It has been observed in the past that the
antisymmetric O-H stretch of water bound to metal ions observed by consequence
spectroscopy is broadened and not nearly as intense as would be expected by an

39383 This has been explained. **

Briefly, jes such as IRMPD rely on i

vibrational-energy redistribution (IVR) following each photon absorption in order to be

able to absorb multiple photons and cause dissociation. If there is not good IVR, then the
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mode is not available to absorb further photons. ~Anharmonic calculations for
Li(Ura)(H;0)" and Li(Ura)(H;0)," predicted cubic coupling constants for the
antisymmetric stretch can be as much as 3-4 orders of magnitude smaller than those for
they symmetric stretch.” It is our premise that the antisymmetric O-H stretch predicted to
be at 3753 em™ is observed as IRMPD intensity between 3600 and 3900 cm™ but is
masked by the very intense free O-H stretch of the hydrogen bonded water. Furthermore,
while we cannot rule out N302/wbO4/w spectroscopically, based on the calculated
thermochemistry its presence is expected to be 8 % less than that of N304/wbO2/w at
298 K.

In N304/wbO2/ww and N304/wbO2/wN1, the second water is hydrogen bound
as a hydrogen bond acceptor to cither the first water or to N1H, respectively. These
structures are considerably higher in energy than the two lower energy ones and are not
expected to be present in any quantity measureable spectroscopy. N1O2/w/w is
deprotonated at N1, lead is bound to N1 and 02, and both water molecules are bound to
lead: it is a much higher energy structure. The computed infrared spectra for these three
species are clearly not in agreement with the experimental IRMPD spectrum and can be
ruled out as contributors.

A slight blue shift in the position of the free O-H stretch of the hydrogen bonded
water molecule is observed between the singly and doubly solvated species, 3701 cm’!
[Pb(Ura-H)(H;0)]" and 3718 for [Pb(Ura-H)(H;0),]* and deserves discussion. This blue
shift can be explained as the positive charge is shared not only by one water molecule as

in [Pb(Ura-H)(H:0)]', but by two water molecules in [Pb(Ura-H)(H20)z]". The simple



Mulliken charge distribution shows that the water molecule in [Pb(Ura-H)(H;0)]" has a
charge of 0.126. Adding a second water molecule reduces the overall charge on the first
to 0.071. This also results in a weaker and therefore elongated hydrogen bond, 1.597 A vs
1.642 A respectively, for the singly and doubly hydrated species. The extra electron
density provided by the second water molecule in [Pb(Ura-H)(H;0)]" results in a
slightly stronger O-H bond of the first water molecule and a slight blue shift in the

position of the vibrational mode.
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Figure 4.6: B3LYP/6-31+G(d,p) structures of five [Pb(Ura-H)(H,0),]" structures. The
298 K MP2/6-311++G(2d,p)//B3LYP/6-31+G(d,p) relative enthalpies and Gibbs energies
(in parentheses) in kJ mol™ are provided. All species have a single positive charge.
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‘wavenumbers / cm’

Figure 4.7: The IRMPD spectrum for [Pb(Ura-H)(H;0),]' in the 3200-3900 cm™' range
compared to the computed spectra for the five complexes shown in Figure 4.6.

4.3.5 Structure of [Pb(Ura-H)|"
We were unable to obtain spectra for [Pb(Ura-H)]', likely due to the high energies
required for dissociation. This is a limitation of IRMPD spectroscopy, especially using a

table-top OPO laser. However, our results, especially on [Pb(Ura-H)(H,0)]" and [Pb(Ura-
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H)(H20),]" clearly show that there is no spectroscopic evidence for structures of these
fons which contain the N1 deprotonated isomer with lead attached to N1 and 02 like
NIO2 in Figure 4.8. Remember that the hydrated ions are formed by storing
electrosprayed [Pb(Ura-H)]" in the hexapole accumulation cell with a high pressure (~10°
2 mbar of water vapour), which should be a fairly soft association process with many
thermalizing collisions to soak up the energy of association. The three lowest energy
structures of [Pb(Ura-H)]" are shown in Figure 4.8. Based on the thermodynamics it is
clear that N304 is by far the lowest energy complex being 15.3 kI mol” lower in Gibbs
energy than N302 at the MP2/6-311++G(2d,p)//B3LYP/6-31+G(dp). The relative
thermochemistries for these structures agree well with the previously reported B3LYP/6-
311+G(3df.2p) calculations.” It is true that association of water tends to equalize the
energies of the N304 and N302 “cores” as seen by the relative energies of structures
N304/wb02 and N302/wbO4 as well as N304/wbO2/w and N302/wbO4/w in Figures
4.4 and 4.6, respectively. This is not true for the N102 core as seen by structures N102/w
and N102/w/w in Figures 4.4 and 4.6, respectively. Our experiments especially, as well
as our calculations, suggest that the structure of [Pb(Ura-H)]" which is electrosprayed is
that of N304,

Guillaumont er al.*° studied the CID fragmentation of electrosprayed [Pb(Ura-H)]".
The major dissociation routes observed were loss of isocyanic acid and the formation of
PbNCO". Isotopic labeling studies also showed that isocyanic acid loss was exclusively
loss of N3 and C2. The other major CID product ion, PINCO", also exclusively includes

N3 and C2. In order to explain these major CID products, isomers N302 and N102
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(Figure 4.8) were assumed to be present in the mixture of ions electrosprayed, even

though their energies are substantially higher than N304.

? 9
) L ]
“,&‘ 4‘.‘ - “. ‘.
2.9 0,9 P
SU g 9 e’
[ ® ®
N304 N302 NIO2
0.0 (0.0) 223(21.7) 31.3(30.7)
15.9(153) 26.0(254)

Figure 4.8: Three lowest energy B3LYP/6-31+G(d,p) structures for [Pb(Ura-H)]". The
298 K MP2/6-311++G(2d,p)//B3LYP/6-31+G(d,p) relative enthalpies and Gibbs energies
(in parentheses) as well as the B3LYP/6-31+G(d,p) energies (in italics top), all in kJ mol!
are provided. All species have a single positive charge.

Their calculations® of the potential energy surface showed that PBNCO® can be
easily explained as arising from N302. Although the N302 isomer is significantly higher
in energy than N304 under CID conditions, it is quite plausible that N302 can be formed
as an intermediate from N304 en route to PbNCO". Isocyanic acid loss was only
considered to be accessible through the N102 isomer which was said to be present in the
mixture of electrosprayed ions. Our experiments do not support this conclusion in that we
see no evidence for the N102 isomer, certainly not in enough abundance that the major
dissociation route stems from it. It is not the intent of this work to explore the potential

energy surface for [Pb(Ura-H)]' dissociation, but we suggest that there is probably an
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accessible route for N304 to lose HNCO under energetic CID conditions and would be
consistent with the HNCO fragment coming from N3 and C2 of [Pb(Ura-H)]".
4.4. Summary

The structures of [Pb(Ura-H)(Ura)]", [Pb(Ura-H)(H;0)], and [Pb(Ura-
H)(H;0):]" have been explored using IRMPD spectroscopy in the N-H/O-H stretching
region and by computational methods. In all cases, the computed spectra for the lowest
energy structures agree very well with the experimental IRMPD spectrum. All these
structures involved a [Pb(Ura-H)]' core which is deprotonated at N3 and has lead bound
{0 either N3 and O4 or N3 and 02. Our results suggest that the [Pb(Ura-H)]" structure

that is deprotonated at N1 and lead is bound to NI and O2 is not an observable

to the
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Chapter 5

Infrared Characterization of Hydrogen-Bonded
Propylene Oxide/Ethanol and Propylene Oxide/ 2-
Fluoroethanol Complexes Isolated in Solid Neon

Matrices

5.1. Introduction*®

Hydrogen bonding is a vital component in many biochemical processes and it is
prominent in many fields of chemistry and physics. Many fundamental studies have been
done to examine hydrogen bonding interactions between species such as alcohols,'™*

hydrogen halides,” and water'*"

which have resulted in determining the structures of
these complexes in both the gas phase and under matrix isolation conditions.
The study of hydrogen bonded complexes reveals important information on

intermolecular interactions. For example Sang and Kim'* have published studies of the

infrared spectra of the 1:1 dimethyl ether-methanol complex in solid argon matrices.

*This chapter has been submitted to be published as O. Y. Ali, E. Jewer and T. D.

Fridgen, Vibrational Spectroscopy. 2011
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Upon complexation, red shifts in the O-H stretching vibration for methanol and blue
shifts in the CH; stretch for dimethyl ether were observed. Comparisons with calculations
were taken as strong evidence that the most stable 1:1 dimethyl ether-methanol complex
assumes a near linear structure about the hydrogen bond and that the symmetry planes for

the monomers were nearly planar. Comparing the O-H shifts between similar hydrogen-

bonded (ie. i cther, 1), a ion was noted
between the proton affinities (ie. basicities) of the hydrogen bond acceptor and the red
shift of the O-H stretch. Zhang et al.” studied the weakly bound complex between
acetone and water in which water is hydrogen bonded to the carbonyl oxygen of acetone.
They observed red-shifts for the carbonyl stretching mode of acetone and the hydroxyl
group O-H stretching modes of water. They suggested a structure for the 1:1 acetone-
water complex where water is hydrogen bonded to the carbonyl group of acetone (see
Scheme 5.1). This structure was confirmed, in part, by comparing the experimental
infrared spectra and ab initio calculated infrared spectra. Acetone-methanol complexes
have also been studied in argon matrices at 9K.'® In this study acetone and methanol
formed a 1:1 binary complex. From the observed new red shifts of the hydroxyl group in
methanol and the carbonyl group in acetone, combined with ab initio calculations Kim
and Sang suggested a hydrogen bonded structure very similar to the acetone-water

complex (see Scheme 5.1). Many other 1:1 hydrogen bonded complexes such as

A i hanol,""”  and ide-hyd fluoride
complexes™ have been studied. All formed structures similar to the acetone-water and

acetone-methanol complexes.
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Scheme 5.1: Structure of the acetone-water hydrogen bonded complex.

Propylenc oxide-ethanol and propylene oxide-2-fluoroethanol complexes have been

used to illustrate Fischer's lock-and-key principle.”'?*

In these complexes, ethanol or 2-
fluoroethanol acts as the proton donor in a primary O-H.....O hydrogen (H) - bond and
provides the shape of key. However, propylene oxide acts as the H-bond acceptor and can

be viewed as a solid lock. The propylenc oxide-cthanol complex has six possible

hydrogen bonded conformations and the rotational constants of all of them were

T i propylene oxide-2- has fourteen
however, experimentally only the rotational spectra of three conformers, two anti and one

syn, have been observed.
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To achieve the detailed structure by interaction of oxygen atom in propylene oxide

and hydroxyl group, we have studied the infrared spectra of mixtures of propylene oxide

and ethanol in cryogenic matrices. In addition, density functional and ab initio
calculations have been used to interpret the observed spectra.

5.2. Methods

5.2.1. Experimental

The bulk of the matrix isolation apparatus at Memorial University was obtained
from Drs. John Allison and George Leroi (then) from the Department of Chemistry at
Michigan State University.”** Since many modifications have been made, a complete
description is provided here.

A schematic of the matrix isolation apparatus is provided in Figure 5.1. The 8 inch
diameter stainless steel vacuum chamber is pumped by an APD cryopump providing base
pressures of 10* to 107 torr. The 1 inch KBr cold window is mounted in a copper
window holder using indium metal gaskets to provide contact between the KBr and
window holder. The window holder is mounted to the cold head of a Sumimoto Model
SDRK20SDW cryocooler system also using indium metal gaskets. The cold head is

cooled to 4.2 K by a CKW-21 closed—cycle helium refrigeration system. The

is monitored with a Lakeshore Cryotronics 330 controller and a DT-470 Si-diode sensor.
The temperature controller is also used to warm the sample window up for anncaling
experiments.

The radiation from a Nicolet 6700 Fourier transform infrared (FTIR) spectrometer

is taken externally from the spectrometer, is reflected off mirror M1 (90° off axis




paraboloid, 15 cm focal length, 7.5 cm aperture) to a second mirror, M2 (90° off axis
ellipsoid, 56 cm focal length, 3.2 cm aperture). M2 directs the radiation through a 2.5 cm
KBr entrance window, the sample, and a 2.5 cm KBr exit window after which it is
reflected off M3 (flat mirror) and M4 (90° off axis paraboloid, 10 em focal length, 7.5 cm
aperture) and through a biconvex ZnSe lens (2.5 cm diameter, 2.5 em focal length) onto a
Thermo mercury-cadmium-telluride (MCT-B) detector. All spectra reported here were
recorded between 4000 and 500 cm™ at 0.5 cm! resolution with 1000 scans averaged.
Propylene oxide (99% purity), ethanol (anhydrous cthanol), ethanol-d6 (Aldrich,
99.5% purity), and 2-fluoroethanol (Aldrich, 95% purity) were subjected to three freeze-

pump-thawed cycles to expel dissolved gases and mixed in a stainless-steel reservoir as

vapour. Gaseous solutions of prop; i or
oxide/neon were mixed in ratios of approximately 1/1-15/3000. The mixtures were
deposited at a rate of 1.6 cm*/min. Spectra were recorded following a deposition period
of about 14 h. The matrix was annealed at 10 and 14 K each for an hour, an IR spectrum
recorded after each annealing step.
5.2.2. Computational

Ab initio calculations were performed using the GAUSSIAN 03 program.”’” The

structures and vibrational frequencies of the isolated monomers, ethanol, propylene

oxide, 2 the propylene oxide-ethanol and propylene oxide-2-
fluoroethanol complexes were optimized using B3LYP/6-311++G(2d,2p). Single-point
calculations were done at the MP2 level of theory on all optimized geometries using the

6-311++G(2d,2p) basis set. Relative thermochemistries reported are composed of MP2/6-



3114++G(2d,2p) electronic energies with thermal corrections from the B3LYP/6-
311++G(2d,2p) frequency calculations, called MP2/6-311++G(2d,2p)//B3LYP/6-3114+G

(2d,2p) from here on.

MCT detector
—12nSe lens
M3
M
vacuum
chamber
10810/ 4 9 K
KBr window
M1
M2
Nicolet 6700 FTIR

Figure 5.1: Schematic of matrix isolation instrumentation showing the optical

configuration for FT-infrared spectroscopy.
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5.3. Results and Discussion
5.3.1. Infrared Spectra of Ethanol, d6-Ethanol, and Propylene Oxide: A
Scaling “Equation”™

Infrared spectra are reported for ethanol and ethanol-d6 in neon matrices at 4.2 K in
Tables 5.1 and 5.2. In all cases, the use of highly diluted samples (ethanol/neon =1/3000
ratio) produced only the monomer of ethanol, no dimers were observed. At higher ethanol
concentrations (ie.1/2500) small amounts of ethanol dimer were observed. Since the
intent of this work was to observe hydrogen-bonded ethanol-propylene oxide dimers it is
advantageous to begin with an ethanol concentration just below that where dimers are
observed. Both conformers of ethanol, differing in the orientation of the OH bond with
respect to the CCO group were observed. Ethanol has been the topic of several
spectroscopic studies using microwave,” infrared,””* and Raman techniques.”’ The
absorptions for ethanol observed in neon are essentially the same as those observed in
argon® except for the symmetric CH; stretch and the O-H stretch which are both shifted
10 a higher wavenumber by about 17 and 20 cm™, respectively.

In Table 5.3, the 4.2 K neon matrix infrared spectrum of propylene oxide is
summarized. Only monomeric propylene oxide was observed, even up to propylene
oxide/neon ratios of 1/200. This is in contrast to the observations of ethanol aggregation
due to the lack of strong intermolecular (hydrogen bonding) forces between propylene
oxide molecules.

To our knowledge the neon matrix infrared spectra of neither ethanol nor propylene

oxide have been reported. The purpose here is not to compare the neon spectra with those
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taken in other media or phases although the previous argon spectra™ and our neon spectra

for cthanol are listed in Table 5.1 and the assigned matrix spectrum for propylene oxide is
in Table 5.3. Rather, using the experimental and computed spectra for ethanol, d6-
ethanol, and propylene oxide, our intent is to obtain a reliable scaling “equation™ for the
B3LYP/6-311++G(2d,2p) calculated spectra. It is anticipated that these scaled
calculations will be better suited to assist us in identifying bands for the ethanol-
propylene oxide complex. Scaling computed vibrational frequencies is required to correct
for errors due to the approximations made in the electronic structure calculation and
because the vibrational modes are assumed to be harmonic in the calculation of these
values. It has been observed that high frequency vibrations (ie. O-H, N-H and C-H
stretching) typically require more extensive scaling for higher frequency vibrations,” "
than for low frequency vibrations.*

The concept of a scaling equation has been used previously by Gornicka et al **
and Palafox *' to compare theoretical and experimental spectra of cytisine and benzene,
and similarly used for the proton-bound dimer of acetone.? Since two parameters are
typically required to get good fits for both higher and lower-frequency vibrations, we use
a two-parameter “fit” of the computed data to the experimental data. The
B3LYP/6311++G(2d,2p) calculated band positions were fit to the experimental band
positions for ethanol, ethanol-d6, and propylene oxide. We have used a two parameter,

first-order equation to fit the data. The fit obtained is

Ve = 27.8(+4.4) + 0.9565(+0.0023)v. Eqs.1
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where the superscripts, SE and ¢, represent scaling equation and calculated, respectively.
The computed and experimental data were also fit to a single parameter scaling factor for
comparison. This scaling factor was determined to be 0.969. A plot of the computed
frequencies vs experimental frequencies and equation 5.1 can be seen in Appendix 17.

In Tables 5.1, 5.2 and 5.3, the experimental band positions are compared to those
calculated using the scaling equation (SE) and the scaling factor (SF). It is evident that
the scaled values agree significantly better with the experimental data for all three
species. In fact, the average absolute error (and absolute standard deviations) in the
scaling factor corrected values are 17.3(x11.9), 13.4(9.3), and 14.9(6.1) em™ for
ethanol, d6-ethanol and propylene oxide, respectively. Using the scaling equation the
average absolute error (and absolute standard deviation) are 9.2(9.3), 8.6(x6.4), and
4.0(+3.5) em’!, respectively, for ethanol, d6-cthanol and propylene oxide. Overall the
average absolute errors were determined to be 7.1(+7.0) cm™ for the scaling equation and
15.0(£9.2) cm™ for the scaling factor. The better agreement between experiment and the
computed values scaled by the linear equation was deemed to be significant and was
used. The computed vibrations were also fitted with a three-parameter (quadratic)
equation, but the average absolute error between the experimental and scaled vibrations
was found to be similar to the linear fit, 7.2 cm™, and the absolute standard deviation was
not that much better, +5.9 cm™, than the two parameter linear fit.

In Figure 5.2 the neon matrix infrared spectrum of propylene oxide is shown in the
700-1550 and 2900-3100 cm’' regions and are compared with the spectrum calculated

using B3LYP/6-311++G(2d,2p) and scaled using equation 5.1. Clearly there is excellent



agreement with experiment when the computed wavenumber positions are scaled with

the scaling equation.

.
e w0 §
|

2. H
2 53
£l

o E

A P e BT I

wavenumber / cm!

Absorbance

os

00

2000 2050 3000 3050 3100
wavenumber cm™!

Figure 5.2: FTIR spectrum of neon matrix isolated propylene oxide in the 700 to 1550

em™ and 2900 to 3100 cm™ range.



e ::’r‘;;‘:l"‘, N ES'E'Z' SE? E;"L” SF(0.969)  cale® Ne* AP
OI) 281 37087 484 37290 38483 36806 36608
ViCH) {126 30038 236 30148 31113 29912 29954
Vi(CHy) G124 29982 234 30092 31055 29858 29846
V(CHy) 179 29380 76 29483 30426 29559 29392
Vi(CHy) 305 29118 206 29217 30152 29423 29174
V(CHy) 82 28887 14 28983 29910 28969 28996
5(CHy) 16 1491 102 14829 15303 14931 14870
8,(CHy) 30 14677 60 14587 15054 14647 14633
8.(CHy) A8 aasil 74 14419 14880 14493 14450
WCH;) G4 1447 82 14051 14500 14133 14160
8, CHy) 27 16 1S 13654 14090 13729 13715
W(CHy) 12717 12602 13005
5(OH) 22 12436 97 12317 12700 12414 12395
H(CHy) + r(CHy) 52 1s47 183 Nd16 1781 11599 11610
WCOM)+H(CHy) 148 10765 289 10624 10964 10913 10917
M(CCO) + H(CHy) 155 10130 304 9981 10300 10285 10250
WCCo) 84 8835 25 8669 8946 8919 8894
r(CHy) + r(CH;) 0.5 814 18 796.5 8220 8145 8118

@) _reference for Ar m
b) this work

©) B3LYP/6-311++G(2d,2p)

d) scaling equation
€) obs(Ne) - scaled

Table 5.1: Observed and calculated (scaled) IR absorptions for the anti conformer of

cthanol. All positions in cm™!

atrix
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& ::’r':;"’l’; n Es'l":‘l' SEC Es'g' SF(0.96) cal®  ObsNe'
V(OD) 79 27077 07 27149 W18 27156
ViCDy) 4 231 104 2234.1 23056 22445
ViCDy) 125 2279 s 22289 23002 22404
Vi(CDy) 123 274 121 21716 2411 21837
V(CDy) 48 2m89 53 21184 2862 21237
VCD2) 83 2148 80 21042 2715 20962
WD) 169 12120 292 1997 12380 12289
5(CD;) 183 1263 317 iy 1485 1446
5,(CDy) 10793 106522 10993
8,(CD3) 46 10628 96 10486 10821 10582
5.CDy) s w0528 129 10384 10716 10513
5(0D) 0 0181 149 10032 10353 10181
WD) 19 982.8 173 967.4 998.4 984.7
W(CCO) +H(CDs) 54 9097 217 893.4 9220 915.1
H(CDy) + r(CDy) A57 9063 06 890.0 9185 8906
WCCO)+HCDy) 52 8149 227 7974 8229 820.1
wCCo) 02 7408 187 7223 7454 7410
H(CDy) + r(CDy) 2195 6004 09 5800 5986 5809

a) this work
b) BILYP/6-3114+G(2d,2p)
¢) scaling equation
d) obs(Ne) - scaled
Table 5.2: Observed and calculated (scaled) absorption for the d6 isotopomer of ethanol.

All positions in em™,
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Approx description Es’;:‘l" SE Es"’l"' SF(0.969)  Calc® g:’.‘ ObsN; @
V.(CI) 59 30649 178 30768 31752 30590 3047
V(CHy) + vi(CH) 68 30107 <180 30219 31186 30039 2995
Vi(CH) 202 29912 212 30022 30982 29810 2972
V(CHy) 97 29860 205 29968 30927 29763 2970
V(CHy) 99 29828 207 29936 30894 29729 2931
V{(CHy) 0 20319 -102 29421 30362 29410 2928
5(CHy) 23 14918 63 14832 15306 14895 1500
B(CHy) + 3( CHy) 27 M6s0 63 Ms6l 15027 14624 1456
5.(CHy) A7 MSLL 75 14419 14880 14494 1444
5(CH) 59 14057 157 13959 14406 MIL6 1406
5(CHy) 49 13772 52 13670 14108 13723 1369
(CH) 42 12623 159 12506 12906 12665 1264
HCH) 103 1653 233 1523 1892 1756 1165
8(CCH) + w(CH) 3 1436 163 11303 11665 11466 1143
"(CHy) 00 1340 133 11206 11S6s 11339 1130
5(CCH)+ & (CHy) 17 1063 154 10926 11276 11080 1103
HCHy) 05 10244 153 10096 10419 10249 1022
HCH,) + v CCO) 08 9549 164 9393 9693 9557 951
H(CHy) 04 8965 161 8800 9082 8961 893
V(CCO) 105 8276 278 8103 8362 8381 829
v(CCO) A6 7586 167 7403 7640 7570 748
a) this w

) obs(Ne) - scaled

Table 5.3: Observed and calculated (scaled) absorption for propylene oxi

inem”!

ork
b) B3LYP/6-311++G(2d,2p)
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5.3.2. The Ethanol-Propylene Oxide Hydrogen Bonded Complex.

There are six conformers of the ethanol-propylene oxide complex.”' In Figure 5.3,
the six conformers are presented along with the MP2/6-311++G(2d,2p)/B3LYP/6-
3114+G (2d,2p) computed relative energies. Based on these predicted relative energies it
is likely that all would be present. In fact, all were accounted for in the gas-phase by
microwave spectroscopy.? In the present experiments, the hydrogen-bound dimers are
likely born in the gas phase just before or upon deposition of the matrix so it would be
expected that all conformers would be present in these matrix isolation experiments as

well.

AntiG+
0.1
) 0.0)
,
4P a3,
29,

3
SynG+
I8
o) 4
2 @

P

Figure 5.3: Six conformers of the ethanol-propylene oxide hydrogen bonded complex.
The MP2/6-311++G(2d,2p)//B3LYP/6-311++G(2d,2p) relative free Gibbs energies and
(enthalpies) in kJ mol" are also provided.
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In order to prepare the ethanol-propylene oxide hydrogen bonded complex, propylene

oxide vapor was added to a 1:3000 : mixture. At this ion of ethanol
there were no ethanol homodimers observed, but at higher concentrations dimers were
observed. Mixtures with various concentrations of propylene oxide were used. In Figure
5.4 (A) the experimental neon matrix infrared spectra, in the hydrogen-bonded O-H
stretch region (3350-3650 cm’') are presented. The bottom trace (a) is the spectrum taken

following ition of the 1:3000 ! mixture and trace b was recorded

following deposition of a 1:200 (15:3000) propylene oxide:ncon mixture. Traces ¢, d, ¢,
and f are the spectra taken after deposition of the 1:3000 ethanol:neon with 2, 3.3, 5 and
15 parts, respectively, of propylene oxide. A broad band centred at 3505.3 cm” is
observed to grow in with increasing propylene oxide concentration and a shoulder to the
red of this main band is observed at 3464.3 cm™. This main band is assigned to the O-H
stretch which is significantly red-shifted from the ethanol monomer (3680.6 cm™') due to
the hydrogen bonding interaction. The O-H stretch is predicted to absorb between 3532
and 3543 cm™! for the six conformers which would not be expected to be resolved in these
experiments. The observed position of the O-H stretch agrees quite well with these
computed values (see Figure 5.4 B and Table 5.4). The resolved shoulder at 3464.3 em™
has no activity upon annealing for an hour at 12 K with respect to the main band. It is
possible that this band is due to a trimer involving two propylene oxides or that it is due
to a different matrix site which is stable even at 12 K.

All the new bands observed in these experiments are listed in Table 5.4 and all are

tentatively assigned. The new bands in the 500-920 cm" region are displayed in Figure
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5.5 compared with the predicted spectrum for the AntiG+ conformer.

00 i
) e i
) i
R 3o W0 W0 300 W0 W0 380
‘wavenumber / cm" wavenumber cm'!

Figure 5.4: A) Infrared spectra in the 3350-3650 cm™ region of mixtures deposited at 4.2
K, (a) ethanol: neon 1:3000 (b) propylene oxide: neon 1:200, and at the ethanol:
propylene oxide ratios in neon of (¢) 1:2:3000 (d) 1:3.3:3000 (e) 1:5:3000, and (f)
1:15:3000. B) Infrared spectra in the the 3350-3630 cm™ region of mixture deposited at
4.2 k, (i) EIOH/PO/Ne 1:15:3000, (ii-vii) the predicted frequencies of OH mode in all
possible geometries of EXOH/PO complexes.
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L Calculated Observed /em”
35053 br
VOH) site shiftor timer 333273343 34643 br
8(CHy) 1377-1381 13808
COH bend 1303.8 (antiT) 1303.2
COH bend 1297.8
V(CCO) +H(CHy) 1105.1 sh
WCOH) + r(CHy) G-, synG+, syn G-) 1088.4 sh
WCCO) + r(CHy) iG-, synG+, syn G-) 1059.4
V(COH) + H(CHy) 1033 (andT, synT) 10462
WCCO) 871-884 881.1
o 622-627 5666

Table 5.4: New bands observed after deposition of 1:15:3000 ethanol:propylene

oxide:Ne,their tentative assignments, and comparison with the calculated and scaled

(equation) infrared spectra.

06

Absorbance

00

500 600 700 800

wavenumber cm’!

Figure 5.5: Neon matrix infrared spectra of a) 1 part in 200 propylene oxide, b) 1 part in

3000 ethanol and ¢) 1:15:3000 ethanol:propylene oxide:neon in the 500 to 920 em’!

region.



In Figure 5.6, the 1020-1400 cm™ region is displayed and compared with calculated
spectra for all six conformers showing some tentative assignments. The magnitudes of
the errors between the observed and predicted fundamentals are the same in sign and
similar in magnitude to those seen for the monomers. For example, the primarily CCO
stretching vibrations between 1040 and 1060 cm™ in the complexes are predicted to be
~15 cm™ to the red of the observed bands, similar to the difference between predicted and
observed CCO band of ethanol. Few of the predicted infrared bands are actually observed
because many of the fundamentals associated with the monomers shift only slightly upon
complexation, thereby masking the bands associated with the hydrogen bonded complex.
For example, the strong band predicted to occur at 820 em™ (see Figure. 5.5) is masked
by the strong band associated with the CCO asymmetric stretch of propylene oxide at
838.1 cm™' which is also predicted to occur at 824 cm.

While it was not possible to differentiate between the six conformers of the
ethanol-propylene oxide complex in the O-H stretch region, it was possible to somewhat
distinguish them in the 1000 to 1400 region (Figure 5.6) where primarily CCO stretching,
COH stretching and COH bending vibrations occur. For example, the absorptions at
1105.1 and 1046.2 cm™ can be assigned to the primarily CCO stretch and COH stretch,
respectively, of both the antiT and synT conformers whereas the two at 1088.5 and
1059.4 cm™ are assigned to the COH and CCO stretching modes, respectively, of the

other four ! they cannot be distingui: any further. The two

barely resolved maxima at 1303.2 and 1297.8 cm™ can be assigned to the COH bending

vibrations of the antiT and synT conformer, respectively.
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Figure 5.6: Neon matrix infrared spectra of i) 1 part in 200 propylene oxide, ii) 1 part in
3000 ethanol and i) 1:15:3000 ethanol:propylene oxide:neon in the 1025 to 1400 cm!
regions. Also shown are the computed spectra for the a) AntiG+, b) AntiG-, ) AntiT, d)
SynG+, ¢) SynG-, and f) SynT structures.
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When mixtures of ethanol-d6 and propylene oxide in neon at a ratio of 1:15:3000
were deposited on the cold KBr window at 4.2 K, new peaks were observed to appear
(see Table 5.5 and Figures 5.7 and 5.8). The O-D stretch is observed at 2591.9,
significantly red-shifted from the O-D stretch in isolated d6-ethanol (2715.4 em™)
indicating a hydrogen-bonded species. The H/D observed for the complex is shifted a
factor of 1.352, quite similar to that computed for the hydrogen bonded complex, 1.363,
and that observed between ethanol and ethanol-d6, 1.355. The only other mode observed
for both the H and D isotopomer complexes was the COH/D bend with observed and
computed isotopic shifts of 1.251 and 1.260, respectively. Like the fully 'H experiments,

only a few new bands were observed. These bands and their assignments are listed in

Table 5.5.
Based on these matrix i and the d we have
observed and partially ized, by infrared the prop:

oxide hydrogen-bonded complex in a neon matrix.




approximate

e calculated Observed /em™
description
W(OD) 2591.9br
V(OD) site shift? 28 2564.7 br
W(CCO) + W(CD;) 1166.6 (antiG#, antiG-, synGit, syn G-) 1837
5(CD,) 11304 (antiT, synT) 11258
1083.4
5,(CDy) 1082.1 (antiG+, antiG-, synG+, syn G-) 1070.5
COD bend 1034.5 (antiT, synT) 1041.4
e 964.1 (antiG+, antiG-, synG+, syn G-) 9734

Table 5.5: New bands observed after deposition of 1:15:3000 ds-ethanol: propylene
oxide: Ne, their tentative assignments, and comparison with the calculated and scaled

(equation) infrared spectra.

Intensity
o

o
o

2500 2550 2600 2650 2700
wavenumber cm™’'

Figure 5.

FTIR spectra in the 2500 to 2700 cm”! region of a) 1 part in 200 propylene

oxide, b) 1 part in 3000 d6-cthanol and c) 1:15:3000 d :propylene oxide:ncon as

well as the computed spectra for the six hydrogen bonded complexes.

161



04
02
B
i i
[ } |
024 I, S
04 [ L

1100 1150 1200 1250
wavenumber cm™!

Figure 5.8: Neon matrix infrared spectra of i) | part in 200 propylene oxide, ii) 1 part in
3000 d6-ethanol and iii) 1:15:3000 d6-ethanol:propylene oxide:neon in the 1025 to 1400
cm™ regions. Also shown are the computed spectra for the a) AntiG+, b) AntiG-, ¢)
AntiT, d) SynG+, ¢) SynG-, and f) SynT structures.
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5.3.3 The 2-FI hanol: Py Oxide Hydrogen Bonded Complex

2-Fluoroethanol (FE) has two main conformers depending on the torsional angles
To.c.er and Tpo.c.c, which are gauche and trans. Furthermore, the fluorine atom can
enable weak intramolecular interactions with the hydroxyl hydrogen atom and the
fluorine which comprises a third conformer. The IR spectrum of pure 2-fluoroethanol in a
neon matrix shows a strong band at 3653.8 em™ and a weaker resolved shoulder at
3657.6 cm™! assigned to the gauche and trans conformers, respectively."’ There was no
evidence for the intramolecularly hydrogen bonded conformer.

When samples of FE/PO/Ne gas were deposited on the KBr substrate at 4.2 K five
new features were observed to grow that were not present in either of the pure 2-
fluoroethanol or propylene oxide spectra (see Table 5.6). Among these new bands was the
O-Hi stretch of FE which was observed to shift substantially, 191 em™ to 3462.9 em™ on
complexing with propylene oxide (Figure 5.9).

The structures of 2-fluoroethanol complexes are divided into three groups: compact
gauche, open gauche, and trans conformers (sce Appendix 18). The compact gauche
structures are calculated to be more stable than the open gauche and trans conformers, by
about 8 kJ mol” (see Appendix 19). In fact, the only structures observed in the
microwave spectroscopy experiments were the three compact structures anti G-g+, anti
Grg-, and synG+g-. The experimental spectra in the 950-1150 cm™ range are compared
to the computed spectra of all 14 isomers in Figure 5.10. From these spectra it is by no
means possible to distinguish between the isomers, but the experimental spectra for the

hydrogen bound complex are certainly consistent with the structures observed in the
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microwave spectra.

Approximate

description Calculated Observed / em”
OH str 34816 34629
COstr 1094.7 1094.2
CCOstr 1075.6 10824
C-Fstr 1016.4 1040.9
CCF bend/CCO bend 5015 508.2

Table 5.6: New bands observed upon codeposition of 2-fluoroethanol and propylene

oxide in solid Neon at 4.2 K.
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Figure 5.9: FTIR spectra in the 3300 to 3600 cm” region of a) 1 part in 200 propylene
oxide, b) 1 part in 3000 2-fluoroethanol and ¢) 1:15:3000 2-fluoroethanol:propylene

oxide:neon as well as the computed spectra for the six hydrogen bonded complexes.
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Figure 5.10: FTIR spectra in the 950-1150cm™ region of fluoroethanol:propylene

oxide:neon complexes as well as the computed spectra for the fourteen hydrogen bonded

complexes.



5.3.4. Towards a “Universal” Correlation of the Position of the
Hydrogen Bonded O-H (X-H) Stretch in Hydrogen Bonded Complexes

It is useful to be able to predict the positions of hydrogen bonded O-H stretching
vibrations from available properties of the monomers of which the hydrogen bonded
complex is comprised; a sensible correlation can provide further insight into the cause
and effect of the shift upon complexation. To this end numerous authors have correlated
the positions of hydrogen bonded O-H stretching vibrations with the proton affinities
(PA, Eq. 5.2) of various hydrogen bond acceptors."*

A+H - AH' -AH=PA Eq.52

This is reasonable since the acceptor is a base and is partially accepting a hydrogen
which has significant proton character. Upon complexation, the hydrogen bonded O-H
stretch shifts to the red and it has been observed that as the proton affinity of the base
increases, the red shift increases.'* However, this correlation is obviously only useful for
one hydrogen bond donor and many acceptors.

Since the hydrogen bond donor is an acid it might be reasonable that for any one
base there may be a correlation between the red-shift of the hydrogen bonded O-H stretch
and the gas-phase acidity (GA) of the hydrogen bond donor,

B" +H - BH -AH=GA EqS3
In Figure 5.11 the reduced hydrogen bonded O-H frequency (uy) is plotted against the GA
of various hydrogen bond donors for complexes where the hydrogen bond acceptor is

cither water or dimethyl ether. The reduced frequency is defined in Eq. 5.4
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Yo Eq5.4

where " is the wavenumber position of the O-H stretch of the monomer and V. is the
hydrogen bonded O-H stretch. The reduced frequency is used, rather than simply the
position of absorption, since different monomers can have quite different O-H (or X-H)
stretches. It is evident from Figure 5.11 that there is a relationship between the gas-phase
acidity and the reduced frequency; as the hydrogen bond donor becomes more acidic—a
smaller value for GA-the red shift in the complex hydrogen bonded O-H stretch

increases.

o Base=HO
& Base=(CH),0

012

010

008

008

reduced frequency

002

0
1300 135 1400 1450 1500 1850 1600 1650

gas-phase acidity / kJ mol”!

Figure 5.11: Plot of reduced frequency vs gas-phase acidity for various matrix isolated

hydrogen-bound dimers with water or dimethyl ether as the hydrogen bond donor.
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The goal here is to define a relationship for all combinations of hydrogen bond
donors and acceptors over a broad range of hydrogen bond donor and acceptor strengths.
The enthalpy of proton transfer (Ap7H) between the hydrogen bond donor and acceptor is
defined as the enthalpy change for the following reaction in the gas phase

AH + B - A™ + BH' Eqs.S
This leads to the following expression for the enthalpy of proton transfer.
A, H=GA - PA. Eqs6

On the right hand side of Figure 5.12 (filled circles) the reduced frequencies for
more than sixty different hydrogen bonded X-H stretches (X=0, N, halogen) are plotted
against the enthalpy of proton transfer (see also appendix 20). Clearly as the proton
transfer reaction becomes more favourable—less endothermic—the red shift of the
hydrogen bonded X-H stretch (or the magnitude of the reduced frequency) increases. At
higher proton transfer endothermicity (region 1 in Figure 5.12, 600 kJ mol") the
relationship can be estimated as linear. Between the values of 400-600 kJ mol” (regions 11
and 1), approximately, there are data points for seven hydrogen-bound dimers that do
not fall into line with this linear trend observed for the more endothermic proton transfer
reactions. Ault et al.** with a similar plot to Figure 5.12 (a “vibrational correlation
diagram™) composed only of hydrogen-bound dimers where the hydrogen bond donors
were hydrohalic acids, had first observed this maximum in reduced frequency (region I1).
The maximum represents an upper limit in the reduction of the position of the X-H
stretch from its original non-hydrogen bonded position. It is followed by a reduction in

the reduced frequency, so that as the enthalpy of proton transfer decreases (region I11), the
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position of the X-H stretch begins increasing again toward its non-hydrogen bonded
value. Ault et al.** explained the observation of a maximum as the point where the

hydrogen-bonded hydrogen becomes a completely shared proton
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enthalpy of proton transfer / kJ mol”!

Figure 5.12: Plot of reduced frequencies vs the enthalpy of proton transfer for various
matrix isolated hydrogen bonded complexes (filled circles) and gas-phase proton-bound

dimers (open circles). The curves are to guide the eye and are discussed in the text.
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As the endothermicity of proton transfer decreases, the proton has been
transferred to the neutral base producing an ion pair bound through the proton. The
vibrational mode which is being observed for these ion pairs is the hydrogen bonded X-
H" stretch where XH' is hydrogen bonded to an anion. While the proton transfer from the
acid to the base forming free ions is endothermic, the favourable energetics of forming an
ion pair makes the transfer possible. We have computed structures for each of the
complexes with an enthalpy of proton transfer in the range 400-600 cm™', (Appendix 21),
as well as the HNO3/N; and HCI/H,O complexes, the latter two fall into region I of
Figure 5.12. These calculations are in quite good qualitative agreement with the
explanation of Ault et al**. Pertaining to the observed maximum in reduced frequency.
The HCI, HBr, and HNO; hydrogen bonded complexes with ammonia clearly share the
hydrogen. A probably equally accurate description of the shared hydrogen is a shared
proton. In the HCI and HBr complexes with trimethylamine the acids are indeed
predicted to have transferred their protons to the base (region II). An interesting point is
also seen in Appendix 22, which is a duplication of Figure 5.12 except with the predicted
reduced frequencies for the X-H stretch, compared to the experimentally observed values.
For the HNO3/N,, HBr/H0 hydrogen bonded complexes (type I), with higher enthalpies
of proton transfer experiment and theory agree very well. For HNO3/N; the predicted and
experimental positions for the X-H stretch are 3470 and 3488 cm’', respectively, and for
HBr/H0 the predicted and experimental values are 2298 and 2310 em”, respectively.
For the hydrogen bonded complexes in region II, where there is more extensive sharing,

and the calculations do not do nearly as well. The predicted and experimentally observed
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X-H stretches for the HCI/NH; complex are 2048 and 705 em”', respectively, and for the
HBr/NH; complex they are 1583 and 1390 cm’, respectively. Clearly for these
complexes, where the potential for the X-H stretch is expected to be very anharmonic,

there can be no confidence placed in these types of calculations based on the harmonic

The poor 'ment between ion and i is even true for
the complex of HCl and N(CH;); which resembles an ion pair, but for the HBr/N(CH;);
complex where the proton is more fully transferred to the base, the observed mode much
better resembles a “more” harmonic N-H" stretch, the calculations do a more adequate
job. The N-H" stretch is observed at 1870 cm™ and is predicted to be at 1931 cm™.

There are no known neutral hydrogen bond donor and acceptor pairs that would
have identical or even similar values for gas-phase acidities and proton affinities which
would result in AprH=0. Symmetric proton-bound dimers (Scheme 5.2) composed of a
proton and two identical bases would have a zero enthalpy of proton transfer. The O-H'-

o ic stretch of and [ bound dimers have been

#2453 and by Ar-tagging."” The effect of

studied in the gas-phase by IRMPD spectroscopy
the difference in proton affinities on the O-H'-O symmetric stretch has also been studied
computationally.**** The results of these studies conclude that for a heterogenous proton-
bound dimer, as the difference in proton affinities increases, the asymmetric stretch
approaches a value equal to an O-H stretch. The range of proton affinity differences
studied is from 0 to ~500 kJ mol™, the span not covered by neutral hydrogen bonds. In

Figure 5.12, the position of the O-H'-O asymmetric stretching vibrations for all the

proton-bound dimers previously studied are plotted (open circles, region 1V). The data for
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the proton-bound dimers and hydrogen bonded complexes fit together quite nicely if one

ignors the complexes of regions Il and IIL. It is also interesting to compare the proton-
bound dimers on the leftmost side of the plot in Figure 5.12 with the hydrogen-bonded
complexes in region II. In both, the hydrogen, or proton, are shared almost equally
between the two complexes and in both sets the reduced frequency approaches a
maxiumum of about 0.8, lending more evidence that the hydrogen-bonded complexes

such as the one between HCI and NH3, are equally sharing the proton.

H
R

AN

O0——H*—O0

AN

R
H

Scheme 5.2: Symmetric proton-bound dimers composed of a proton and two identical

bases.

5.4. Conclusions
Hydrogen bonded complexes between propylene oxide and ethanol, d6-ethanol,
or 2-fluoroethanol have been characterized by matrix isolation spectroscopy in neon

matrices at 4.2 K. A two-p scaling equation-rather than a scaling f:
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derived to relate the observed infrared absorptions of ethanol, propylene oxide, d6-
ethanol and 2-fluoroethanol, to the calculated infrared absorptions. With this scaling
equation we are better equipped to assign bands to the hydrogen bonded complexes based
on the computed spectra.

The hydrogen bonded X-H stretching frequencies have been correlated to known
physical properties of both the hydrogen bond donor and acceptor. The gas phase acidity
and proton affinity, of the hydrogen bond donor and acceptor, respectively, have been
used to obtain an enthalpy of proton transfer, which is shown to correlate well with the

observed red shifts of the hydrogen bonded X-H stretches for more than 60 hydrogen

bonded Hydrogen-bonded with enthalpies of proton transfer
between the acid and base which are endothermic by between 400 and 600 kJ mol ' are
shown to “share” the hydrogen/proton in a manner very similar to homogeneous proton-
bound dimers or proton-bound dimers composed of bases with similar proton affinitics.
More data on hydrogen-bound complexes of acids and bases with enthalpies of proton
transfer less than 600 kJ mol” would be worthwhile to develop a more predictive

between the ical values and the position of the X-H stretch.

Theoretical studies on these complexes would also be beneficial.
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Chapter 6

Conclusions and Future work

Mass spectrometry and matrix isolation techniques are valuable methods that can

be used to provide an in depth ing of structure of as well as yield

proper identification and characterization of both the ionic and the neutral species.
Theoretical calculations in conjunction with experimental results produce accurate

structural representations of these species. Intermolecular interactions, particularly non-

covalent, play a signi role in ining the ions and stabilization of
ions found in many biological processes. Therefore, classifying the structures and
stabilities of ions produced through interactions between nucleobases and metal ions is
central to understanding how these ions influence biological processes.

The interactions between the copper (II) cation and uracil in the gas phase have
been studied by Fourier transform ion cyclotron resonance (FTICR) mass spectrometer.
[Cu(Ura)(Ura-H)]" ions are the most abundant species resulting from the interaction
between copper (11) and uracil. These complexes have been examined under different
methods of fragmentation such as SORI/CID and IRMPD, to characterize their structures.
To give a picture of the decomposition pathways within the different species, density
functional theory calculations have been performed for all the structures at B3LYP/6-
314G(d,p) level of theory. Furthermore, Single point calculations were done on all
optimized geometries using B3LYP/6-311+G(2df.2p) on C,N,0, and H and 6-311+G on

Cu to obtain more accurate thermochemical data. The potential energy surfaces for the
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fragmentations were calculated at the same levels of theory that were used for geometry
optimizations. MS/MS experiments show that the lowest energy decomposition pathway
for [Cu(Ura)(Ura-H)]" is not loss of uracil, but is loss of HNCO and followed by the loss
of HCN. This loss has been confirmed by using isotopic labeling species which indicate
that the N3, C2 and very likely O2 centers are expelled.

To investigate how the metal ion-uracil complexes depend on the metal identity, a
series of different divalent metal ions were examined with uracil nucleobase. MS/MS
experiments show that the primary decomposition pathway for all [M(Ura-H)(Ura)]"
except where M= (Sr, Ba, and Pb) is not the loss of uracil, but is the loss of HNCO as a
primary fragment. It was observed that under CID and the softer IRMPD conditions
[Sr(Ura-H)(Ura)]", [Ba(Ura-H)(Ura)]" and [Pb(Ura-H)(Ura)]" behave quite differently
and these complexes dissociate by losing uracil directly. Also, the decomposition
pathway for [Ca(Ura-H)(Ura)]' under IRMPD conditions show a loss of HNCO,
however, when using SORI-CID a loss of uracil is observed. The binding energies
between neutral uracil and [M(Ura-H)]', M= Zn, Cu, Ni, Fe, Cd, Pd, Mg, Ca, Sr, Ba, and

Pb have also been calculated. The differences in the uracil binding energies are consistent

with the experi ly-observed diffe in ion pathways.

The IRMPD spectroscopy technique is another technique which is used to
determine the structure of gaseous ions. Other purposes include gaining insight into the
structure of the interaction between uracil and lead (II) ions by using IRMPD
spectroscopy in the gas phase in the 3200-3900 ¢m™ region. The IRMPD spectroscopy

experiments will greatly enable us to sort out various structures and to associate
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structures to the structures probed in the experiments.

The structures of three ion molecule complexes of [Pb(Ura-H)]" have been
explored by IRMPD spectroscopy in the gas phase. A complex of [Pb(Ura-H)]" with
uracil, [Pb(Ura-H)(Ura)]’, or the singly or doubly water solvated complexes, [Pb(Ura-
H)(H,0)]" and [Pb(Ura-H)(H,0).]", have irradiated with tunable infrared radiation in the
N-H/O-H stretching region (3200-4000 cm) to produce IRMPD spectra which were
compared with IR spectra computed using B3LYP/6-31+G(d,p) for various isomers. In all
cases, the computed spectra for the lowest energy structures agree very well with the
experimental IRMPD spectrum. All these structures involved a [Pb(Ura-H)]" core which
is deprotonated at N3 and has lead bound to either N3 and O4 or N3 and 02. Our results
suggest that the [Pb(Ura-H)]" structure that is deprotonated at N1 and lead is bound to N1

and O2 is not an observable i to the P [Pb(Ura-

H)(Ura)]" was found to have a tetradentate coordinated lead while the water molecules in
[Pb(Ura-H)(H0)]" and [Pb(Ura-H)(H0),]" were determined to be directly coordinated
1o lead, the first also hydrogen bonded to one carbonyl oxygen.

Matrix isolation technique, like mass spectroscopy, is a valuable tool for
investigating the types of molecular complexes. This technique in combination with

spectroscopy is a convenient technique which can be used to study both weak and strong

molecular In addition, ination of the i results with

I ions allows elucidation of the nature of intermolecular mode and to

of the vibrati i of the molecules.

The hydrogen bonding between alcohols as proton donors and propylene oxide as a
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proton acceptor were studied in neon matrices. The infrared absorption spectra of

hydrogen-bonded complexes of propylene oxide with cither ethanol or 2-fluoroethanol
have been recorded in neon matrices. The results indicate that hydrogen-bonded
complexes were formed with propylene oxide as the hydrogen bond acceptor and either
ethanol or 2-fluoroethanol as the hydrogen bond donors. The features assigned to the O-H
stretch were red-shifted by 175 and 193 em” for the ethanol and 2-fluorocthanol
containing complexes, respectively. The difference in red shifts can be accounted for due
to the greater acidity of 2-fluroethanol. Deuterium isotope experiments were conducted to
help confirm the assignment of the O-H stretch for the complexes. As well, structures and
IR spectra were calculated using B3LYP/6-3114++G(2d,2p) calculations and were used to
compare with the experimental spectra. The use of a “scaling equation™ rather than a
scaling factor was used and is shown to greatly increase the utility of the calculations

when ing with i spectra. An ination of the O-H stretching red

shifts for many hydrogen-bound complexes reveals a relationship between the shift and
the difference between the acidity of the hydrogen bond donor and the basicity of the

hydrogen bond acceptor (the enthalpy of proton transfer). Both hydrogen-bonded

and p bound appear to have a maximum in the reduced

frequency value which to where the p is equally

shared between the two bases.
Investigation of the interactions of metal ions with nucleotides and nucleosides
provide important information for a variety of biological process, including the ability of

the interactions between metals and nucleosides to influence the stabilization of the



double strand helix in DNA. Based upon work done in this thesis, future studies can

focus on ing the study of the i ions of metal ions. This can be

done by selecting different nucleobases as well as different metals from those used in this
thesis, such as thymine. Future work could focus on determining the metal ion attachment

and binding site of various ides and i MS/MS studies can

help identify the structures of the gas phase metal ion-nucleotide systems.

Results obtained from the interaction of lead and uracil in this work can be used in
future IRMPD spectroscopic studies to identify isomers that are similar to the
experimental results but are found within a different region. Other studies will focus on
investigating the structure of the interaction between uracil and divalent cations such as
Ba, Sr, and Ca by using IRMPD spectroscopy in the gas phase.

On the other hand, the intermolecular interactions between different proton donors
and various proton acceptors will be studied in the solid matrices. Further work involving
the scaling used in this thesis could provide a foundation to developing a universal model

that could allow the prediction of IR spectra exclusively based on theory.
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Appendices
Appendix 1

(i) ESI FTICR mass spectrum showing the accurate mass and isotopic distribution for the
[Cu(Ura-H)(Ura)]"  complex (ii) the theoretical mass spectrum for the [Cu(Ura-
H)(Ura)]' complex.
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Appendix 2

SORI/CID spectrum of the [Cu(Ura-H)(Ura)]" complex obtained after isolating (i)
[®Cu(Ura-H)(Ura)]" and (ii) [*Cu(Ura-H)(Ura)]"
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Appendix 3

MS/MS of the main fragment ions of [Cu(1,3-'"N-Ura-H)(1,3-"*N-Ura)]" (a) m/z 290.5
(b) m/z 2183
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Appendix 4

IRMPD of the main fragment ions (a) m/z 286 (b) m/z 243 (c) m/z 216, and (d) 174
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Appendix 5

Potential energy surface corresponding to the loss of NCO with the origin in global
minimum energy as determined by theoretical methods as well as B3LYP/6-
3114G(2df;2p) calculated Gibbs free energies , the relative enthalpies in parentheses
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Appendix 6

Twenty-seven possible structures of [Cu(Ura-H)(Ura)]'. Enthalpies and Gibbs free
energies (parentheses) are computed at the MP2/6-311+G(2df,2p)//B3LYP/6-31+G(d,p)
level of theory and are in kJ mol”' relative to the lowest energy structure.
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Appendix 7

Proposed fragmentation pathways for the observed fragments from [Cu(Ura-2-""C);H)]"
complex.

ey
Jr

01/ Yo

“)-o
R e,
g neco /1
oy N

P <« "\L
P
e -~
ucul . 2 e
ey’ \\ "
wire Y (P
' ot
W’ - \>
HC2-Urg N)

"~
LT T
" c/'/‘}o

a ey e R S
B c!‘ w147
w132



Appendix 8

Proposed fragmentation pathways for the observed fragments from [Cu(Ura-3-""N);-H)]"

complex.
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Appendix 9

Proposed fragmentation pathways for the observed fragments from [Cu(l,3-""N-Ura-
H)(1,3-"N-Ura)]" complex.
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Appendix 10

Proposed fragmentation pathways for the observed fragments from [Cu(Ura-dS)-H)]

complex.
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Appendix 11

Proposed fragmentation pathways for the observed fragments from [Cu(Ura-d6),-H)]"

complex.
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Appendix 12

IRMPD spectra of the [M(Ura-H)(Ura)]* complex obtained with (i) [Zn(Ura-H)(Ura)]",

(i) [Cu(Ura-H)(Ura)] ",

[Ni(Ura-H)(Ura)]" and (iv) [Co(Ura-H)(Ura)]
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Appendix 13

IRMPD spectra of the [M(Ura-H)(Ura)]* complex obtained with (i) [Fe(Ura-H)(Ura)]",
(if) [Mn(Ura-H)(Ura)]",and (iii) [Cd(Ura-H)(Ura)]".
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Appendix 14
IRMPD spectra of the [M(Ura-H)(Ura)]" complex obtained with (i) [Mg(Ura-H)(Ura)]",
(ii) [Ca(Ura-H)(Ura)]", (iii) [Sr(Ura-H)(Ura)]', (iv) [Ba(Ura-H)(Ura)]" , and (v) [Pb(Ura-
H)(Ura)]"
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Appendix 15

Sixteen possible B3LYP/6-31+G(d,p) structures of [Pb(Ura)(Ura-H)]'. Relative
enthalpies and 298 K Gibbs energies (in parentheses) are provided in kJ mol™". The top
values in italics are the B3LYP/6-31+G(d,p) thermochemistries and the bottom values are
the MP2/6-311++G(2d,p)//B3LYP/6-31+4G(d,p).
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Appendix 16

Comparison of the B3LYP/6-31+G(d,p) predicted IR spectra for the two lowest energy
computed [Pb(Ura-H)H,0]" structures in the 1400-3200 cm™ region.
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Plot of experimental vs B3LYP/6-311++G(2d,2p) calculated band positions. The first-

Appendix 17

order fit s given by equation 5.1.
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Appendix 18

of 2 propylene oxide The relative enthalpies and
free energies are tabulated in appendix 19.
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Appendix 19

of 2; Prop)

lene oxide ! The shaded rows

are structures which have been observed and whose rotational constants have been

obtained from microwave spectra.

B3LYP/6-311++g(2d,2p)
e | G2MP2 Rl (Rl Frg Enery ot 98
Energy)/ kJ mol” K mor?
Compact antiG+g- 222(-2.62) 0.1(1.59)
Compact antiG-g+ 0.0 (0.0) 0.0 (0.0)
Compact synGg- 0.09 (0.51) 0,66 (4.35)
Compact synG-g+ 365 (-1.81) 241 (3.58)
Open antiGrg+ 8.04(8.17) 6.97 (831)
Open antiG-g- .04 (7.69) 71 (8.14)
Open synGg+ 9.13 (8.59) 791 (5.72)
Open synG-g- 834(8.77) 7.53 (9.69)
Trans antiTg+ 745 (-1.35) 7.64(1.93)
Trans antiTg- 7.48 (-1.55) 7.66 (3.67)
“Trans antiTt 6.78 (-4.44) 7.89(3.77)
Trans synTg+ 7.22(-0.33) 8.12(5.03)
Trans synTg- 6.96 (-0.04) 817 (5.98)
“Trans synTt 6.44 (-1.51) 8.32(297)

Shaded structures were observed in microwave spectroscopy experiments.



Appendix 20

Table of X-H stretching vibrations for monomers and hydrogen bound complexes,

reduced frequencies, gas-phase acidities, proton affinities and the enthalpy of proton

transfer for various species included in Figure 5.14.

Proton
Hebond X-Hstr | X-Hstr | Reduced | Acidity | Affinity
H-bond Donor | _ Acceptor | _Reference | Monomor | Complex | Frequency | (donor) | (base) | apr
HBr 151] 2559.1 | 2395 0.064 13535 | 6888
HBr (CH3N_| [44]** 2540 1870 0264 13535 | 9489
HBr NH3 [ 2540 1390 0469 13535 | 8536
HBr (CH3)CO | [44]** 2540 1700 0331 13535 | 812
HBr 1120 (4] 2540 2310 0.091 13535 | 688.8
1INO3 NH3 2] 3522 1870 0469 13577 | 853.6
1NO3 52, 3522 2570 027 13577 | 8284
HNO3 1521 3522 3216 0.087 13577 | 7514
HNO3 152] 3522 3024 0.141 1357.7_| 6888
1HNO3 152] 3522 3399 0.035 1357.7_| 594
HNO3 152] 3522 3441 0.023 1357.7 | 591
HNO3 152 3522 3488 0.010 1357.7 | 493.8
HCI [44)** 2854 1595 0.336 1395 948.9
HCI [T 2854 705 0.753 1395|8536
HCI 4]+ 2854 2280 0201 1395|792
HCI 511 2870 2663 0072 1395 | 6888
HCl (4 2854 2540 011 1395 | 6888
HC 53, 2870 2711 0,055 1395|6745
HONO 154] 35726 [ 31941 | 0106 14234 [ 8284
HONO [54) 35726 | 31569 | 0116 14234812
<HONO [155] 34124 [ 31845 | 0067 14234 | 6888
LHONO 1155 37263323 0070 14234 | 6888
Tormic acid 1561 35504 | 32124 | 0095 1449 | 68838
HCN [57] 3312 3182 0.039 14682 | 688.8
CF3CH20H 141 3639.5 3365 0.075 1513 792
CHF2CH20H 4] 36365 | 3405 0.064 1533|792
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All these complexes are in argon matrices except, * in neon and ** in nitrogen and

**+ in the gas phase.
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Appendix 21

The computed hydrogen bonded complexes of HCI, HBr, and HNO; with ammonia,

trimethylamine, nitrogen, ammonia, and waters.
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