N TERRUP Huv BEHAVIOR

TAMMY ANN MARCHE










s

i




THE DEVELOPMENTAL AND GENDER RELATED USE OF LISTENER

RESPONSIVENESS AND INTERRUPTION BEHAVIOR.

BY

@ TAMMY ANN MARCHE, B.SC L

studies in partial fl{lfillﬁnt of the
requirements for the degree of .

Mastgrs of Science

Department of Psychology
Memorial University of Newfoundland

Novemper 1988

St. John’s N Newfoundland




Permission 'haa been granted
to the National Library. of
Canada to. microfilm this
thesis and. to lend or sell
copies of the film.

. The author (copyright owner) .

has reserved other
publication rights, and
neither’' the .thesis nor
extensive ‘extracts  from it
may-be printed or otherwise
reproduced without hia/hsx
written permlun:lon-

L'autorisation a été accordée
3 1la Bihlioth!que nationale
du Canada de microfilmer
cette thése et de prater ou

de vendre- des oxamplni:u du '

L'auteur (titulaire du’ aroit
d'auteur) se réserve. les
autres droits de publicatlom
ni.~la~-thdse ni - longs
xtraits - de. cel e-c!. ne
[doivent @&tre imprimés ou
autrement reproduits sans son
autorisation Gc:its.\ "

. ISBN- 0-315-50450-1 s




; i Abstract. * 5
i . ) < Vea T

The developmsntal and gandar ielated use %‘two‘

- ) ccnversatianal techniques, listener responsiveness land 4

1nterruptxon, were investigated in three .age groups : i

®(grades 4, -9 and z;ollege). In

1 tion, “the influences of

dominance ten&encies and sex—role onienta:ion nf # \./‘ff"’ . o

- individuals and their partners lofreaz:h oi ‘theseé: techniquss«: 3

! were also explored. 'rwanty-minute structured dyadic . N = FY

conversations of 90 dyads (30 male, 10 female, an 30 -

mixed sex) were \far nine types of back channel cues 2 E
and four types of interruption. The analyses revealed chs
develcpmental findings to be: (1) the numbar of bsck

channels. gradually- 1‘ncressed with age although even young

‘ B chlldren produced frequent back channels‘ and (2) the .
' thrée age. groups used 1nterr\1p ons ‘to similar degrees.

The sex d1fference findings innhm'gh (1)_female=fenale

<dyads were the_must: responsive dyad combination; females
wei-e as responsive to Eéa\les/;s they were ‘to malek, w5 /
‘Whereas malef were sightly‘ mox‘s\'\responsive to males than, "’ /‘
2 ~ females; and females were also sqmewha't more responsive | - 7

than males in male-female inte‘ractions and ' (2) the three . i

dyad types\edA 1nterruptwns t6 similar deqrees, nales - /
,r-mterrupted males as much 44 they did females, ‘however,
females interrupted females more than they did males; and

females_and males interrupted one another-to similar

g ~in a | iod. overall, it was.




. genenlly the elder (grade 9 and cb\_]‘.ega) lamale-female ~
qroups vhich prodnced the greatest amount_of both back

e fE charmels and interruptions. The analyses on the
personality variables revealed that: (1) an individual’s
level of dominanca did not predict back channel bebavier,

"and predicted only some instances of interruptmn‘ . ¢

behavior, and (z) while subj’ects’ masculinity and
tsmimnity did not account far a large portmn of back

e | channel behavior, when it did, femininity predicted . T

‘trequent use, while masculinfity P edicted infrequent use; ' '
¥ and whereas eex-role did not predict interruptiun behavinr
¢ for those 1ntarruptions whu:h were positively carrelated

with dominance, it dia for those which were negatively

< " reluted to doninance S S

Back Channel Developmental Differences Dominance B
[ L = - = R
. g = Interruption Gender Differences’ € Sex-Role
5 25 .
i
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“Introduction

i Language function
What types of conversational skills do individuals
rechire to have Full adult competence in language? How do

— communicative skills change as one grows older? When in

language development do conversational sex differences,

begin to emerge? These are only a few of the many

questions that ).:esearche:s have been interest_ed in when

studying language. function. Language has been studied for

many de;:ades‘n_ow, and while a great amol‘mt hds been gained

from an emphasis on thé formal ndture or structure of

language (i.e:, grammar, vocabulary and pronunciation) , -
. language function\"has only .recently ;-eceived the at\:ention ~
/ it d‘eserve's. Language function refers to the pragmatic 8
g eaﬂnivng' of[lal?qu;ge and how language s used in cohtext.
< It is felt (e.g., Brown, 1980, and Bruner, 1974) that the 5
way llanéuaqe is used is crucial to understandiné how

language develops. ' That is, language-use may be the most b
. important feature infiuencinq all aspects of language N

]
& ‘} development. . . -

~ P o
Devel t _of 1 function

Two oF the’ perspecé‘ives fro‘m which researchers
examine lu‘nguage use are frb:ma developmental point of
view and from a sexrdi‘f;ference perspedtive." Until *
recently, however, relatively little research has been

5, . Sl DI




devoted to examining pragmatic language development. For

.instance, 'in the study of .one type of language function,
* coriversation, most investigations of the d'e'v‘eAl&;pment of
conversational skills have centered on young children. We =
do know that préscheolexs ste capable of engaging'in’ -
doherent and lengthy conversations with paer‘s and- parents.
And we-also know that children start to- pick up the . L E

beginnings of some conversatmnal skills very early Y S

tcooper and Cooper, 1984; Dcre, 1985; Fnster, 1936. Garvey

and Berninger, 1981; Jahnston, -1_ : Kaye and Charney,

1980; McTear, 1984), as well as parforming similarly to . o ) 3
' adults on some skills. For" h!stance, children are as ¥ .,
profici;nt‘at conversational "timing -as adults (Meny{)‘c and
Klatt, 1975). ‘HDwever,reven though children possess some* : ‘(
cmwsrsationla'l skill they are often not's::ccessful in '
complgx communicative tasks, since pragmatic language
development is not cc‘:mplete at an early age but insteag g ‘
-continues throughout 'life. .Young'adults have also been
studied but less extensively than young children. ‘We,
knaw very little about language use by oléer chlldren, ! .
adults or the elderly. The little work that has bean done . ) .
on adults has examined special sdcial registers (styles of ’
speech we acquire in our social relati;nships), while
studies with the elderly have focused on lahguage deficits °
(Gleason, 1985). How children learn the pra,gm‘aciq N ” X .
language system of adults, and how this system changes ias‘




they become, adults, and then grow older, is still poorly

understood. . ‘
sex diff. in 1 function
Much’ of on 1 use has ated on

sex differences more so than on development. Studies in
the early 1970’s examined the relationship between speech
and gender, after it was.reglized that differences in sex'
roles are reflected in language patterns (Henley and
Thorne, 1975). For instance, Robin Lakoff (1973; 1975;
1977) stimulated a great deal of research interest W;ChA
her proposal of a "woman’s xanquag;'u Lakoff maintains
that women’s speech contains many more devices such as tag
questions and intensifigrs than men’s speech. She feels
that women possess special technical vecabularies (e.g.,
cooking terms), alcn;g with  impoverished vocabularies in
other areas (e.g., sports, business terms). She sees
women’s speech as containing move traditional or correct
pronunciation than men’s speech, and as being more polite.
Lakoff also maintains that women avoid forceful
statements, and make great use of expressions that convey
hesitation and ‘uncertainty. Althouglf fakoff asserts that

men and women really speak different languages, she

presents no real empirical evidence to support her claim.

Researchers have, however, provided some evidence for
o L

sex differences in both language structure and function.
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For instance,” sex differences have been found in syntax

(e.g., Kramer, }975), phonology (e.g., Labov, 1966‘;
Trudgill, 1975), as well as content (e.g., Bvarron,v 1971;"
Gleser, Gottschalk and watkin's, 1959; Harding, 1975;
Landis, 1927:; Landis'and Burtt, 1924; Langer, 1970a;

1970b; Mo’ore, 1922; wc;od, 1966). As an example, and in

s\?pport of Lakoff'’'s ciaim. it has been well documented 5 .

that' women use "correct" or standard pronunciation more

than men ’do, in many different languages (e.g., Anshen,

1969 Fasold, 1968; Fischer, 1958; Labov, 1966; 1972,

Milroy, 1976: Sankoff and Caderqren, 1971; Shuy, Wolfram\

and Riley, 1967; '!‘rudgill 1975), and that women show more. 3

intonation and pitch variability than men (e.g‘., co‘.feman, -

1971; Crystal, ;LSS?; ﬁerbst, 1969 ; Mc’Connsll-Ginet, 1978; '

Sachs, 1975; Takefuc;a, b‘ancosek and Brunt, 1972), as well

as using fewer- nonsfandard forms (e.g., Wolfram, 1969;

Fischer, 1958; Levine and Crockett, 1966; Shuy, Wolfram e

and Riley, 1968; Garvey and Dickstein; 1972). The above

is not meant to prov\idg an exhaustive'list of studies

finding sex differences in structure since language .

function, not structure, is the focus of the present

paper. ! o
While there are indeed cunsistent.sex \ditfei-ence's in

structure (form and content), many more diffe;ences have _

been found in language function or in the way language is @ &

used. Some even feel that research on gender aand language



s

) auxiliary words, Nhegations and self-references (Gleser,

.McGrath and Gale, 1977).

&

use is the most fruitful research in the area of sex
difteren‘ces in language (Thorne, Kramarae and Henley,
1983). The research findings in thlé‘area have dealt
mostly with conversational discourse, as opposed to other
forms of language function (e.g., narratives), and are
quite plentiful. The following are a few of the findings:
females have been found to use morevpolita forms (Hartman,
1976), and to laugh more often than males (Coser, 1960;
Duncan and Fiske, 1977; Haas, 1978). Females use more
adjectives (Brandis and Henderson, 1970; Hartman, 1976),

more words that imply motivation and emotion, more

Gottschalk and wati(ins, 1959) than males.’ They use

particular terms of endearment (dear, honey) in a wider ‘)
range of settings than men (E&bg, 1972). They use ﬂore N -
intensifiers (so, such, quite) (Key, 1972), more fillers N
(uhm, ah, you know) (Hirschman, 1973; Eakms and Eakins,
}978), and a higher proportion of qualifxinq statements
than men (Eakins ;nd Eak‘ins, 1978 ; Hartman, 1976;
Strodbeck and Mann, 1956; Swacker, 1975). l{émal‘es have
also been shown to use a great many more tag questions
than males (Crosby and Nyquist, 1978; Hartman, 1976;
Holmes, 1984; Lakoff, 1973;'1975; 1977), and to'use more
1inquist1c forms that connote uncertamty when ten are

present than when men are absent (McHillan, Clifton,




Men, contrary to stereoc;'pe, have been found to talk
as much, or more than women, when th'.e sexes converse ..
(Argyle, Lalljee and Cook, 1968; Bernard, 1972; Eakins and
ﬁakins, .1976; Hilpert, Kramer u‘nd Claxk, 1975; Kenkel,
1063; Leet-Pellegrini, 1980; Str 19513 " §

James and Hawkins, 1957; Strodtbeck and Mann, b 1956;

Swac)ér, 1975;

nitz, 1959; wooq, 1966) . Males use more
du'ectives (Hennessee and Nu:kelson, 1972; Soskin and

Juhn, 1963), speak longer per turn (Duncan and Fiske,

1977; Elyan, 1977), spgak\louder (Elydn, 1977), and use
longer sentences (Swacker, 1975). H‘owever,‘ amorig . ‘y
children, girls have been found to talk more in mixed-sex \

éraups (Brownell and Smith, 1973; Entwisle and Garvgy’,

1972), ar;d to use longgr utterance length (Hacgoby‘, 1966;
Winitz, 1959). i \ - I.
Some researchers bélie;le that such sex differences in
vthis area of language function depict a_pover
differential. For instaﬁce, Fishman (1977; 1978a; 197Bb:v
1950:‘1953) maintains that women must engage in most of

the active support work in order to maintain and . . ¥ L

facilitate conversation and discussion. In her studies, .
females were found to ask two and a-half times more 3\)
questions (which strengthen the possibility cﬁ‘a

response) , fill more sllences, and use twice as mar{y“ -
attention-getting beginnings (e.g>, "this is int;réstind“)

than males. Men were found to produce over twice as many




statements than women. Statements do not demand a 2

response. Although women raised 62% of all the tcpics,

they only raised 38% of those which evolved into

conversatxon._'_"Fxshman feels women use such speech to

ensure men’s responses to thelr‘ topics of talk and to .

ensure getting listened to. It must be noted, however,

that Fishman lﬁé not reported any skatistics or showed ~

data of any kind to support her conclusions. v ’
Women have not only been found to engage in most of

the conversational support ws:rk, but they have also been

shown to-have little control in hoysx./c;;lversqtion develops.

For instance, male experts were ratéd by judges as

st.ructurinq‘ conversational beginnings significantly rnore -

‘r,han 4id female experts, or éither partner of equally
uninfoimed pairs, and as tending to control the closings ..
more than did female experts, or either partner of equally
unint‘ormed_pairs (Leet-Pellegrini, 1980). It has also '
been found that communicators, regardless of sex, speak

for a greater proportion of the total conversation when

the listener is female as opposed to male (Markel, Long .
and Saine, 1976). Similarly, it has been found that a

male speaker is listened‘to more carefully than a female
speaker, evex\ when they make identical presentations w %
(Gruber and Gaeheiin, 1979). Another consistent finding

has been, that females allow males to dominate the

,available talking time without 1ntezrupﬂop (Edelsky,




1981; McMillan, clifton, *McGrath’and Gale, 1977: Soskin

and John, }963; , 1979; /1975 24

and West, 1975). In other words, men- are more likaly to
interm_apt women than 'women.are likely to interrupt men ~
(Argyle, Lalljee and Ceok,‘ 1969'; Eakins and Eakins, 1976;
McMillan, Clifton, McGrath and Gale,- 1977; -Natale, Entin
and Jaffe, 1979; Octigan and Niederman, 1979; West and’
Zimmerman, 1977; Willis and .williamg, -1976; iimmqrman and

West, 1975).

There are, however o d;screpant f£indings in the
literature concerning sex diff.erences in discourse. For »
instance, some studies have found fio sex-assqciated use
for tag questlons (Ba}mann, 1976,‘ Jchnson, 1980) , or .
qualifying statements (qualifiers) in adult;. conversation
(Baumann, 1576.- Hirschman, 1973). And some studies havg
found tag questions t)) be more characteristic of male than
female sp&ch (Dubois and.c‘:ouch-, 1975; Crouch and Dubois,

1977). Some evidence éven suggests that the Fentativeness

o | %
represented by tag questior:s may be age-related instead of

sex-related (Hass and Wepman, 1973 ,' Hartman,| 1976). And

some studies evén gg that "tentat. Sd" is not' the
sole rieaning o‘r function .of tags (e.-g.-! Johnson, 1980) .
Other contradictory studi‘es .include Duncan and Fiske’s
(1977) findinq"tha’t men have a greater rate of filled \

S . 1 ~
pauses than women;. and Markel, Long, and Saine’s (1976)

finding that the average duration of utterances are




shorter for males‘ than for females. Finally, one study
examining politeness in three male and three female
fourteen year olds found females interrupting males four
times more often (Connor-Linton, 1987) . It may be the
case then, that such inconsistencies between studies are
the result of different conversatdional techniques having
~different functionsvin d:.fferent social situations. Fer
mstance, some researchers (e g., Mishler, 1975) have
proposed ‘that asking questmns is a method people use to
-control conversations. Laughter does-not always encourage
further talk but can also put others down. And tag
que_ét:ions should not always be, intefpréted as a .means of
security kut may instead be used“to facilitate
conversational interaction. And_even when men and wbmen
use simiiar freq;xencies of tags fu:pifnéance, the reason
they use tags may be very dif; erent (Holmes, 198‘4) More
work, therefore, is obviously needed in this area in order
to explain and eliminate such ingonsistencies.

Like the many research paperUncerning language
JSunction, \I too examine pragmatic communicative competence
Fr'on the' two mgjor per;ivectives, that’ of development and
sex diffsrencéé. ,As one may notice from the above
flndings, a great amount of r?search on language functio.n

has ted on corv 'rm\, which is also the focus

of this paper. “However, I specifically examine rules of .
"

y -
conversational discourse.

v




inmn ai rules

/
Convérsational participanta must: understand und obey

the interaction rules of their culture in order to -

communicate successfully (Wiemann and Knapp, 1975). In
normal social interchange, paoplé participate in the
tfansition from the role of speaker o listener, ,and back
again, smoothly and easily. Turn-taking is-only gne set . ¥ = 3
of discourse rules that one must acquire ‘in o;rder for

ion to be ssst ully. ' Turn-taking,

however, dnas not always go ).smoothly, for instance when

one spea: int (P

, 1986;. Sacks;

Schegloff, and Jéfferson, 1974), Children are taught "not
to interrupt" at a very young age.. Children are also
instructed to "listen whén spokén to".- Both. mterrupting

a speaker, and not mdicatmg that you are llstening to-

what,‘they have to say, can show impoliteness and lack of
respect. Breaking these communicative norms.which have

been set down by society can have serious consequences,
[}

such as inhibition of social interaction. No one enjoys

spending time with who 1y i ts and
— "\ i #:
takes no interest ih what they have to say. In any

successful convarsaticn, every partxclpant is thus

expected to obey- the conversational rules (Sacks,

Schegloff, and Jefferson, 1974). These rules include

follawxng the turn-takinq system which speciﬂes only one

speaker at-a time. Thus, intarruption is prohibited. A X

- : . o
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Auditors are also expected to help maintain and facilitate
conversation by displaying listener cues, whidk provide
speakers with feedback they need to continue talking.
since the conversational devices of interruption and

i
listener responsiveness appear to be crucial for discourse

they are examined in this research. The following is a \

detailed discussion of the research findings and
. >

hypotheses concerning each technique. .
3 . i 1 . s B :

“Developmental and gender related use of listener .
- . ’ ;gsggnsivéness . . =

v

Listener response cues '(Dittﬁam;l, 19727 1977; Fries,
1952; Kraut, Lewis and Swezey, 1982; Miller, Lechner.and
* Rugs, 1985) or back channel communica\cioné (¥ngve, 1970;
Duncan, 1972; 1973; 1974) are small visual and verbal
comments made by an auditor while a speaker is talking.
'Il‘hey are not attep\‘pts to'claim a speaking turn, . they do
not constitute a turn, nor are they seen as an
lnterr;xpcion ,of‘ the current speaker’s turr‘x (Duncan, 1972;
Schegloff, 1972). Both participants view back channel '
cues as ending ilm'ngdiately after these brief utterances
' ; _are enmitted. Back channel comminications consist of both
¥ linguistic and nonlinguistic forms. The verbal forms

include brief responses\‘(e.g.', yeah; I see, mm-hmm, uh-

huh) , requests for clarification, repetitions of the \9




speaker’ s words and brief sentence complet:icns. 'rhe :

|
nonverbal fcms consist of responses such as head no

D. gazes and hrielf “Smiles. (Duncan, 1974).

'unc: S y (=15} ses ’ .-
Back ;:hannt\‘al communications display continued

attention, ince:;*est, involvement and co-participation in

the interaction ‘\(Bx;unnet, 1979; Davis and P\erkowitz, 1979;

y Zimmerman and West, 1975)’/ They let speaksrs know that.an

- auditor is keeping up with them, and has understood what J ¥

was just said (Ditcmann, 1972; 1977) They aid the' flow
|

and organization \of the interacbicn by detamining who

will listen and who will, yspeak (Goffman, 1955; Jaffe and.
Feldstein, 19707 scheflen, 1_968). They also serve to
signal the speake;‘ tl';at the auditor does not wish to. take
the speaker role, and .to encourage the speaker to cp]tinue
N talking (Duncan, 1974). Through the cues that indicate
14 fhe level of the auditor’s unde{standing, speakers ax;é
palso able to adjust their communicétive endeavour so that : o
their ideas con‘e across more clearly (Brunner, -1979).
That is, this feedback aids the speaker in providing more
comprehiensible information to the listener (Kraut, Lewis,
and Swezey, 1982) , therefore \helping to -coordinate jE
understanding ‘and maximize ccmprehensihiiity between the
listener and the  speaker. Kyraut and Lewis (in press), for i

example, have shown that feedback can help regulate




organization of what a speaker has to s\ay. Listeners. were
shown, in Kraut et al.’s (1982) study, to understand
speakers’ summari:es of movies better the more feedback thé
speakers had been provided. Thus, "speafjers can use
\lhtem:r feedback to blilor what they say to what
lipteners need to know" (Kraut et al., 1982;: 728), a/n/d
therefore to aid communication (Thompson, IWebster, J’(lumpp

and Bertsch, 1958) . Other studies have examined how the
qualit}; of speech is influenced by feedback in /
conversation. when,jgeébac/k is withheld from speakers
their speech bgc&mes less coherent and structured (Kent‘,
Davis and- Shapiro, 1978y, ‘and l\ess;ejificient on some -
measures _{OKrauss,u Garlock, Brfcker and McM/axn, 197{‘
Krauss and Bricker, 1967; Krauss and Weinheimer, 1964;
1966) . The speakers become upset and disordered
(Rosenfeld, 1967)., and t:.hey are less accurate in ‘their
communic:%ion [(Feffer and Suchotliff, 1966; Leavi‘tt an‘d
Mueller, 1951). For instance, .l(r::uss .and his colleagues °
found that speakers needed more words to describe an
object successfully when back ch;annel communication to
speakers was disrupted. Back, channel cues also indicate
how the auéitor feels about what the speaker has just‘ said
(e.g., amusement, agrgement, scorn, disagreement, shock)
(Brunner, 1979), while also helping the interactants
de’fine the staté of their relationship (Kraut, Lewis and

srézey, 1982; Wiemann and Knapp, 1975)..

w
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The ability to use 119}:59;: or responsive cues’is
not only essential in aiding commi::ution‘, but is fallso
very important .socially,’even for the young child. The
% importance of developing this sicill $as been highlig;'ted
‘:r;n studies which indicate that responsive cues of
"r‘;/ttention are a powerful reinfox'cer (Hersen and Ba;lov. .
1976). Responsiveness Qas also bee? shown to increase -
attra‘étion to one’s purtner (Rosenfeld, 1966; Stohl, .
1981). In the study by Rosenfeld (1966), subjects tried
to thain approval from other naive subjects by eliciting '
‘more back channel fesp;ﬁéés. It was found that the use of - ° d
these responses was s%qnific’antﬂly. ;;,1;:;3 to the approval
of others. Other studies have found that qazing\ or eye
contact and smiling, in\some situations, can produce
A attraction (e.g., Ellsworth and Ludwig, 1972; Hersen and -
Barlow, 1976) and are signs of affiliation (Kraut and
Johnst;:n, 1979). Children prefér to interact with others
who are more "contingently responsive" (Konner, 1975).
“ana interacting’adults are more attracted to partners
whose utterances are rélew‘/ant to what they were previouély
talking about (Davis and Perkowitz, 1979).
elopme; res
When there is a lack of féedback by the auditor,
interaction will definitely be hampered. It is, &
therefore, quite obvious that the development of active
/
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."hearership“ is essential to'enhancing conversational
competence. Unfortunately, most of the research on
listener responsiveness has been of a structural nature.
For instance, studies have examined where, in the stream
of" speech, these listener cues fit (Dittmann, 1972;
i pittmann and Llewellyn, 1967; Rosenfeld, 1972), and how
théy are related to the changing of the speaker turn or
various speaker signals (Dittmann and Llewellyn, '1968:
Duncan, 1974; Wiemann and Knapp, 1975). 5
. Developrmentally, nonverbal' L"Aack channel cue_s.have
‘received ;cm; abten'tj.on. For instancé, gaze has been
found to play a maior regulatory role in mother-infant '
interactions (Bateson, 1975; Bruner, 1975; Jaffe, Stern

and- Perry, 1973; sn/n.w, 1977 ; Stern, 1974; Stern, Jaffe,

il Beebe and Bennett, 1975). Gazing is also used to discern
signals that ir‘!dicate‘when the other is about to
relinquish the "floor" (Craig and Gallagher, 1982; '
Gallagher and Craig, 1981). An increase in gazing has -
been found from ages four, five and six, to seven, eight
and nine, with a slight decrease at ten, eleven and twel\.'e
years of aée, and an increase’ for adults (Levine and
© sutton-Smith, 1973). £
d Dittmann. (1972) was the first to look at both verbal
and nonverbal listener cues from a developmental N
pez‘;pectivé. Hi initially examined the listener response

repertoire of college students speaking to one another, °

N B : ! .
;o i 3




‘capability of young children makes it:look as if

which he then ,cunpax'd}:o the repertoire of children who

were in grades kindergarten,.one and two. These “children

were observed in the cl r during tured-

activity. While a few listener responses were observed.
Dittmann felt that, up to the second grade, there vas

nothing regular about their appearange. He then made an

extended investigation of children in\grades one, tm-ee

and fxva who were observed in school (bu in school-

like situatiuns) . He found very little difference in rate’
e ‘

of response from grade to grade, and listener resinnses
were almost sbsent except in high puu'siguauons
("situation pull" 'f:einq dﬂg{ned as "a judgement of how
strongly nne might axp?ct listener re;ponses to be used by

more mature cnnvei'sationaii‘st; under similar ..

circumstances‘" (Dittmann, 1972: ill)). He also -collec_ted

cocvefs;:ions of both children and: adults in laHoratory

settings where different degrees of social pull on rate of

listener response were examined. Older subjects were
found to produce significéntly more back channel cues than
the younger group. Dittm:ann concluded this, study ‘by
maintaining that younger subjects produce very few
listener responses compared to adclescents and adults. |
Dittmann (1977) reasons that although the turn-taking
B
i_nturmation were being exchanged, in realit’y each child

does not pay, attention to w’hat the other is sayinq‘: This
’ ¢




is because, he believes, children starting school are only

ca;pable of "socialized speech", and the more personal

.speech that involves being able to take the point of view

of. others and empathizing with the speaker’s need for
feedback is still beyond them (Piaget, 1926). This
complicated role-taking ability and caring for others,

according to Sullivan (1954), does not appear till

preadolescence. Dittmann also points out that children

talk in short bursts where there is really no need for
feedback to help the speaker contmue talking.
Th].s' reasoninq and the results of his flrst stﬁdy
prompted Dittmann (1977) to look for listener responses at
later stages in development. Childrén in grades six, ) L
seven and eight were observed while listening to one )
anothexl- and adults (teachers) in both free—flow{;xg and
instructional conversation. ListEner responses were found

to be infrequent when children were conversing with one

-
and with . + children were found

" to be more responsive to teachers than to other children.

And while adults were found to be very precise in their

timing of listener ‘responses, emitting them within

milld after the had finished, children

tended to be a little‘ late in responding. A gradual o
increase with age in the use of listener responses was

also found. Dittmann (1977)‘mainta1ns that although they

have not established the exact age at which the adult
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patterns of listener responsiveness are fully established,

they have located the time when children’s cqnversaticn&l.‘
behavior begins to change into .the conversational behaviox\
of adults. He feels that the beginning of these adult
patterns occurs around adolescence.

Miller, Lechner, .and Rugs (1985) have been the only
others, to my knowlgdge, who have concerned themsél_ves.
with the development of listener responses. Their reéults
are interesting in that they are not Entirely’ consistent
with those of Dittmann (1972; 1977). Miller et al. had
preschool children listen to an experimenter as he |
disg:\ussed different topics. Like I_Jittmann, they found

that older children, ‘compared to younger children, were

more likely to use listener r . These

.only included the nonverbal cues, i.e., gazes, head nods,

and smiles. The \‘lerbal responses, uh-hums and yeses, were
not significantly rélated to age. A greater percentage of
the oiZar preschgolers, however, were nore likely to use
head nbds, smiles, uh-hums and yeses dvv‘.xrinq their
interaction with adults. Younger children were less
likély~than older children to make comments that were
r\elevant to\the adult’s communication. However, although
Dittmann (1972) reported that listener responsés were
vi‘rtually absent in young school aged children conversing

with one gnother and rare with teachers, Miller et al.

(1985) found that even their youngest preschoolers were
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using some listener responses. It is possible that
differences in method contributed to these somewhat
contradictory findings. For instance4, while Dittmann
generally (except in .the laboratory studies) scored for

listener responses during observation which, he admits,

_probably underestimates the actual amount of such cues,

Miller et al. (1985) videotaped the preschool-adult
interactions. :

‘Since young children ha\—/e been shown to be capable of
providing back channel cues under high p\ill situations and
often respondr to eliciting‘.queries, it would seem that
they understand the 'meaning of such cues, and are capable
of prov\iding listener responses.from a very early age.
This aséertion is confirmed by a study which found tha.t
children can be prompted to converse through the use of
back channel communication (Tough, 1973). Children as

young as two years of age have been féund to be capable of
P

pPr ng' £ ignals (e.g., "o.k.") which indicate
that the speaker’s message was received (Masur, 1978).
Thus, the research question I fm interésted in is not when
children learn the meaning of back channel communication,
but 1n¥st;e'a'dr ;l'{en they learn to spontaneously} use back
channel cues in their conversations.

While Miller et al. (1985‘)'a;d_bittmann (1972, 1977)
e)gamined thekdevelcpment of both.verbal and nonverbal

cues, the present research takes a detailed look at verbal

19




back channel responses only. Miller et al. lc;oked at two
vex_-hal cues (uh-huns and yeses). ;rhese redponses c?mprise
.only one of the types of baék.channel cbmmugications
proposed by Duncan (1972). Along with these brief
respunses; other types of back channel communications
inclﬁda requests for clarification, repetitions of the
speaker's‘wc‘ards and brief sentenceiccmpletions. This
study examines the frequency of use of @ach one of ‘these
categories over a small portion Qf the early life span
“(grades 4, 9 and college), in order to determing. the
extent of development of listener responses dursng this
time period. ’

§

Sex dif. in listener

It is generally Belié\;ed that females use more*
responsive cues than males. Sex differgncas have been
found for both nonverbal and verbal communicative
behaviors. For instance, in the nonverbal realm, females,
from four years of age to adulthood, have been found to
gaze more at their partners than males, (Argyle, 1967;
Argyle and Dean, 1965; Ashear and Snortum, 1971; Exline,/
1963; Exline, Gray, and Schuttee; 1965; Exline and
wintérs, 1965; Frances‘, 1979; Hall:’ 1978; Ickes and
Barnes, 1977; Levine and Sutton-Smith, 1973; Libby, 1970;
Mehrabian, 1972). They also engaqﬁ in eye contact for a
longer period' of time than men (Duncan and Fiske, %977;

N




Exline, Gray and Schuette, 1965; Ickes and Barnes, 1977),
they tend to smile more than males, in dyadic interactions
(Duncan and Fiske, 1977; Frances, 1979; Ickes and Turner,
1983), and for longer durations (Duncan-and Fiske, 1977).
Evidence also suggests that females are better ‘at using
nonverbal cues than;are males, and in t‘:.heir ability to
detect these cues in others (Hall, 1978). M "
. From the verbal back channel communicatiors
perspective, it i; also believed that females ténd to be
more supportive than males, and put forth more
conversational effort (Alvy, 1973; Fishr;an, 1977, 1978a,
1978b, 1980, 1983; Strodtbeck and Marin, 1956). For
‘instance, Fishman m:;intains that women used minimal
respons;s (e.g., yeah%, umm, huh) for support work (e.g.,
encouragement) , whereas these responses displayed liack of
interest in males. This belief that women do much of thi§
active support work in conversations, however, is
supported by studies that find women provide many more
listener responses than males (Alvy, 1973; Hirschman, )
1973; Strodtbeck and Mann, 1956). For instance, in a
mock-jury study, Strodtbeck and Mann (1956) found that
males produced only about half as many agreements and
su_pparts as females. Females also tend to laugh more
frequencl); (Duncan and Fiske, 1977; Haas, 1978) th;n
males, and harder (Coser, 1960)./ McLaughlin, Cody, Kane

and Robey (1981) examined d’yadic storytelling between
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inted ‘and found that

females spent much more time as the recipients of stories
than males did. They also A!ound that taxu_xes displayed
more indices of appreciation ("Wow!"™, "You’re kidding!™,

_ "How horrible!"), and added and predicted detail more =
often than males. It has also been found that women
experts used more assent “terms than male experté (Leet~
Pellegrini, 1980), and that women prnyide support for
‘toplics dev‘e'loped-by- others (Fishman, 1978a; Hirschman, °
1974; Strodtbeck and Mann, 1956). |

There are, 1 some L ictory findings in )
this area as well. For instance, while McLaughlin et al.
(1981) found females to iiisplay‘ more appreciation cues and

to add and predict detail more than males, théy also found

an unahticipated result. ,Males had a greater rate of o

interest token use ("Re'ally?", "oh?", "Is that so?"). It
has also Heen found t;.hat when males and females are
appointed to leadership r’oles in small discussion groups,
female épordinators engage in 'less supportive behavior
while male coordinators increase their supportive behavio;
(Babinec, 1978). And -as mentioned previously, Co?nm.:—
Linton (1987) found females int'errqiating malesqo\\xr times
more frequently in his small subject sample.

Dittmann (1972) initially reports a very small sex

difference in listener inhis 1 Y

studies, with females responding more (24%) ‘than males

WV
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(19%) . He notes later (Dittmann, 1977), however, that
when the sample size was doubled the difference i
disappeared. In his.later study Dittmann unfortuhately
did not record whether a girl or boy was doing the talking
or who was listening. There was also no difference
between groups of different sex composition. Dittmann
(1977) did, however, find a sex di‘flfex;ence i_{n N
responéivs\gss to teachers (in the sixth and eighth grades
but not in the seventh grade):. The all-boy groups and the
mixed-sex groups had.‘ res;‘:onse rates of save.n percent in
t':he. svixth a'nd_savanth. grades but jump to *\respons‘e x?ate
6E sixteen percent in the éighth grade. The all,i'q‘irl
groups, however, drop in responsiveness to teachers
between grades six and seven and maintain this low level

in grade -eight. " Towards. one another, the all-girl groups

and -mi d. groups. irc in iveness over the
three grades while the all-boy groups remain the same.
Ditt& (1977) - even suggests that si‘nce all-boy groups
and mixed-sex 'groups were both more responsive than all-
girl groups, and als: engage im lengthier conversations,
boys lopk like the leaders in social sophistication,
especia‘lly":l.n relatiun.to adults. No sex differences in
the use of responsive cues were found for preschool
chlldr’en. Both boys and girls were as equally likely to
use each of the responsive cues investigated in Miller et

al.’s (1985) study. , |

23




Thus, the second aim of this research paper is.to
determine’whether sex differences in "lj.stensr‘ . ¥

responsiveness exist during the time frame which I study. -
s . ~

‘K :

velopment: n nds te

“behavior.

¥ & N
An intefruption event has been defined'as an W
instance of simultar{eous spee;:h that involves "a deep

intrusion into the 1nternal struc\‘_ura of a speaker’s

«
(West_and_zi n J_qa; 104).. Jperatianally

detined, "candidate Jnterruptmns are mcursmns initiated
more than two syllables away rrom the Lnitial or terminal

boundary of a unit-type" (West and Zlmmerman, 1983: '104),

a uni;: type being a word, phrase, clause or sentence.

‘' They penetrate the boundaries of a unit-type before the

last lexical constituent of a possible terminal bpundary

(Eakins and Eakins, 1978). 1 .
Function of i tion behavior

our society places a great deal of emphasis on

interruption hebavior. Childref are taught,’ at a very

early age, not to interrupt a person who is speaking.
They learn that interrupting a‘ conversational partner

. ! .
.displays ignorance about the rules of turn-taking in




{

conversation, which specifies that only one party should

speak at a time. (Sacks, Schegloff and ;e'fferson, 1974),

and is indicative of poor conversational management

(P&ersc:, 1986) . Traditionally it has been felt that

when interaction rules are iliclated, information about the
individual’s orientation toward his or her conversational
partner is conveyed (Wiemann and Knapp, 1975). That is,
}nterruptions are generall}] believed to display rudeness s
and a lack\' of respecc for the speaker.l Interruptinns 3

usyally rastrict the rights of speakers, so that if they

are the conversational particlpant who 1s developlng a’ -~

topic, their contribution will be restricted. It is #so
assumed that individuals who engage in interruption assert
that they have more of a right to control thé topic of
conversation than their partner. For instance, Zimmerman
and West (1975) feel intermptions operate as topic- -
control mechanisms, and they also believe that
interruptions a_J.].ow speakers to exert control and
dominance over their conversational partner. Since one
can change topics and introduce new ideas by .tilizing
interruption this person is seen as havipq "control"
(Greif, 1550). Thus, people who constantly interrupt and
misyffe their conversational partner.are usually seen as
authoritarian and domineering. Large scale trampling of
speaker rights,- even if that speaker is a child, is not

approved of culturally (West and Zimmerman, 1977). Hence, '




such si}:nultaneous speech has the potential to disrupt
current speakers’ turns and the construction of .
convers\ational topics, while \fiolnting speakers’ rights to
fully utilize their turn (West and Zimmerman, 1977;
Zimmerman and West, 1975).

That interruptions are a sign of dominance (Farina,
1960; Hetherington, StGwLE ana Ridberg, 1971; Jacob;
1974; 1975; Meltzer, Morris and Ha\ye's, 1971; Mishler and
Waxler, 196§: Saslow, Matarazzo, Phi‘il\ips\ and Matarazzo,
1957) or control (Farina and Holzberg, 1968; H?dley and
Jacob, 1973; Lennard.and Bernste‘in, 1969) is well - % 4
dccumgnted.‘ ?hat is, interruptions have usually been
viewed as a wice for exercising power and control in
conversations. For instance, i{oqers and ‘\Tones (1975)
found that the persons witi\ the more dominant
personalitys attempted more interruptions.-

Some have gone. as far as sé&ing that interruptions in
conversaticn héve micropolitical significance (Eakins and
Eakins, 1‘978; Leet-Pellegrini, 1980; Octigan and
Nied’eman, 1979). For instance, Zimmerman and West (1975:
105) maintain that "It should not be surprising ... that
the disruption of power in the occupational structure, the
family di\_rision of labour, and other institutional
contexts where life chances are determined has its
parallel in the dynan_\ics of everyday interaction." West

and Zimmerman '(1977‘) feel that repeated interruption of
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one’s conversational partner is a way of establishing and
maintaining a status differential.
M some are ing caution in

assuming that the term interruption is well defined and

nonproblematic (Auer, 1983; Orestrom, 1983), and always
reflects or sighals dominance. Natale, Entin and Jaffe
(1979), for instance, have found that people with a high
need for social approval (:interrupt more often, indicating
that interruption may not always represeht a contdst \‘for
the floor. Other evidence suggests that speech
interruptions may h;ve different gsycholcqical relevance
(e.g.s, discomfort, heiq.hténed il‘nvolvement, .positive
states, dolpinance) during differern‘tjstages of the
conversation (Gallois and Markel, 1975; Long, 1972;
Stephenson, Ayling and Rutter, 1976). Alequire (1978)
even feels that interruptions not only serve as control
functions but can serve as support functions as w‘ell
(e.g., participation in the current topic, elaboration of
the speaker’s ideas and enthusiastic "assené). Therefore,
"it would be a mistake ... to infer that each interruption
event is a m}niature battle for ascendancy" (Meltzer,
ng:'ris and Hayes, 1971: 392). Some interruptions, then,
.may serve to express joint enthusiasm or a-positive ‘state
of éxcitement instead of represenéing a violation of
speakér-switching rolés, or a com&est‘ for the

conversational floor (Natale et al., 1979). Thus, vocal
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interruptions may be either positive (emotional) or
negative (competitive) depending on s(tnntlonal

v
determinants. It may be the case that simultaneous speech

which #€s in of the n ( 1

i ions) s onal floor grabbing

(Natale et al., 1979), while other interruptions represent

enthusiasm: It appears, then, that 1nberrupéiona may be

used for different S it seems Y
tovcl.assify interruptions into various types in cx;der to
“ begin ":Qpping into the diffarené functions of ‘ a
) interruptions. ’ ’
Ferguson’ (1977) related the propensity to interrupt
to the ;'elative dominance of interactants and found that
overall measures of interruption (s;m of all interruption §
‘categoties) were not affected by the dominance measur.;e,.
] contrary to the traditional view. However, she did find
that those subjects who rated ghemselves as highly
- dominant used a lot of overlap interruptions (instances in
which sinultanenus‘speech occurs at the completion of the
original speaker’s utterance). She also found that those \
subjects who used a lot of silent interruptions were rated =
as highly dominant by the main.subject. Silent
rd ipterruptions do*not involve simultaneous speech, but the .
first speaker’s utterance is incomplete, and the person
interrupting takes over the speaker role. This

distinction in the definition of interruption has not been
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made in many of the studies conducted in this area. As
Beattie (1981) ﬁentioh‘s, Ferguson’s (1977) study suggests
that interruptjon should not be viewed as a unitary
phenomenon. "Different categories of interruption are
affected by different variables and only some seem to be
related to variables which might be thot:gbt to reflect
dominance. The use 'in many"ﬁrevious studies of an
undifferentiated CD}I&EP‘: of interruption as a measure of
dominance would seem to be highly questionable" (Beattie,
1981: 33). The present research utilizes t}:e .
classification system of Ferguson (]:977) and Beattie
(1981) in'its attempti to look at developmental changes and, -
sex related differences in interruption behavior. The
“Ferguson classifi:atipn of interruption was chosen over
the Zimmerman and wést (1975) definition, used in many
previous studies, in an attempt to obtain higher
reliability than had been obtained in a previous study

conducted in our lab (Robertson, 1987).

Development of interruption behavior

From the devel’opmental perspective, there is-a. )

- gz 7
scarcity of research on interruption behavior. We know 4 \
that preschoolers undersfand conversational turn-taking

(Garvey and Berninger, 1981), and that they are quite

proficignt at intefruption when conversing with peers

(Esposito, 1979; Peterson, 1986) and with parents (Greif,




1980; West and zhineman, 1977). Children as young as .

'three and four years of age also know that interruption- is

a sign of poor conv ional (P 1986) .
That is, preschoolers do not lack knowledge about ;.he
rules of turn-taking, and they know what it means to
interrupt and be interrupted by a conversational partn’er.
A great deal of research attention has also been davotqd
to examining the intern:\ption behavior of young adults ’
Y(West and Jimmerman, 1?77,- 1983; Zimmerman and West,
1975). l-}gwava‘r, the trequen}:y with' which preschoolers

7

frequency of interruptions of older children or jdults.

engage in interruptions has not been compared: txthe *
One would expect that as people grow older, and as this
rule becomes deeply ingrained into thetr conversational =
repertoire, the frequency of interruption of a
conversational partner would decrease. It is still not

known at what age this conversational skill begins to take
» x

on an adult Using s (1977)
classification of interruptions, I try to explore these
issues by examining the developmental changes in different

types of interruptions over the early life span.

Sex differences in interruption behavior
hi
Since it has been shown that even preschoolers often
.
interrupt one ‘another and are aware of what such behavior

means, much of the research on interruption behavior has
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not been developmental, but has instead concentrated on
sex differences. - Studies h&e shown that children are not
only skillful users of interruption, but they also learn
sex’typeq patterns associated wir_h‘ this device.
Preschoolers have been found to inten:upt each other
equivalently whéh engaged in same-sex dyadic interactions.
However, boys interrupt girls significantly more than £
girls interrupt b?ys. That is, in the studies that

examined preschm‘!l interruption behavior the large

'majority of interruptions were by boys (Esposito, 1979;

Peterson, 1986).

This interest in gender related interruption behavior
was initiated by similar findings in the a%iult literature.
Dyadic conversations between, ac:;u?intecl ccllege-students N
were recorded in public places .{e.g., coffee shops, drug
stores) and private residences. It was found “that 3
virtually all the intei’ruptions and. overlaps were by the
male speakers (Zimmerman and West, 1975). It is generally
felt that these findings relate to power and control in
the way our societal institutions are arranged (Wes\: and
Zimmerman, 1977; 1983; 1985; Zimmerman and West, 1975).
Similar patterns emerged, although to smaller degrees,
when previously unacquainted persons in same-sex ax‘nd
cross-sex dyadic conversations were observed in a U
laboratory séttinq (West, i.979; West, 1982; West and s

Zimmerman, 1983). It was the‘n suggested that this pattern



was a "basic of i ion males and

females ‘in oUr culture" (West and Zimmerman, 1983: 103).
Zimmerman and West concluqad that "men deny equal séatus
to women as conversational partners with respect to rights
to the full utilizations of their turns® (Zimmerman and
West, 1975: 125). )
It is felt that such treatment by males towards

females is similar to adult-child conversations where the
child usually has restricted rights to'speak or be
‘l.istened to (Sacks, 1‘972). For instance, cdnvarsational

Eanagément'techniques were observed in interactions U

and 1 children eng in semi-
structured play. If. was folnd that tathars tended to
'intempt and speak silultaneously more vith their
childrgn than mothers did. Both mothers and Eathers were
also more likely to use both these techniques more often
with their daughters than with their sons (Greif, 1980).
Botl,: effects were marginally significant. ‘simﬂar results
were found by West and Zimmerman (1977) when they recorded
a set &f parent-child intefactions in a physician’s
ot‘f\i‘c'e. Preschool girls then, learn that they.are m;)re
interruptable and are less important than boys, from both
peers an‘d:parents. Boys learn thai it is more appropriate
to interrubt a girl than another boy, and girls learn thn(:.
it is never appropriate to interrupt a boy (Peterson,

1986). Thus, it seems that from a very early age children




socialization probably has not yet been totally developed

may learn.to use interruption as a conversational tool to
indicate status and power. From a developmental
perspective it is possible that boys interrupt girls less

than men interrupt women because this sex-differentiated

(Esposito, 1979). : p

General agreement exists that by interrupting women
far more often than they are interrupted by women, men
attempt to dominate women in spontaneous conversation.
And a great deal of support exists for the Zimmerman and
West (1975) finding that men int:érrupt women far more than
women interrupt men (Argyle, Lalljee and Cook, 1968;
Eakins \and" Eakins, 1976; McCarrick, Manderscheid and® -
Silbergeld, 1981; McMillan, Clifton, McGrath and Gale,
1977; Natale, Jaffe and Entin, 1979; Octigan and
Niederman, 1979). For instance, male faculty nembers have
been found to contribute more interruptions to
departmental faculty meetings than females‘ (Eakiqs and
Eakins, 1978). Listeners are also more likely to speak
sil_nultaneously when a speaker is female, and males are
more likely to speak when a female is talking (Willis and
williams, 1976). Bernard (1968) found, without citing
evidence, that women engaged in mixed-séx grouj

conversation§ usually had a harder time getting the floor,, <

and when they did were more likely to lose it to

successful interruption by a male. It is also interesting
’



to note that "normal" families have been found to be

characterized by father doninance ;:ltkich is accepte‘d by

other members of the family. The "clinif:" family,

however, is characterized by a mother dominance whichr is

not accepted by other family members. These families are )

also characterizéd by a significa};\tly greater number of .

total interruptions than the normal family (Leighton)

‘Stollak and Fe_rguson, ‘1971). |
However, probably due to such factors as diffe\cences

in definition of interruption or differences in

interactive setting (e.g, dyad vs. group) others have

found contrasting findirigs. In Leet-Pellegrini’s (1980)

study the\nction o<f conversational. competitiveness between

men was supported by certain findings, while other

findings indicated that a shift in c t can either %

‘depress or enhance a female show of dominanée. i{esults

for intrusions did not provide the striking finding that %

was observed by Zimmerman and West (1975) whereby males

routinely interrupted females. Beattie (1981) also, in

.contrast to West ahd Zimmerman (1977), did not find sex

differences in either the frequency or type pf

interruption in tutorial discussions. This was because,

‘he felt, women were interrupting more than they had been

in previous' studies because "the social context demands v
that interactants make a good impression" (Beattie, 1981:

31). Dindia (1987) found that men did not interrupt more

/




than women, and that women did not get interrupted more
than men. And she also found that women did not interrupt
less assertively; they did not respond less assertively to
interruptions, nor did 9ley have less assertive behaviors )4
interrupted than men. Females also do not always give up
their speaking turn, become silent when interrupted or let
men passively interrumt them as previous studies have
‘observed (e.g._, Zimmerman and West, 1975), but instead
they sometimes compete with men in cross-sex interactions
(Scheel, 1979; Ober,-1978). That is, women have been
found to interrupt the interrupter (McCarrick,
Manderscheid and Silbergeld 1981).

one 'o_f the goals of this paper then, is to replicate
studies which have discovered sex differences in

interruption behavior.

4

The influence of. internal factors on back channel-and-

interruption behavior.

Researchers have not c‘mly found communicative
patterns to be affected by external factors such as age,
but internal factors, especially personality traits, have
also been shown to play a part in a person’s communication
behavior. For instance, males have been found to take

longer speaking turns than females (Argyle et al., 1968;




Swacker, 1975). And longer total talking time is related § g 4

to measures of high déminance for both males and-females '

.(Rogers and Jones, 1975). Long utterances have also been

found to be related to self-descriptions of aggressiveness b
in both males and females '(Ftances, 1979). Partic}xlar
traits then, may be related to the diffaiances found in
communicative behaviors. Two of the personality tra}ts
which have been linked to cunvetsationa]: behavior are -
dominance and sex-role orientation, and their role  in -
predicting back channels and interruption behavior in one ’\ ~

qi:oup of teenagers and college ‘students is explored here.

Donminance measure S e
nginax;ce has been described as "a subject’s’ tendency Tk

to influence or control the behavior of others ;lhen i

" interacting with them." (Ferguson, 1977; 299). Many .

communicative measures have been linked to dominance. For

instance, total time. holding the floor (Rogers and Jones,

1975), frequency of participation (Shaw, 1959) and amount

of social interaction (Haythorn, 1953) have all been: found 2

to be positively related to dominance. The present study

.
examined whether dominance predicted back channel behavior

and interruption behavior. The dominance measure used in.-
this study was the dominance scale 6f the California |
Psychological Inventory. [

The relationship between back channel behavior and B
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: dominance of either the speaker or the listener has not

been previously examined. Back channel behavior has,

i - however, been linked to other personality variables. For

instance, Natale, Entin and Jaffe (1979) have examined the

relation between speech and social anxiety and back
channel behavior. " They found no relation between the

conversationa® partner’s personality and the use of back

channel cues by an individual. But they did find that the
use of back channel respoﬁses by individuals was
. positively related to their fear of negative evaluation.

P That is, the more a person feared negative evaluation the
. L more back channels they produced. "The positive social
function of back channel responses is apparently strong
enough to answer to a person’s need to be positively
evaluated" (Natale et al’., 1579‘; 875). Back channelling’

is not regarded as a way of controlling the behavior of a .

eonversational partner as dominance is. Since this
N behavior does provide a supportive function in

conversation,- it is hypothesized that listener

respens{veness would either be negatively related to
dominance or not related to ‘dominance at all.

As fo; im:err’uption behaviz‘)r, ‘recall from the
previous section that many studies (e.g., Meltzer, Morris
L and Hayeﬁ, 1971; Saslow, Mataraz;:o, thivllips and

B Matarazzo, 1957) have indeed found dominance to predict

interruption behavior. For instance, Rogers and Jones
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(1975) found that individuals with more dominant 5 F

lities p more i ions than did

individuals with less dominant personalities. Other N
researchers, however, have not found interruption to be

relatgd to dominance. For instance, Ferguson (1977) found

that overall measures of interruption were not related to
dominance, .but that only _gen:ain types of interruption

were. Since this study utilizes Ferguson’s definition of

interruption, it is hypothesized that dominance will' not

be related to the overall measure of interruption but to
only certain ’typ'ea of interruption. That is, based on :,,
Ferguson’s ‘findings dominance is expected to be positively

related to overlap interruption and silent interruption.
N

Sex-role measure
Sex-roles or sex-stereotypes "and the attitudes held N M
in respect of them constitute our social representations
of men and women as distinctive social groups, the.
formulae for masculinity _and‘f’emininit.y" (Smith, 1985;
27). Some resgarchers (e.g., LaFrance, 1981) have found
that: by taking sex-role. into account, the ‘orjgina_l\ sex
differences found in some communicative behaviors are no

lander significant., So sex-role may be the component .

ible for sex dif n in conversational
bahavinr‘. In the present study, sex-role was measured

using the Bem Sex Role Inventory Scale. The Bem Sex Role B
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femininity scale includes traits such as sensitive,

affectionate, onate, and under ing, while .

traits such as aggressive, dominant and assertive are

contained in the masculinity scale (Bem, 1974; Spence and

Helmreich, 1978). That is, socially desirable -
socioemotional traits are typical of the feminine males
and females, whereas socially desirable self-assertive
instrumental traits are typical of masculine males and
females. Androgynous individuals are those persons who
feel they have both socioemotional and self-assertive

instrumental traits. It is believed that the masculinity

and femininity measures are independent of each other. and
of the person’s biological sex. Any person can be
feminine, masculine, or both. And the traits individuals
uise to describe themselves determine their sex-role
orientaﬁ.ion (Bem, 1974; Spence and Helmreich, 1978). The 3
Bem Sex Role‘lnventory ’masculinity’ and ’femininjty’
score of both the subjects and their partners were
correlated with their back channel and interruption
scores. . )

There has not been much research exploring the
contribution of se);-ro!.e to an individual’s back channhel
behavior. Past research ;ms pointed tc biological sex as
the maiyn contributor to differences in listener
responsiveness between the sexes, with females having

generally been found to be more-responsive in conversation -




tixan"are males. As vas already mentioned, iqdiv‘iduals who
use back éhannel behavior are seen us(support&nq
and maintaining conversation rather than dominating it.
Individuals, Ehen, who are more responsive, helpful’, and
sensitive to the needs of others are more likely to use
back channe‘l cues. These qualities describe feminine .
individuals. Thus, it\ is hyvppt:hesiz:ed t!?at the more
fgminiﬁe individuals aée, the more back charinels they will
produce, and that-th’g more masculi‘ne\ their are, the fewer
back channels they will pruduce.' “ F

' As’ for the 1nterru§tion measures,,vresearchers have
also tried to link sex-role orientation to inter;uption
‘i;ehavior. Lan.;ancye (1931)', for-instance, examined the
relationship ,Eetweén{sex—fole énd various communicative
behaviors, one of them being interruption. LaFrance found
no sex differences for interruption. And due to pro'blems
in the study it is difficult to determine the effect of
sex-role on differences in interruption behavior. 1In a
more controlled study by ‘\Robertson (1987), neither\sex nor
sex-role were found to predict }nt‘erruption frequency. It
should be noted tnét the zimmerman and West definition of
interruption was use}l in both studies.

Due to the utilization of Ferguson’s definition Ff

interruption in this study, there are two hypotheses. The
fiést hypothesié is that those forms of interruption which

are found to be positively related to dominance in this ,
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study, will be produced more often by individuals with
high masculinity scores. And individuals with high
fenmininity scores will be expected to engage in infreguent
use of these interruptions. The second hypothesis is that
for those forms of interruption which are found to be
negatively related to dominance in this study, it is
hypothesized that femininity will predict frequent use,
and masculinity infrequent use. .And for those forms of
interruption which are not related to dominance, a
hypothesis was not generated since it.was not known what
type of relationship this form of 1nterrupt:§.on was

representing. -

Summary

This research utilizes a cross-sectional design which
exanines the conversational skill: of a portion of the
early life span. Due to subject accessibility and time,
only t!%rae age groups weére chosen. - Since a great deal of
work has been done on preéschoolers and very young
children, this study. examines,cc;nversational skill after
this tike period up to adulthood. The age groups consist
of children in grade faur, t;eenaqars in grade nine,\ and
adults in university. The developmental and sex—typed use
of éhé two convergational devices, ‘listengr responsiveness

and interruption bebavior, are assessed across this




portion of the life span. The five major aims of the.
study again are: B
(1) to determine the extent of development of listener

responses during, this time frame.

(2) to ine if sex dif in the use of
listener responses exist during this portion, of the life
span, and how ‘such behavior differs between these age
groups. ' " .

(3) to determine how interruption behavi;:r changes over
these three age groups, specifically, 'comparing the '
frequency of ‘inteh‘uption at the different ;ges.

(4) to determine if sex differences in _interr;x,ption
behav‘ior exist;,- if so, how it diftex‘:s between ;ge groups.
(5) and to det‘emine if stereotypical attitudes and
personality dominance preﬂiqt the use of back channel

behavior and interruption behavior. -

Method
Subijects
. The subjects were chosen from three different age
groups; fourth graders (average age of 9 years), ninth
graders (average atle of 14 years), and undergraduate
students attending- Memorial University (average age of 19
P years). There were sixty paz‘jticipants per age group, for

3 a total of one hundrea ‘and eighty subjects.
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The school children attended middle ‘class schoolsl in
st. John’s ‘(St. Michael’s Elementary, St. Augustine’s
Elementary, St. Pius X Junior High). Since uhiversity
students are usually'middle class, middle class elementary
students and high school students were chosen. Middle I
class students were used in order to elimihate any
differences between age groups which might be 'due to
" differences “4n social class. Permission to pgrticipate
(refer to Appendix 1) was dbtained from the parents. R
Thirty students, fifteen male and fifteen female, were
randomly chosen from each age group. Teachers were then
asked to pair each student wyith a friend (of an assigned
sex) from the remaiqﬁng participants.

Thirty university students, fifteen female and
fifteen male, vere obtained through advertizing. Each .
student was asked to take alohg a’ friend, who was
approxinately their age and who was ~lso attending
university. All university students were paid for their
participation. .

A ‘friend’ was defined for the elementary and high
school teachers andv the college gtudents as being someone
with whom the student spent a great deal of time with.
Equipment

The materials and equipment included an audio %

- 1 fThese schools were considered middle class by- the
Roman" Catholic'School Board for St. John’s.




recorder, a topic discussion form (refer to Appengix’ 2),
the dominénce measure of the California Psychological
Inventory (refer to App;ndix 3) and the Bem Sex Role
Inventory (refer to Appendix 4). The study took place in
a room in the schools of both groups of schosl students,
and in an experimental room on campus for the university

students. ;

rocedu: . ‘ K

Before the study began each of the first thirty
participants in each age group was randomly assigned to
engage in either a_same-sex or ‘opposite-sex dyad:ic
interaction, such that there were ten female-female, ten
male-male and ten female-male dyads per age group. °

A day or two before the participar:xts‘ took partqin the
study the elementary and junic{r high school students were
paired with a friend, by their teacher.. And each .
participant was also inforhed of who their partner was ‘at
this time. .’I‘his conversatrional partner was on the lis‘t of
available students for the study, and permission from
parents‘for all participants was obtainéq: Each student
participated only once.

The university subjects were'contacted by phone.

Each participant was informed of the nature of the study
and that it required that they take aiqnq a friend
approximately the same age. 'The‘ friend’s ggnder requested




depended on the dyadic interaction to which Ehe subject
had ptevicusly been assigned. fThose participants in the
mixsd;;n;.x group; were asked to take someone beside a
boyfriend pr girlfriend. All colcleqe students were also
asked to supply the name of their partner before testing
time to insure that no person would be used twice in the
study. - =

Each dyad was.taken separately into a room and the
v Etidents weresthen seated adjacent to one another.
A]l subjects were informed that I was interested in
studying how people make decisions, and each p%rticipant
w;s handed a sheet containing various discussion items
(fefer to Appendix 2), I read throush the discussion
topics with the 'elementnry school students only. All
partidipants were also informed that their names would not
be -associated with the ‘tapes.

Participants were asked to discuss any or all topics
for as lohg as they liked, and to diverge to their own
topics if they wished. I then left the room and
conversation was recorded for approximately twenty
minutes. All participants, except grade 4 students, were
e‘ansgingly asked to £ill out the dominance measure of the

california Psychological Invent'qry (CPI) and the Bem Sex

‘ ROl¢ Inventory (BSRI). Both the CPI and the BSRI are not

reliable with younger children. The subjects wére then

thanked and dismissed.
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The subjects were ndt debriefed following the

experiment. + the el Y and the high
school were later sent a brief report of the findings.

The university students were informed to drop by my office
at the end of the _following‘ semister if they werae %

i in the and fingings of the

experiment.

Scoring system

Each éf the nlnet‘y dyadic conversations was
transcribed by the’ author, and then scored by the author
for interruptions and back channel responses uccordlnq to

the system descéribed below.
Back Channel Responses

(1) Brief oral Signals of Attention, Acknowledgement and/
or Agreement: . .

Duncan (1974) defines these signals .as consisting of
verbal responéés by the auditor which are easily
identifiable and whiéh indicate to the speaker attention,
acknowledgement and/ or aqreemeht. These responses may be

. used either s:h}gly or in multiple forms (e.g., yeah,
:yeah). Some of the ﬁ:ore frequently used responses are:
mm-hm, yeah (yes), right (that’s rie‘;ht), I know, oh.and oh

,my gosh.
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Example:

And up to this point he’s been put to sleep like ahh

S:
whenever he gets really depressed and stuff"
A: "Um-hmm."

S: “they take him off the spot." .

(2) Elicited Oral éignals of Attention, Acknowledgment
and/or Agreement:

These responses are the same resp\pses as in category
one except this type -of back channel response is elicited
from the auditor by the speaker through ,uch prompts as
"iiéht?" or "o.k?". This type of ’respox)’se is not one of

the classes examined by Duncan (19‘74) ‘but was identified

i

when scoring the pilot data.

s
Example:
S: "...I was getting the biggest laugh out of it, right?"

A: "Um-hmn"

S: “he came over and ..."

(3) Request for Clarification & (4) Embedded Requ;sts for
Clarification:

0 Duncan (1974) defines requests for clarification as a
few word_s or a phrase that the auditor utters when the
speaker pauses, vhich indicate that the auditor did not ~
,understand or hear what the speaker Said. They are also
used when the auditor is attempting to assess th¥ truth

LS N




v\alue of what the speaker is saqug. Some ex;mfnlss of
requests for clarifications are: Really?, Did you?, Is
that right?, Are you serious?, and %at?. Elici};ed
requests for clarification also fall in this category.
During the scoring it was necessary to distinguish between
those requests for clarification which occurred while the
speaker was still talking (embedded requests for
clarification), and those which occurred after ‘the
speaker’s sentence was completed (requests for
clarification). It should also be npted that all the‘
phrases’ falling into this c‘atggo;-y were scored as rqguests
for clarification, altﬁough we were aware that som; may‘v
not have functioned as genuine requests for clax;ificat.ion,
but instead may have been similar to instances in i:ategory
one above. ’

Example:

S: "Jim wheée are the balloonists?"

A: "The wh;t;"

S: "The balloonists.™

(5

Sentence Completions:

Sentence completions are defined by Duncan (1974) as
occurring when a speaker'é sentence is completed by an
auditor. The original speaker f;ontinues with his turn
since the auditor does not continue beyond this brief

éampletion. These phrases are not treated as

48
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interruptions since the auditor does not attempt to take
the floor away from the speaker, but appeafs to be only
interested 'in aiding the speaker with his/her turn.
Example:
S§: "... If she realized like you know she’ll know that I

need money but she won’t realize that I spent" ‘
(pause < 1 sec.)
A: "That much."

S§: "That much right."

(6) Brief Restatement:
with this type of respbnsé the auditor restates in a
.few words the thought just expressed by the speaker. As
with sentence completions the auditor does not continue
beyond these few words and the speaker continues with
his/her train of thought.
Example:
S: "... I've been trying to phone Pat these last few days
and there’s no answer." .
A: "No answer." v :

S: "No, she hadn’t phoned her in awhile..

(7) Auditor Laughter {
With this type of response the auditor conveys not
only attention and interest in what the ‘speaker is saying

but also amusement. It is clear that the-auditor never




wishes to interrupt or take the floor away from the
speaker. =
Example:

S: I don’t want to be too ignorant so I looks at her

J once every minute.
A: “LAUGH"

S: Let her know I might be listening, right. ...

« (8) Joint Laughter
By participating in laughter with the speaker the

hd ‘audi.tor is displaying attention, interest :‘and amusement.
’ JLAgain no intention to interrupt or take the floor is

apparent.. )

Example:
) st So when.she was going out with Phil she said he was

always too tired to go out after work, she said now

Y since they broke up he’s out all the time.

A & S: "LAUGH"

) (9) Multiple Back Channels.

This category consists of those responses which
involve more than one back channel by the auditor_.
Example: N /

S: ... He said, oh, one of ‘my friends went in there the
other day and Mrs. worked there asked him to come up

. to her apartment.




A: "LAUGH" And you're serious?

- [
S: I’m serious. ...

Interruptions
(1) overlap:

This type of speaker switch. involves simultaneous
speech, as a result of which the initiator of tlhe
simultaneous speech succeeds in taking tﬁe floor.
Howeygr, there is no break in continuity in the original
speaér’s utterance. That is, ther speaker’s thoug}lt is
completed (Ferguson, 1977). : 3
Example: _ |
S1: But to stay home and do nothing at least

[I’m doing some work here.

S2: And sit around]

and while I’m watching T.V. and talk to me, I

can’t believe it, like how ignorant."

(2) Simple Interruption:

The first person’s utterag;:e is di;iupted as the
interrupter ‘speaks simultaneoisly and succeeds in taking
the floor from the original spea)ier (Ferguson, 1977).
Example: .

S1: Well, it’s not going to do him any good,

complai_ning to everyone, unless he wants

[to take . .




s2: Noj B

because I’‘m still not going to do what wants.

\
(3) Butting-In Interruption: 5
Again as'in simple interruptions and overlaps there

is simul speech (although this is not .

always necessary). There is also a break in.continuity of

s , unlike the -

the current
previous two types of speaker swi.t:}:hea,vthe lnitiaca}\of
simultaneous speech does not succeed in taking the floor.
That is, here the. person initiating the interrupticn stops

before finishing what they have to say (Ferquson, 1977) .

Example:
S1: ... Although I don’t think anybody would do that
n unléss they’re going against what she says [and I
s2: - v Ya, but]

S1: can’t see anybody going against that.

(4) silent Interruption:

’ There is no simultaneous speech.involved in:.l\ s type
of interruption and the original speaker’s utterance is
incomplete as the-interrupter succeeds in taking the floor
(Ferguson, 1977). If S2 waits more than one second to
begin his/her turn after S1 stops talking, the instance is

not scored as an interruption.




Example:
S1: But before you knew all this stuff, before you

knew that she was (pause < 1 sec.)

=y

A second person, trained in using the scoring system, .

§2: That was Tina.

L scored approximal}ely 20% of the transcripts. Six of the
first trar;scr_i‘p"ts, six of the middle transcripts and six
of the last transcripts scored bay the author were used to
calculate reliability. Reliability was computed by means
of number of agreements over number of disagreements plus

an agreemenﬁst Thg reliability obtained on each of the 13

: Brief/Simple Back Channel 98%, . Elicited

categories i
i Simple Back Channels 97%, Requests For Clarification 100%,

Embedded Requests For Clarification 100%, Sentence

Completions 89%, Brief Restatements 91%, Auditor Laughter
100%, Joint Laughter 100%, Multiple Back Channels 100%,
Simple Interruptdons ‘37%, Overlap Interruptions 91%,
Butting-If Interruptions 95%, and Silent Interruptions
94%. While the person scori’r‘lg for reliability was blind '
to the hypotheses it was not possible for the author to be

so.

i
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the higher order significant effects.

2 FIRR 2

Result‘s - Conversational Measures?
1 o &
Frequencies of the nine back channel measures and the
four interfuption measures were tabulated for each Vmamber
in each of the 90 dyads. Dyads were usedT as thg unit of
analysis, and not individual members.3 Dyad scores, Cow
consisting of the summed frequencies of behavior of bot‘h K ‘f‘,
members ?f a dyad, were computed for each of the 13

measures. 4

‘2 In the two result sections and two discussion N

‘sections which follow both marginally significant results

and ‘signifigant results are presented, as well as, a
discussion of the meaning of main effects even when
significant interaction effects are found.. ‘The inclusion
of such findings was felt to be necessary since the

of the thesis is expl Yy, and as such
it is my aim to obtain as much as possible from the study
so as to generate new ideas for future research. In no
way is it my intention to-assign equal weight to the '
marginally significant results or the main effects as to

3 Two members of a dyad are not independent (i.e.,
what one member of a dyad does influences what the other
does). In order to utilize the :raditional analysis of
variance this dependency has to be eliminated, since one ¥
of the assumptions of the ANOVA is independent data.

4 since the more people talk the greater their
of 'being i ted, the ge amount of

talking time:was assessed in six male-male and six female-
female, randomly chosen, conversations. Two dyads were
chosen from each of the three age groups. Females were
found to speak an average of 152 words/minute, whereas
males produced 132 words/minute. This was not considered
a largée enough difference to bias the results. Therefore, g
conversational strategies were not standardized with °

respect to amount of talking time.

-~ : ) \



Total back channel measure

The total back channel score (i.e. total of all nine
b‘ack channel measures) was tabulated, a;ld these scores
were analyzed by means of a two-way analysis of varial:lce.
The variables were age of dyad (grade 4, grade 9, college)
and sex of dyad (male-male, female-female, male-female).
Both main effects vere significant; age of dyad, F(2,81) =
7.66, p < .01; sex of dyad,»F(z,al) = 3.52, p < .05; as
was the interaction between the two variables, F(4,81) =
3.01, p < .05. Table 1 provides the mean frequencies and
standard deviations for the back channel measure. .

First, examining the age of dyad effect (refer to t{he
row of Age Group Averages in Table 1), §ost-hoc Neuman- 7
l(euls] lysis revealed that the college-dyads produced :
sbi:;%}ficantly more (p < .01) back channels than the grade
4 dyads. However, the college group did not back channel
significantly more than the grade 9 group; nor were the
grade 9s significantly different from the grade 4s in the
mean amount of back channels produced. That is; while
there was no dramatic change in back channel behavior from
grade to grade, there was a significant difference in the
amount of l_istene'r responses produced by the youngest_
subjects compared to the oidest. This indicates that
there is a gradual ‘increase in back channels with age, and
that young adults are much more ’responsive in dyadic

conversation than. young children. However, this does not




imply that young children are unresponsive. The grade 4
students produced on average 2.5 bagk c){annels per rpinute
- compared to the 4.1 back channels per minute produced by
the college group. It would seem then, that children as
y;:ung as nine years of age frequently use listener
responses in dyadic conversation..

Post-hoc Neuman-Keuls analysis examining gro\.\p,
diffeziences from the sex of dyad effect (x"efer to f.hé
coiumn of Sex Group Averages in Tabié 1) revealed that the®
‘female-female group was significantly ditfe‘rent (p < .05)
from the male-male group. The female-female dyads
provided significantly more back channelé than the m.ale»
male dyads. The comparison, between the female-female and
male-female dyads’ came close to reaching significance
(Qobt = 3.34, Qcrit = 3.37). Examining the mean number of
back c;xannels proéuced by these two qfoups, it is clear
that the female-female group engaged in a great deal more
back channeling than the male-female group. The nu;nbar of
back channels produced in the male-male dyads, however,
was not significantly differént from that produced in the
male-fefnale dyads. So the females paired together

M produced many more back channels than either the males
paired together or the male-female pairs. And the male-
male and male-female groups were ‘fery similar in their
back channel behavior. Thus, the temale-fema_le grouping

is by far the most responsive dyad combination.




It is also of interest to know how behavior changes
depending on whether_ the interaction is same-sexed or
opposite-sexed.® Table 2 provides the mean frequencies
and standard deviations of the males’ and females’ back
channel behavior in same-sex and opposite-sex
interactions. The total number of back <hannels produced
-in a same-sex dyad was divided by 2, and this average was
used as an estimate of the amount of back channels
produced by each member in that dyad. The Mann—w‘hitr}ey u
test was utilized in the comparison of the back channel
behavior of males in the male-male dyads to that of the
males in the male-female dyads. Males in same-sex
interactions did more back channeling than males
conversing wit;.h females; this difference was marginally
significaq’t ¢(p = .09). Comparing the females’ responsive
behavior (same-sex interact?ons to that in opposite-sex
interactions, the Mann-Whitney U test revealed no ;
significant difference between these groups (p = 0.27).
So while the females wgre just as responsive to tﬁeir
female partners as thi were to their male partners, the
males were less respontive to their female partners than
the‘ir male paritners. The '@difference in back channel

5 since the members in the same-sex dyadic
interactions were not the same individuals who
participated in the opposite-sex interactions; a direct
comparison of the behavior of individuals across dyad
types was not possible. “Therefore, any conclusions based
on the present indirect ccmpar%san are tentativ\e.




behavior between the males and females in the male-female

, dyads also reached maginal' significance (p = .09). That

is, females were somewhat more responsive than males in

opposite-sex interaction.

“~oOverall then, the above analysis revealed that it was

“the female-female dyads which were the most responsix;e.

Males were a little more respcns;ve to males than females.

However, females were as respcnsive to males as they were
to females, and tended to be more‘responalve thun males in
crossed-sex interaction.

Returning to the-analysis, recall that there was an

interaction betwden age and gender of dyads, in addition

to the main effects di. above. trhoz Neuman
‘l(euls'analysis was again used to e’xaming the diff‘erer’xce in
the group means in this interaction fréfer to the
apprapriata,rows and columns in Table 1). The college
female-female group produced significantly more back
channels than the grade 4 male-female (p < 1) and grade
4 female—female (p <..01) groups, as well as the grade 9

male-male (p < .01) group. The grade.9 female-female

“group provided significantly more back channels than

either the grade 4 male-female (p < .05) and grade 9 male-

male (p < .05) groups. Overi_:l“lﬁ the most responsive group

changed with age: from male-male dyads at grade 4 to
female-female dyads at older ages. The least responsive

qx:'oup also chanqeﬂ with age: from male-female pairs at

~



grade 4 to hale-male pairs at' :grade 9, and then back to )
mAle-female pairs in college. .
Summarizing the findings on the back channel measure,

it was found that young children frequently produced back

annels in dyadic conversation, and that the number of .
.back channels gradually increased with age, at least to A
young adulthood. Female-female dyads were much more
responsive than either male-male or !nale-female dyads.
And while the m_alejnale group was the most responsive dyad
typé in grade 4, by qrad\e 9 the fema}e-fema}e dyads

produced the larger amounts of back channels.

was tize older female-female,dyads who were the mos
responsive. Females were also as .responsive to females—as, -
thgy were to males, whereas males were slightly more
responsive t‘a males than females. And females were also N
somewhat more responsive than males in male-female dyadic
interactions. '
'of int ion meéasure

:rhe gotai interruption score (i.e., sum of all four
interruption measures) for each dyad was tabulated, and
these scores were ana1§ned by means cf a two-way analysis \}
of variance.' The variables were, as thh back channels, i
age of dyad (grade 4, grade 9, college) and sex of dyad

(male-male, female-female, male-female). Neither main

effect was significant; , the i ion :
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the two variables was. Table 3 provides the mean

frequencies and standard deviations for the total
interruption measure. ’

The nupsiqnifieanc age of dyad effect revealed that
the three age g‘ﬁ:oups produced similar amounts of
interrupti_ens (refer to the row of ‘Age Group Average in
Table 3). This indicates that the frequency of
interruptions in dyadic co: ‘versatinn remains relatively
stable during this time period. As one gets.older then,
interruption behavior does not decrease, as was
hypothesized. It would seem that we learn from a very ¢
early age (i.e., before nine years) what ‘1‘.11'8 acceptable
level of interruption is in .dya:lic conversation. The two
studies’ mentione‘d earlier (Esposito, 1979 and Peterson,
1985) which have examined preschooler dyadic conversation
also found no age of dyad effect. However, since both
studies used different definitions of interruptions than
the present study it is difficult to compare frequency of

interruptipn between, studies. Whether preschoolers, then,

similar\fr es of interruption in dyadic
conversation as older children or adults, or whether it is
d‘uzinq the early primary school years that children learn

what this acceptable level is, will have to be determined

in future studies. It is quite obvious, howeyer, that the ,

' adult patternfpf interruption frequency in dyadic

conversation is developed at a very early age.




The nonsignificant sex of dyad effect xevealed that
all three dyad types produced similar frequencies of-
interruptions (refer to the column of Sex Group Average in
Table 3). That is, it did not matter whether participants
were in a same-sex or opposite-sex interaction, the mean
nunllber of interruptions produced in a twenty minute
conversation remained the same. This is contrary to

findings of previous research which find many more

interruptions in interaction than same-sex
interaction. '

Even though similar frequencies of interruption are
prod‘ted across the three dyad types, the individual
members’ behavior in a same-sex interaction may differ
from that in an’opposite-sex interaction. Refer to Table
2 for the mean frequencies and standard deviations of the
males’ and females’ intlerruption behavior inj same-sex and
Grossed-sex interaction. ™ The,males’ and females’ behavior
in the diffetené dyad combinations was compared (reger to
footnote 3). When the mean amount of interruption
initiated by males engaged in male-male interactions was
compared to males in male-female interactions, the Mann- '
Whitney U test revealed no significant difference (p =
0.30). That is, males did not inter_gupt females any more
than they interrupted males. However,.the Mann-Whitney U
test did reveal that females engaged 1_n same-sex ¢

interaction intetruptgd their partner s‘ignificantly more

b
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(p = .05) than females conversing with males. That is‘,
females were more likely to interrupt a female partner
than a male partner. The males’ and females’ mean
interruption score in the male-female dyads was also
compared. And the Mann-Whitney U tést revealec{ no
significant difference (p = 0.91). In other words, males
interrupted females as often as females interrupted males.
This result was unexpected since it contradicts the
majority of‘ findings in this aréa, which find males
routinely interrupt femaleé. While a definite ‘canclusicn
is not possible due to the indirect comparison involved, '
it looks as if females, for some reason, feel freér to
interrupt otl}ér females than m‘alas. That is, while males
treat females the same as they do males with regards to
interruption, females behave differently towards males
compared to females by decreasing their interruption
behavior. . .

Thus, the nonsignificant main effects revealed that
the frequéncy, of interr;nptiun remained the same across the
three age gro{nps and the tl?rae sex groups studied. And
while males behaveq similarly in same-sex and opposite-sex
dyadic interactions, females decreased their interruption
behavior from same-sex to opposite-sex interactions. That
is, they 1nte’rr\gpted~males less than they interrupted
femal;s.

The 1nter’act1an between the two variables, age of

o < .




dyad and sex of dyad, was significant; F(4,81) = 4.12, p <
.01 (refer to the appropriate means and standard '
deviations in Table 3). And post-hoc Neuman-Keuls

analysis revealed that the only significant comparison (p

< .05) was between the grade 9 female-female and grade 9
male-male groups. It was the female-female grade 9 group
which initiated the most interruptions overall, while
their male-male counterparts interrupted the least.

Taking a closer look at Table 3: the male-male group
interrupted the most in grade 4, while in grade 9 it was
the female-female group, and in the college sample both
the ma]je-male and female-female groups produced_the larger
amounts of interruption. The male-female group
interrupted'the least in grade 4 and college, whereas the
.male-male group did so in g‘rade 9.

Thus, as with the back channel interaction effect, no
consistent pattern emerged for interruptions. It was
notable, ho’wever, that while the behavior of the three sex
groups in grade 4 and college did r{ot differ significantly
from one another, the male-male and female-female grade 9
gréups were doing very different (things with regards to .
interruption. The females in this age group were
interrupting each- other the most, whereas the males did so
ths? least. Note that this was also the pattern for this
age group with the back cha_nnel measure.

% Summarizing the main findings for the interruption

I
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measure, it"was found that the thrée.nga groups used
interruptions to simiiar degrees, as dj.d the three dyad
types. Males interrupted males as much as they éld
females; however, famale's interrupted females more than

they did males. Females and males interrupted one another

to similar deg: in cr i ions.  And
interruption behavior was not significantly different in
any of the interaction groupings, except for the female-
female dyads in grade 9 who used more interruptions than
N

the male-male dyads in this aée group.

The frequent‘:y'or use of each of the nine back éhannel
measures. and.the four interruption m;asutes was then
individually analyzed using a multivariate analysis of
variance. The independent variables were again age o‘f
dyad (grade 4, grade 9, college) and se;( of dyad (male-
male, female-female, male-female). There was a
Elqnificant age of dyad x sex of dyad interaction, Wilks
Approximate F(52,269) = 1.45, p = .03. Rjter to Table 4

for the mean frequencies and standard devfations of the

‘'significant and marginally significant variables

contributing to this effect. Follow-up univariate F-tests
were calculated, and the significant variables were
multiple back channel, F(4,81) = 4.73, p = .002, simple

_ir;terruptlcn, F(4,81) = 4.49, p = .003, and butting-in
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interruption, F(4,81) = 3.52, p = .01. Other variables N
were marginally significant: brief back channels, F(4,81) -
= 2.26, p = .07, brief restatement, F(4,81) = 2.06, p =
.09, and silent interruption, F(4,81) = 2.07, p = .09.

Looking first at differences between the groups in

the multiple back channel + P h 1s
analysfs showed that the grade 9 female-famale group used
significantly more multiple back channels than any of the ~
otiler eight groups (p < .01; for all eight comparisons).
Multipl! back channel behavior was similar among the other
eight dyad combinations. That is, the number of multiple
back channels préduced in a twenty minute dyadic
conversation is ‘hot very different acr?ss the dyad types
vand the age groups studied here, with the exception of the
grade 9 females. The ‘pnst—hcc analysis on the simple
interruption measure revealed that the grade 9 female-
female group initiated siqn'it‘icantly more (p < .01) of
‘these interruptions than the grade 9 male-males, whereas
there was no significant difference in simple interruption
behavior between the ot_her groups. Simple interruption
then, was used to the same extent By the majority of sex
and 'a‘ge group combinations studied. Only at grade 9 were

there differences, with female-female dyads using it more

than their male parts. The p h analysis on
the Hhitting-in interruption measure revealed that grade 9

male-male groups used this technique significantly less
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than grade 4 male-male groups, who engaged in the majority

of butting-in interruptions. The butting-in interruption

behavior then, was also not very different among the\ o

various groupings, except for the grade 4 male groups who
,» butted-in the most and the qrvade 9 male groups who -
utilized this technigue the least. ‘

Examining the group means of the three variables fhat -
were marginallylsignifica'nt, the male-female grade 4 dyads
produced the least amount of brief back channels, whereas
both the female-female grade 9s and college students used
this back channel the most. - As for brief resta:temen»ts,-
the female-female grade 4s scored lowest on this measure,
whereas the college female-female group was the mgst *
sresponsive. The grade‘:a male-female group also engaged in .
the smallest amount of silerftsinterruptions, whereas the
N grade 9 female-female group utilized this technique the

most. '»

Thus, brief back channels, brief restatements,
multiple back channels, simple interruptions, butting-in
interruptions and silent interruptions were the main
contributors to the intiraction effect. The grade 9
female-femé;le grt;ups heavily used brief Eack channels,

-~ multiple back channels, simple interruptions, and silent
interruptions, while the college female dyads heavily used
brief back channels, and brief restatements. The grade 4

male-males useéd butting-in interruptions the most. Simple
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interruption and butting-in interruption were utilized the
least by the grade 9 male-male group. The grade 4 male-
female dyads produced few brief back channels and silent
interruptions, and the grade 4 female-females seldom used
brief restatements.

The main effect of age of dyad was significant, Wilks
Approximate F(26,13§) = 2.48, p = .00. Table 5 provides
the mean frequencies and standard deviations for the
significa‘nt apd marginally significant variables ~
contributing to the age of dyad effect. Follow-up
univariate F-tests were calculated, and the significant
measures are brief back channel, F(2,81) = 3.23, p = .05,
elicited brief back channel F(2,81) = 5.78, p = .01, N
sentence completions, F(2,81) = 7.30, p =.001, auditor
laughter, F(2,81) = 7.28, p = .001, joint laughter,

F(2,81) = 4.74, p = .01, and multiple back channel,
F(2,81) = 4.29‘, p = .02. Three other variable“s were
marginally significant, embedded requests for '
clarification, F(2,81) = 2.96, p = .06, requests for
ciarification, F(2,81) = 3.02, p = .05, and overlap
interruption, F(2,81) = 2.48, p = .09.

Neuman-Keuls post-hoc analysis was used to examine
significant group differences on each of these significant’
cantributo’rsf This a'palysis revealed that the college
group used brief back channels more (p < .05) than the

grade 4 group. However, the college group was not




significantly different from the grade 9s in the amount of

brief back channels used, nor were the grade 4 and grade 9
groups vety_different in their use. That is, there was a
gradual increase in the use of brief back channels with

age, such that the older group used this back channel much

W .
more than the younger group. The college group also used

signif{tiagtly more elicited brief back channels than’ d.

either the grade 4 (p_ < .01) or grade 9 (p < .01) groups.
While the grade -4 and\grade 9 groups used similar amounts
of this type of bacdenannel, this usage ,a‘lmost‘doubled’ by
the time one'was in college.

The grade 4s differed significantly from both the
grade 9 (p < .01) and college groups (p < .01) ‘in their
use of sentence completions.y The grade 4s used
significantly more of this back channai than the other two
groups, indicating that sentence completions appear early
in development but are not utilized as much when one is
older. The grade 4s again differed significantly from the
grade 9s (p < .01) and college (p < .01l) groups in a\eir
use of auditor laughter, with grade 4s lau.ghing less than
the other two grnup’s. The tw_o old:ar groups, however, used
auditor laughter toi the same extent. Similar results were

obtained for the joint lau i grade 4s

in significantly less joint laughter than either the grade
9 (p < .05) or the college (p < .01) groups, which did not

differ}trcm each other. Thus, it seems that laughter, as
N
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a back channel cue, really only becomes utilized to any
great degree at later ages. .

The grade 9s also used significantly more multipl\e
back channels in their conversations (p < .05) than grade
ag did,"however, the college groups’ use of multiple back
ch/'annels did not differ significantly from either the
qi/'ade 4 or grade 9 groups’ use. While the age effect here
is not as apparent as it was on the other measures, it
should be noted that the multiple bac}é channel variable is
an imprecise category which contains many different types '«
of back channels. Therefore, it is difficult to determine
whqt is happening in this miscellaneous back channel
category. J

Examining the group means of *those variables which
just missed significance, both overlap interruption and
requests for clarification tended to increase with age.
The developmental pattern-in the embedded request for
clarification measures is less clear; this cue increased
from grade 4 to college with a slight dip in grade 9.

To summarize then, brief back channels, elicited
brief back channels, and to a smaller degree, overlap
interruption increased in frequency with age, whe‘reas

sentence completions decreased. Auditor laughter and

joint 1 i1 in f£ up to grade 9, and

then retained this level to college. Multiple back

channel, requests for clarification and embedded requests .



for clarification alsd showed patterns of increased use
with age, ‘aithough these patterns were less regular. So

these seven back éhannels and one interruption technigue

are the main ional ing the age of
dyad effect. Brief restatement, simple interruption,
butting-in interruption and silenF interruption did not'
increase with'age. Thus,‘ there i’s an obvious
de\“relopmenrtal pattern for listener responsiveness that .
clearly does not exist for irgeirupéic;n behavior.

The main effect for sex of dyad was also signifiéant,.
Wilks ApproxinEte¥¥(26,138) = 1.73, p = .02. Refer to
Table 6 for the mean frequencies and standard de‘vi‘ations
of the significant and marginally significant variables
contributing to this effect. Univariate F—te‘sts clarify
the measure for which this effect occurs: the significant
F-test is for joint laughter F{(2,8l) = 4.62, p = .0l. Two
other variables came close to significance, brief back
channel, F(2,81) = 2.56, p = .08, and silent
‘interruptions, F(2,81) = 2.96, p = .06,

Post-hoc Neuman-Keuls analysis revealed that the‘
female-female group laughed together significantly more
than did either the male-male (p < .05) or the male-female
(P < .05) groups. These same-sex and opposite-sex. male
groups were similar in their joint laughter response.
Looking at the group means in this table, it would seem

that female-female pairs not only laugh the most, but also

A
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laugh ‘together quite frequently, compared to the other two

© groups. - . -
- Eacamining the \;ariables that were marginally
significant, we can see that although the frequencies of
brief back channels are not that different between the -
dyad types, the female-female group .again produced the .
most, whereas t’l)e other twc: groups used brief back
channels to similar degrees. The female-female gro‘;p also
used slightly more silent: interru‘ptiohs than the male-male
or male-female groups. -

Summarizihg the results on the individual back

channel and individual interruption measures, it was
generally tk;e older (grade 9 and college) female-female
groups which produced the greatest amount of brief back ~*
channels, elicited brief back channels, brief restatement,
auditor laughter, joint laughter, multiple back channels,
simple interruptions, and silent interruptions. The grade
‘4s used the most sehtme’ completions, and the male-male
dyads in this age group used the most butting-in
in;ertuptions. There was no particular grouping that
consistently came out lowest on these conversational
measures. However, it-was generally the grade 4 male-
female and female-female gxoups which ‘produced thé
‘smallest amounts of brief back chamnels, silent

inhterruptions and brief restatements, whereas the grade 9
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with age, and even children in gra

male-rale group used butting-in and simple interruptions -

the least.
Discussion - Conversational Measures

S ’I:o summarize the findings for the total back channel
measure, back channels were .found\t:: gradually increese

4 were. found to use a

.

fair number of listener resp in their ions.
The female-female dyad was the most responsive dyad type.
Females were also found to be as responsive to male
partners as they were to female partners, wl)ereas-males
were slightly less responsive to female partners than male
partners. And in mix-sex groupings males were somewhat
less responsive to females than females were to males.
1

The deve ind ’ .

The finding that back‘ channels increased with agé is
consistent with the developmental studies completed so far

in this area. Both Dittmann (1972, 1977) and Miller,

. Letchner and Rugs (1985) found old;r subjects prr:ducinq
B

many more back channels than younger subjects. In Miller
et al.’s study, however, it was only nonverbal c\ies thné '
increased with aqe. That is, age was not sig 'Nicahtly

related to the usa of uh-hums or to the us\ot yeses.

5

°
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"since Miller et al.’s subjectg were all preschoolers, the
age range may not have.been large enouqh to capture a
significant developinenta} trend. Recall that the present
stud¢ did not find significant differences between the
grade 4s and the grade 9s, and the grade‘s and college.
That is, there is only a gradual increase 1n verbal back
channels with aqe, and as a result la¥ge age ranqes are
needed before a significant effect will be found.

/ It was also found that children learn to .
spohtanéously use listener responses in their conversation
somewhere before nine years of age. All back chamnels
examined were used to vari‘ous degrees by the grade 4s.

The exact age at which the develop‘ment »of listener
respfnnses begins will .have to’ be determined by later °
studiés.: We do know that ‘brief back channels, which were
by far the mést.t:aquently used back channel cue in all
th:ea age qroups, are used by preschoolers. Some uh-huhs
and yeses were found in preschooler cunversation in the
Hlller et al. study. It would seem that at least one type
i, of back chnnnal cue begins to develop very early in the
child’s commuhi:ahiva deva!’pment. And it is also
possible that some huck channels begin to develap before
others. Futura relgnrch needs to examine the preschool to
early elemantary school period in order to detail the
' initial scafs of development of .the various back channel

cues.

73
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It was also discovered that different hack channel
cues have different davelopmentnl patterns. That is, all

back channel cues do not increase by the same l‘ate or

{ reach the adult level'or usage at the same ‘point in tine.

All back channels examined here, except bx‘ief restacemen(‘.,
showed some typa of relationship with nqa. Recall that
brief back channels and elicited brief back channels

increased with age, whereas sentence completions

itor 1 and joint laughter increased

. in frequency up\ta qrade 9 and then retained this level to
college. Multiple back channelﬂszgquest for clarification

\and embedded request for clarification, also showed an
increase .1n\ frequency with age, although these patterns
were not as clea’r cut. It would séem, then, that some
back channels are de\;eloped before others. " For 1nstan.ce,
audi;or and joint laughter seemed to have reached their
developmental peak by grade 9, whereas brief back' channels
continue.};o.devalop at least to cgllege age. And it would
also see;al that some back channels, such as sentence
completions, hecome'less important as a listenqr feedback
cue as one grows older. Thus, while overall '
responsiveness continues, to increase at least to young
adulthood, certain back channel techniques may be
developed earlier. Fu€ux\e research needs to- explore _such

i
issues as why some back channels are used ‘less often with

e -,
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adults, and that ad

Al
1nqreasing- age, and why some cues reach the adult usage
level before others. c .

Individuals then, seem to become increasingly aware
of the importance of listener feedback in dyadic
conversation. Why this d% takes so long is not
known. Many factors such as cognitive, linguistic and
social 9evelopmept \probab]{y 1n§1uence the deyelopm:\nt of

listener r i . For i one of the
important influences :m listener response development may
be the individual’s incréasiyg ability to take the point
of view‘ of others and to e;npathizef with the speaker’s need
for feedback. These factors/ which‘fnay influence the
devalopment of active hearership, need to be examined in
order to understand how and why llstener responslveness

’ 9.

Recall that the main concl\{sions of Miller et al.’s

develcps as it does.

study were that preschoolers use back channel cues in

their conversations with adults, and that b;c;c channels
usagé increasas with age. These conbiusiorm‘[s are !
consistent with tie pr “se\nt findingsi howev;r;‘some of *
Dittmanh’s assertions a\re‘ not. Dittmann’s (1977) most

general conclusions werg'that younger subjects produced
very few listené&r responses qa;npared to adolescen:s and

atterns of listener responses do

not occur till adolescence. However, the grade 4 children

in the p sample on ge 2.5 back
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charinels per minute. Although this was app;oxlmately half
the amourit of pack clﬁ(mels produced by the college group,’
the grade 4s 'were definitely not unresponsive. This
f£inding is consistent with m{ler et al.’s study since
they found even:their j(oul;agegt preschoolers ‘using some
listansr responses. .,Y‘oung children then, do not lack
active hea:arship. N '

Dittmann (1972) felt that the reason why young
children ehit so few back - :hannels was because they tena
to engage in activities, not conversations. While some
‘conversations in the grade 4 sample were better than
others, all tpe nine year olds were capubie of engaging in
conversation. Dittmann also felt th"at young children
produce very few listener responses because they ﬁre only
capable of "socialized speech", and thus cannot engage in )
the more personal speec\h which involves bging able to take
the point of view of others. This assertion is at ot‘iiis" B
with Miller et a‘l;'s belief that their research, fiﬁdings. )
fit well with pre‘liaus studies concerning the .abaiuty of .
children to coordinate and consider the perspectives of
others. ;They felt that the verbal responses which.their
older preschoolers produced tended tc; focus on the ;adult’s
frame of reference.

Miller et al.’s findings are consistent wi’thr resdarch
concerning egocentris\v\and 1istaﬁsr feedback. The ability

to to the| 14 ‘s ih ional needs is
i |

‘ 3 P
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known as role-taking, and is believed to be a main

component in the development of good communication skills.
C(lli].dren have been ghown to have the ability to coordinate “
and consider the pe‘rspectives of others by altering thedr

+ speech when conversing with individuals with different

- -
needs. That is, children often take listener

i’ characteristics into when p
. (Borke, 1971; Charlesworth and ,zah'n;,‘ 1966; Fishbein, Lewis
and Keiffer, 1572,— Kurdek and,Rodgen, 19757 Maratsos,
1973; Meissner and Apthorp, 1976; Henig4Peter;oﬂ,‘1975:
Shatz and Gelman, 1573; Shantz and Watson, 1971). As a
few examples, preschoolers give different kinds of ™
!‘ - messages to blindfol@ed listeners than to sighted,”
listeners (Maratsos, 1973; Meissner and Apthorp, 1976), to
listeners who are knowledgeable about a game than those
& who are not (Menig—l;;ters’on, 1975), and to adults than to
young children (Shatz and Gelman, 1973). Other studies
N * have also found that spe'akers as young as five try to
respond when the listener requests more information, even B

. . % \
v « - .though they may not actually provide more information

:(cgsgrpva, anq , 1979; Gl g and Krauss,
w8 o 1967.).Katabet“_\ick ané Miller, 1977). Four-and five-year
c‘lds:, rﬁnder some conditi‘ons, can improve their messages
,/ 3 when taedbauk\ls given (Copple, Coon and Lipscomb, 1977;

1979; Danner and

and Py .

- _' Flavell, 1972). And even two-year-olds have been found to




respond sensibly to ’‘What?’ (requel t to:’clarincation) ¥

which has been taken as evidence that very young cliildren
understand communication faiiure (valian, Caplan, and de
Sciora, 1977). Hﬁch more rauearch‘, then, needs to explore
when children areé capal;le of 'takihg the {éint of view of
others tL a 1ar.9e enough degree that tki_ey can frequently
use listener responses in conversation.

*' There also does not seem to be a particular tima"in‘
development when the conversation typical of children
begins f:o turn into conversation typical of ad\ults, as '.w
Dittmann maintaine‘d. Since there is a gradual increase in 1
responsiveness with age there is also a gradua_l changing,

of child behavior into adult behavior. The prese;lt study

also did not investigate whether back channel Jbehavicr is
developed by college age or whether it continues to

develop hayond'thucﬂl.ﬁo_im_:. Future research needs{to

examine middle aged and elderly groups in order to outline

the continued developmental pattern of back channel
behavior after college age.

It might have been the case that Dittmann’s children .

' were quite éapahle of perspective taking but éhet other ' .

factors produced the infrequent use of ua'tenar responses .

in children younger than; adolchence. That 15,*‘Dlttmann's
study differs in many ways from Miller et al.’s study and .
*ron the présent one, and these ditre_‘renqes may account

tar his findings. For instance, the present study and

vz L
\

{ ! . I\ . LI



»

79

‘Miller et al.’s study both examined back channel cues in¢

dyadic interaction. Recall that Miller et al’s
preschoolers listened to an experimenter as he discussed g
gffferent topics. However, while Dittmann examined dyadic
conversation in his cnllege participants, the chxldren
were mostly observed in groups in the classroom listeninq
to one apcther and teachers. 'Although some sgudies were
cpnducted in the lab Dittmann does not mentio‘n what
bercentage of the total fil‘-ndings were lab research arld
Glassroom observation. And he did mention that thé
classroom obsérvation praduéed fewer listener responses
than the lab. Structured dyadic conversation may be more
of a high pull situation thai‘n group discussion. That is,
cenversatiop between two people may ‘pull’ more listener
responses than conversation llaetwe;n persons in a group
discussion. And Dittmane/dia find mdre back channel cues
in high pull situation‘s/(i.e. , straight conversations énd,
instructions) than loy/pull situations (i.e. 2 action
responses }i'k’a boax:d games) . Since“I used only
cenversation and Dittmann used different pull situations,
I should gnit‘ m%e llften'er responses than Dittménn, as was
the case. N - \
Both the preseft study and Miller et al.’s study: also :
utilized structured situations, whereas Dittmann’s studies
involvad‘beth free-flowing (unstr:xctured) and

instructional conversation. Other factors such as




Dittmann’s scoring system for back channel frequency angl
data collection methods were unlike those used in Miller
et alv.'s study, and the present study. So thera.dr.; indeed
appear to be situationally -determined factors in th.a :
appearance of listener responses. That-is, it would seem
that the numbers and types of back channels found depend
on many ‘dittérant factors, such as method of scoring, dyad‘
versus group setting, topic of cpnversation, etc. '

’i‘hus, it appears that at least in structured dyadic '
intera;:tion betwéen middle class participants, back
channels appear very eax:ly in conversation, and as
individuals grow their frequency of listener responses
increases. This development begins before nine years of

age and continues at least-to young adulthood.

_sex £ . « .
In previous studles (e. g., Alvy, 1973, leschman\
1973; Strodtbeck and Hann, 1956) females have been found
to be generally more responsive than males. This finding *
receives some support from the present study. The female-
female dyads were found to be much more respansiva than
either the male-mule or mule-temale flynds. That is, thcse
cqnversati.cns involving ‘men were’ less responsive thah
conversations beéwaen women. Recall ti\ut this was only
*r‘ue of the femala:-temala groups in qra:.ls 9 and college.

n drade 4 the male-male groyps were tlie mast responsive.

80
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Dittmann ( 1977) found that his all-boy groups and mixed
groups were more responsive than his all-girl groups for
‘children who were in gr«l{des 6, 7, and 8. Dittmann

explains that most of the teachers were women, and boys

were probably more drawn to them than qirfs. But' it may

. be the case that boys start out being the most responsive

but before adol girls take the lead in
social sophistication. So it would seem then, that at
least by adolescence, females ;;rovide more back channels
in their conversations with other females than those
provided in either ;nale-female or male-male conversations.

i Support for females’ greater respcr}siveness also

comes from the present’finding that females were also

somewhat more responsive than males in mixed~sex
g interactions. hat is, in crossed-sex convers‘ations
females did pquide more back channels than males.
However, this finding was only marginally significant, ana’
does not come close to replicating some of the ' "
N overwhelming results found in other studies. For
instance, recall that-Strodtbeck and Mann (1956) found
pnlés producing ,only about half as many agreements.and
supports as !em‘ales. And Fishman A(1977, 1978a, 1978b,
. 1980, ‘1983) ma{ntainad that women do all of the

conversational support work. Also,.recall from the

¥ ., introduction section that other studies found ‘contrasting
. :
£indings (e‘.g.s‘\,f Bahinec, 1978; McLaughlin et al., 1981).-

\ .




There may be many reasons for the lack of everwhelning

results in the p: ~study and ng tindings in

other studies, such as different topics of conversutlon,

dyad versus group settings, scoring methods, etc. Fcr\

instance, some studies examine group conversation (e.g.,‘

Strodtbeck and Mann, 1956)vwhils others use dyads (e.q‘ f

Fishman, 1977), some use unacquainted subjects (e.g.,

McLaughlin et al., 1981) while others use intimates (e.g:,

Fishman, 1977), and some examine conversation am‘ong

children (e.g., Dittmann, 1972, 1977) while others explore
adult discc‘vurse (e.g., Fishman, 1977). So different ’
contexts and different situations probai:ly influence the
degree of sex differences found in listener
responsiveness. ! ) '

Besides the various differences in subjects and
procedures among the studies in tiris area two more
important factors which might have influenced the present
findings need to be.mentioned. One is the issie of. j
variability in listener responsl)es. Some studids have used
very small subject samples. For' instance, Fishman (1977)
only\ﬂ’sed three subject pairs. Bcth\Dittmann‘and Miller :
‘et al. found considerable individuzl differences in the
qumber of tespt;nslve cues used, Such wide variability was
‘also found in the present study. For instance, there was
oniconversation where the female produc;ed eighty back
channels and the-male twenty-eight, and one where the male

i , R . .




produced sixty-five and the-femdle nine. So Fishman could
ha‘;e, by chance, obtained three very respons‘ive females
and three unresponsive males. Since there is such wide
va‘&iabjillty in m\ales' and females',(responsiveness, very
large sampl‘e'sizgs are necessary. That-is, it is quite .
possible that small subject sa)‘nples are not representative
of what is really happening. Recall that Dittmann (1977)
found a very small sex difference in responsiveness in his
child sample in his earlier study, but discovered that
this difference disappeared when he doubled’ h}s sample
size. The present study also only had thirty male-female
dyads. So it might have been the case that if our subject
sample had been doubled our marqxnally saniflcant
difference would have disappeared.

A more interesting reason for the present lack of

overwhelming results in cr x i ion, ’

may not be because of the number of sub&ects, but instead
because of the age of subjec;ts involved. Miller et al.
(1985) and Dittmann (1977) examined back channel behavior
in preschoolers and S{oung children, .respectively, and
found no sex differences. Studies which do find

significant sex di in i ion,

however, use adult populations, generally college

students.: It is possible thut sex differences 1n listener

responses do not appear until adulthood.’ vsince the

present study examined two younger age.yroups, along with
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a college population, it is possibla‘that,the .
nonsignificant sex effects in the two. younger groups l/
played down the significant sex effect in the college % &
group theu result of which was a marginally significant
eflfect: for crossed-sex- interaction overaJ.l; Examination .
of the mean number nf batk channels by the males. and
females in the ten male-female dyads in each'age group, in
the present study, provides some support for thi& -
asgertion. 1In grade 4 the males produced on average 17.1

back channels while the females produced 21.4 back s
channels (t = -.454; NS). In grade 9 the males produced
on average of 32.0 back channels yhile the females
produced 33.3 bdck channels (t = -.154; NS). So in the
two younger age groups back channel behavior is not very
different between males and females. H?wever, in the ten
male-female coliege dyads malds produced 26.1 back
channels on average whereas the females produced 40.9 back \
channels (t = 1.44; NS). While all three c‘oinparisons were
ﬁonsiqnificagt, the difference bet%een the college groups
was much larQ:r than the other two &roups. And it may be #
the case that! if more than 10 dyads had been used the
finﬁings for the college group would have been
significant. This then may be a very plausible
explanation as to why studies with young children‘ £ind no .
séx differences whereas studies with adults find large

differences between the sexes. It may be the case that



male children and adolescents are just as res;:onsi"ve as
their female éounte&patts, but that for some reason as
male teenagers turn into male adults they decrease their
responsiveriess: which forces the females to increase
, theirs. There may be many reasons for such a change and
only future research can enlighten rxs as to what méy b?
happening here. 7
~ These then are only a few of .the possible reasons why
the present crussed-se’x results are notj as strong as in
previous studies. Future research neéds to exal;\ine
crossed-sex interaction, across this portion of the life
span with larger samprle sizes in order to determine
whether sex differences-ip listener ‘responses oMcur
in older pobulatinns’. An?all other apnditions. under
which sex differences also appear need to be examined.

It was also\found that females were as responsive to
males as they were\to females, but that males wexze ¢
slightly more responyive to males than they were to
females. Recall thdt these results were only marginally
significant. Nevertheless, females tend to be somewhat
more responsive than males in both same-sex and crossed-
sex interaction. These findings, then, wo\;ld seem to be
conslstent\with the conclusions of many ‘previous studies
that females must carry more of the conversational
workload by_ being more supportive than males, and by

keeping thd conversation going.




However, all the results, except the finding that

female-female dyads are the most responsive,- were cnly‘
marqinally significant. Per‘haps cn:her x.-easons for f

i females’ qreater xaspo\miveness shnuld be luaked far. ' For
instance, if we take the’findinq that»female-!emale dyads‘
become most respunslve ‘at later ages,” and the possihility
that sex dxfferences in crossed-sex interaction sonly "
emerge in the older gruups, we can draw a tentative' !
conclusion that sex differences‘exist,bei:ause femaleés
becﬁ;rle much more responsive at older ages than males.. It
is not that the adult males are incape'ble? of being
responsive but that females,, for some :eaéon, increase

their, responsiveness in dyadic conversacions as they grow

older. . This does not necessarily mean that females become

more responsive because they have to in order to keep the
conversation going. If this is the case, why then should
two females conversing together feel they have to be smo
supportive, when th;are should be no fear that the other
female wivlll‘,not help with th? conversational workload?
And why‘ wou:ld they not increase their responsiveness when
speaking to'males compared to their responsiveness when
conversing with females? Perhaps, then, it is not that
males make females carry all the workload in conversation,
but that females feel more of a personal need to i)e more

intimate and more responsive. i .
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Thus, there can be many reasons for females’ greate! 7

r_espnnsi\}enese: Another might possibly be the difference
in quality of' male-l;ale‘ca_nversations nov;pa'raji to}temg’lew .
female conversations. In the ninety Eonvers{atﬁiuns i
exam.iﬁed it*was my stronpg iﬁpres'aion that males and
fel’na}e_s‘ i grade 4 produced conversations similar in
quality. However, in grade 9 am‘i college male-mate
convgrsationsl were artificial, unnatural anE stilted. (this
was egpec'ially true of_ the grade 9 male-male‘group). *This
may be .due to either one of two fact;:crs. One may bg th:z
different types of‘ Eriendsh;}ps males and females h;ve at
this time. Men’s frfendships have bean shown to be

1978; Powers and Bultena,

1976), whereas women’s friendships Ard hi%hly intimate
(Armstrong, 1968; Weiss and Lowenthal, 1973). That is,
female friends say they talk more aby intimate and
personal topics and in more’! depth thﬁale friends do
(Aries, 1976; Johnson and Aries, 1980). While no,
objective me:asure was taken it- was my impression that the
grade 9 and college female-female groups related the
sonversétional topics to petsonal interests and intimate
feelings much m;:re than the male-male groups did. Talk
which is more personal and intimate is probably mere-
likely to elicit listener reéponses thar: superficial talk.
The second reason for diff?rences in quality of

conversation may be due to the artificia% nature of the




conversational setting. It is unlikely that male-male’ s
conversation {s generally unnatural and stilted, and more
likely tha;." tha‘experinental situation some how effected
male interaction differently than it effected female
interacti‘on. That is, the finding in the-present Study

that females p: more back s may be related to

the Wature of the task setting, vh‘ich effected

' conversational intimacy differently for males and females.

In summary then, at least in structured dyadic

. conversation between middle class participants it does

look as if females are more responsive than mdles. It
also seems that different contexts and situations
5 -

> influence'(the degree of sex ditfe;:encea t\ound. More

research needs ‘to explore the conditions under which®these

differences exist, and possible reasons why.
\

.

Summary -

As Dittmann mentions, listener responses serve two
functions, one for the benefit of the.speaker and the
other for thp lihstener's benefit. Listener responses let
i speakers know that auditors are interested in what they

are saying, Are.keeping ;xp with t}:em and understand what A

is being said. Through the use of such cues, speakers can-
provide more comprehensible information to listeners.

H Acquiring this skill is very jmportant in aiding



‘before nine years of age emphasizes this.
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communication, and that children begin to develop it
o
We know that listener responsiveness begins to
develop very early and continues to at least adulthood.
We also know. that females tend to be more tesponsive ‘at

later ages.’ However many more research questiom need to

be explored. For instance, how are back channel cues and

“sex differences in. their‘use learned? It is quite - .

-

possible that individuals learn to use back channel .cues

and even sex-associated uses of these cues by modeling

.
——adult behavi’ors. - These behavlor f then, would RE based

upon soculization technlquas. That is, women are

socialized and rewe for_being r ‘J.ve and -
supportive, wﬁereas men are less so. HoweVer, as was
already mentioned, too much émphasié is p‘»robabl‘y being
placed on tyind these results to a power d;fferentLaL
between men and women, and not enough on exploring other
possible reasons for these differences. More attention
also needs to be. paid to possible mplxcatwns of such
results. For instance, individuals who provide more
listener feedback may well encode the information better,
and as a result ungerstand what is beingl said better. If
this is ‘the case then females probably understand what
males say better than males understapd what tema}es say.

If such implications are true then helping males provide
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more. listener feedback may facilitate communication v

between males and females.

Some/other pcs%?ixne research interests are the e .
following: Can individual diff&rences in responsiveness be v
explained through adult hehavicr nodels or through
perscnai)ty variables? ance children provide fewer Kl v
listener responses than adults, does this m'ply that
childrﬁn Aﬁi“zl‘;s proeess the 'speech they hear

differently? Is responsiveness.related to perspective-

taking skills? Are children vho' are concerned about being
~1iked more likely to use back channel cues? Does young
chlldren s tendency to be soclally responslve predict
t:heir later use of response cues?’

Dittmann mentions some .specific issues withiwhich

research\ers Tieed to be concerned. These inc]#ide whether
the listener’s conversational partner is of ‘the same sex,
of the same age or younger :or older, a‘stranger‘ or a
friend, someone they like of dislike, ,someone of j:he same

sociql background and so on. Attenti;n,alsc should be

paid -to\thg( topic of talk, the spatial arrangement, the

response pu1~1, etc. | So while we know something About the r ’%V
development a‘nd sex-typed use of listener responses, there

are still many questions that need to.be answered through

careful study. . .
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To summarize the findinqs for the 1nterrupti0n N s

measure, the t:h:ee~age groups used similar frequencles of
Lnterruptions, as did the thraa dyad types Famales
mterrupted females more than they did males, and ;nalea
1nterrupted temales as often as they interrupted males.
Females and males interruptad one another to simxlar

. +in cr i “ions. And interruption .

‘ béhavior was similar i@ 1nteractlon groups, excspt for
‘the grade 9. female-female dyads who used more
interruptions than the qrade 9 mala—:male dyaés.

i g, ¥ .
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A\l The devel 1 finding: ;oo 2 i .

" As was mentioned in the introduction, there is'a
scarcity of Tesearch on the development ??T_n@r\?p’t}on
behavior.. We'do know that ‘preschoolers understand rules
of turn—talung (Garvey and Berninder, 1981), 'and are
skilled at interruption when conversing with peers
(Esposito, 1979, Peterson, 1986) and with parents (Greif,
K | 71980; West and Zin\meman, 1977)' Children as younq ase

E three and four years of age also' know that xnterruption is
. a sign of poor conversation managemant (Peterson, 1986) .
-That ds, children are taught early not to interrupt their
conversational partner. It was hypothesi‘zed that as

children grew older and as this-interaction 'rule became
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d‘eegy' ingrained inté_ their ;:cnversagional re'peftaire, .
the frequency of interruption of a con¥ersational . -
~ﬁax1:ner would décrease. However, the frequency of
interrupticms remained relatively stable over tha t1me
period studigd. On average there were apprcxmately 28.69 .
interruptions per twenty minute conversation, or 1.43
interruptions per minute. It may well be that this is the
level of interrupti_on‘whic‘h can be engaged in without
}llamp_ering communicati‘on. This‘accepta_ble level of . B
int‘arruption in. dyad,ic conversation then, is learnefi at a ‘

very early age (i.e., before the child is’nine ydars olq).

ler: similarf ncies of

interrupt1on in d_yadic conversation, ‘or whether it is N s
during the early primary schoohyears that children learn

what this acceptable level is, will have to be determined -

in future studies. Hovever, it is quite obvious that the
adult pattern of interruption t‘r’equéncy in dyadic 4
conversation is developed very early. One woulc‘i also
expect that, since interruption frequency in dyadic‘
conversat’ion appearé to ;‘-gmain stable for the first twenty %
years of life, %t, also remains unchanged duning the rest

of the adult’s.development. - However, this is a question

for future research.

All four interruption measures were used by the three

‘,age groups. That:they were used by the gra‘de 4s implies

that simple, overlap, butting-in and.silent interruption




" no significant Telat:.unship with age (refer to the age o

all begin to develnp betpre 9 years of a£ge. simpl’e!,

butting-—in and silent 1nterrupt&an were also tound 6 have

.</iyad results for the individual intarruption measures in-

the Resulth section). This indicates that-these neasures
reached the’ adult usaqe level by the time the child was 9
years 614.¥ Recall that overlap interruption was a
marginally siqnificarit: con‘tril;utor‘ to tl\'le ‘age of dyad

effect. That is, overlap 1nterruption increased by)

small degree with age. ¥

Chu.dren then, use interruptions as frequently as  °

adults do, anz/, as ‘well, use the sameJorms of.’
interruption s adults do. Thus', ‘éhildren l'ear:n to

inhibit ifnterruption very eanly in their communicative

. S HV&}QPMH +7—they learn that there are constraints

* on usage.

Overall, silent 1nterrupticn was the mést frequently
used form cf intermption, butting-in interruption was the
next, then ovarlapunterruption with simple interrupticn
he}ng used least often. Silent mterruption was used
almost three ti"‘me‘s more than simple inte;:ruption. And
this pattern was generally true of all m%groups. ,
Ferguson (1977) and Beattie (1981), however, found that
overfcp interruption was.thg most common form of
interruption, with simple, butting-in, and silent

interruption coming igl second, third and fourth,
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respectively. In Beattie’s sample overlap interrupticn

was more than four times as cBmmon.as silent interruption,

‘the least comyon kind. Beattie used a college population
who.were engaged in group discussion; ‘and Fe Ferguson used
cblleqa _Eemalau who were “engaged in dyadic conversat).on.
However, the overall. pattern found in the present study

‘was also true of the college population used. It is

,'that different types of interruption have

* possible thi

f.unctions in dxfferent situations. Exaét:ly what

situ tions produc differential use of 3errupt_ion is in

nee of research.
¢ /

"7 the frequency of interruption in male-male; female-
fem_ale; ar‘\d male-female dyads was alsé found to be very
" similar. - That is, no matter what the dyad composition of
the group, the total number of 15termptions produced was
on average one and a half inte'rruptions per minute. This
f/indling is consistent with a few studies. Trimboli and
Walker (1984) found that sex composition had no effect on
the numb;r of irterruptions. Natale, Entin, and Jaff'e’
(419'&) found that sex composition was not a significant

’predict‘or of total number of iritaxruptiﬁns, number of

.
1 inter: ions, of ul
interruptions, and mean duration of interruptions. Some

studies examining same-sex dyads have’ uls_o found that men

s .




.doinot interrupt meﬁ more than women interrupt women f
(Rogers and Jones, 1975 Roqex and Schumacher; 1983, and 8
LaFrance, 1981), wh‘ich is consistent with-‘the pr&sent
finding. I o '
Interruption behavior was similar in all the
interaction groups, except for the femala-!emale ,grade 95
whc used mcré" intel—ruption than the male-male grade 9s.
Thxs prcbahly had to do- with the ditlerent qualj.ty of
cénversations \\bqgw“een the fﬁmale-female and male-malg |
dy.ads. As was' men&ion_ed previously, same-sex grade 9 male
‘conversati\ons were|‘mich more artificial and \;nnatural ‘than

|
same-sex grade 9 female conversatmns. < This probahly is

! ‘the result ot differences in the quality of friendship
between. the two grcups, or, even more lxkely, an artifact
of the research design. Because of their more intimate
and personal discussions females may feel -freer to -
interrupt thap males do, aor, alternatively, increased
enthusiasm in a qiscussion may simply lead to 1ncreased
levels of ihterrupjtiun—as well. And recall from the
introduction. that some interruptions have been found to
express joint énth{:siasln or a positive state of excitement

(Natale, Entin'and|Jaffe, 1979).

i Some studies (e.g., zimmerman and West, 1975) have. .
found interruption to be initiated very rarely in same-sex
conversations. » Other stl;dies (e.g., Dindia, 1987) find
many mor&d

' |

. .
terruptions in cr{)ssedasex interaction than
\




same-sex interactiof. And at_least one researg:iier has

concltld‘a-d';:hat men qnd women rarely interrupt a-partnerf of

the same sex, but that & terruptions tend to occur between e

two people in un?ual bﬁ contested relationships

- (McCarrick, Mandeyscheid, and Silbergeld, 1981). However, f
different situations seem to give diquerent resukts. For
inst‘:ance, the threé all:female tutopial groupsr in

. Bsattie's (1951) study did not dlffer significantly from/

the other seven

xed'-sex groups in tems of in\:enup}tlun.
f‘\ As has been saiq, the’ present study also found the

frequency of .intérruption ih same-sex interactlon to be

similar to that i§ crossed-sex interaction. And 1.43.

interrupt®ns pef minute in same-sex interaction is not
Qi : -

con red infrequent interruption. That is, in this 7

sgxn\ple, men frequentl{;interrupt one another, as do women.
\ While this accepted level of interruption might be ’

i maintalned ‘in conversation this ddes not mean that both
parties contribute an equal number of interruptions. For
in‘stance, the majority of studies (e.g., zimmerman and
West, 1975) report symmetrical distributions of

- interruption in same-sex 1nteractlon, and - asymmetrlcal
distributi? in crossed-sex interactlon. The present
study did not examine the distribution of interruptions in
same-sex interaction, but did so with the erossed-sex
interactions. Reo%ll that most studies (e.g., Zimmerman

and West, 1975) find that in crossed-sex interaction males

e v < g : 5 s




= interrupt femalé:s much more tha;x females .interrupt males.
And this has haen found to occur in both preschool !
(Espoeito, 1979 Peterson, 1986), and adult (e.g.,

3 z:.mmempn and West, 1975) cunvai‘sation. It has also been
concluded that children learn this sex-associated use’of
interruptions from a very’ early age while lt::hey are 7
learning other conversational skills (Esposito, 1979;
Peterson, 1986). If the males in the present samp].e
Belleved that Eemales were more intetruptahle than males,

. * then the males i/n‘ he male-fgmale dyads shou¥a have .

~

éroauced the majority of interruptions. And the males 4n

' the ;rossed:sex/,ﬁyads should have also prodl;ced many moré
interFuptions than the males in the same-tex dyads. (
However, females lnterrupted males as often as males

. terrupted females in Q:ossed-sex interaftion. And males’ )

. ' did not ,\nterrupt: féemales any more than they interrupted

males. That is‘, males did not treat females any
differently than they treated males. This indicates then
th‘at, at least in the p‘resent sample, malés do not. feel

1 thgt females are any more interruptable than males, or

Fﬁat v}‘}lat women have to say is less important than what

. /men have to say. That is, males were not using

interruption to maintain a status differential as previous
/ studies have concluded. This is consistent with recent

1
’\\{\ studies finding symmetry in opposite-sex intsracéigns

(Kennedy and Camden, 1983). T b
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™ 1t was the females, however, who seemed to belfeve
that females were more interruptable than _males. That is,
fenlés were more likely to interrupt a female partner
than a male partner. ‘Penales have been found-to treat

males’ differently than males treat females in other
situations too. For 1nstar;ce, in Conror-Linton’s (1987)
study qi’ an adolescent discus;ion group, females were
found to address five times more-turns to males than to

other females.: However, males selectad male and female

" addressees equally. There may be many reasons for‘ghis

differential treatment by females which the present study
ahd bthigr studies have found. Maybe females are more
cohcerned with m;)d_nq a good impression when they are .with
malks than when they are with \temales, and thus interrupt .
lgss. That is, mibe they do not want males 'tq think’ they
are agg‘bessive and‘dolineering. Or maybe they ‘have c,ame
to learn that they get ‘punished’ less when they i.nterrupt
a female than when they interrupt a male (e.q.,
interrupting a male too often may result in the ending of
conversation). Or maybe it is‘the differences’ in
triandship quality again. Although both males and females
were paired with friends, female- temale friendships may be
different :r‘m male—!emalg fr'iendships, and this in‘'turn
wuuld'attegt their conversations. For instance, the
heterogeneous sex ccmpbsiti\on of a group has been found to

have an inhibiting effect on dyadic communication (Benney,




Reisman and starr, 1956). The way in which mbersiot a

| dyad converse is affected by the degree of intimacy = *
between the nel.bg;s of the dyad (Hornstein, 1985).
Another possible reason’ for the females’ ditteret’ntinl.
.treatment may be because women may feel more comfortable
conversing with females than they do with males, and thus .
feel 'less 1ntiﬂidated to‘angage in interruption. 'rhere‘
are therefore, many possible reasons why tamulaa treat

males differently with regards to interruption. Before we

can tie this finding 1"nto any mxcrcpoliticnl cunnactiuna

-

much more ressurch needs to be done. i .
orie would assume that, if children were laarning the~ B
sex-associated use of intgrruption from a very early age,
men would interrupt women more than boys interrupt ‘girls. 5 ) %
However, tliis was not what Ha.s found in the present
sample. E)’taminlmj the crossed-sex interactions, in grade T,
4 the males interrupted the females on average 13.6 times
wlgereas the females 1ntermpteq the males 9.8 times. 'In . =
Sgrade 9, the males interrupted on average m.s'jnmes R
ﬁherea_s the females 1nterru;)ted 10.5 times. And in the
college group, the males in(:errupted' the females on i L
average 12’.4 times, whereas the femule‘s interrupted the
'maies 15.5 times. All the ‘@ifferences were - :
nonsignificant. 1t would seer fhat.thare may be much more
occuring in crussed-sex"interacticn than the previous ' .

studies would have one believe. That is, the conclusion oo



that males routinely interrupt females does not appear to

hold true for every situation, context, or subject sample.

It has also been maintained by some researchers that

femalés may more 1 interr ions than

males,. and that males may make more successful

interruptions. Butting-in interruption'was the only

unsuccessful interruption scored in the present study,

whereas the other three, simple, overlap and silent, vere

considered successful interruptions. Overall, males and

females used similar frequencies of butting-in -

int;erruptlon; a total of 416 for the males and 422 for the =
. females. None of the differences between males and
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interruption or overlap interruption were significant.

Therefore, it appears that males and females.engage in _

ful and ful interruption to similar
degrees.
~ Thus, the most striking finding from this study is

that, at least for this subject sample, sex does not
appear to predict who will interrupt more in a mixed-sex’

dyad. That is, there was no difference in ipterruption

behavior between‘males and females in crossed-sex

interaction. While this contradicts the majority of _

studies in this area the present findings are, however,
< consistent,with other studies. For instance, Beattie

(1981) found no sex differences in either the type or the




frequency of interruption used in_ his ‘examination of
tutorial disc\txssion groups. However, status apéeara‘d to
have a significant effect. That id, the high status
individuals in the discussion groups (i.e., the tutors)
were interrupted significantly more often than they
1nterrup€ed. Beattie felt th'gt the reason why no sex‘
differences were found was because females were '
interrupting more f.han they had in prﬁ;lious studies (i.'e. v
the West and Zimmerman studies), and therefore were
interrupting as frequently ag men. He cdncluded that
"when the social context demands that interactants make a
S‘\)o_d impression (for’ éxample, in tutox:ials), women ‘can apd
do use interruption as frequently as men" (Beattie, 1981:.
3i). That is, ";uomel:l cert‘:ainly seem to possess the
interactional- competence to engage in ingerrup‘tion as
frequently and as effectively as men dq." (Beattie, 1981,
33). LaFrance (1981) also found no sex differences for
interruptions, but she believed tHat the lack of findings
was because of the short period of interaction used.
I.;Franée reco‘:dad conversation for seven minutes, and only
examined the middle three minutes. The present stidy, ’
however, used the complete twenty minutes of interaction.
A recent study by Dindia (;987) also found that woman did
not ge;'. interrupted more than men, and that men did not
interrupt muré than women. And recall that white, middle

(lass, adolescent females were found to interfrupt males
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four to one in the discussiop context that Connor‘-Linton
& ' (1987) examined. This last study also found that the -
males’ main concerns were issues of social approval and
acceptance, as well as domain of negotiation, whereas the
females were much more concerned wi_th‘ictual competition

for the floor.

. e & _
Other studies have produced results that contrast
with some of Zimmerman and West’s conclusions. For

d instance, ‘women do not alyays give up their speaking turn,

becomé silent when interrupted or passively let men -

interrupt them, but sometimes compete with men in cross- :
. sex iqt;erac.:_i.orii (scheeél, 191;; ;a_r, 1978) . McCarrick,
. ¢ Manderscheid and Silbergeld (1}531) toun.d ;lcman to | e ¥
- interrupt\th.e in(;e_rruptve.r. Dindia (1987) ‘fqund thatswomen
b did not h;\ve less assertive behavio;'s interrupted; they
aid not respond less assertively to interruptions, nor did
they ‘intan—upt»lass assertively. And in Leet-Pellegrini’s
= a (1980) study, being amale in mixed-sex conversation was
e insufficient to activate a show of dominance.. It was the
interaction of axper‘ti.se and sex that brought about the
sex effect. Markel et al. feel that the belief that the 3
. female communicator (th,e young female underg;aduate .

anyway)' is passive and éuﬁordinaté warrants rethinking. ’ .

They also found no evidence that males used any of the
communication behaviors they investigated to "lessen the
* communication role of another" more than do females

.




‘CDpiCS of discussion, sub]ect samples, etc ) appear to be |
|

(Markel et al., 1976: 363). This contradicts past '’
5

research which shav!gd males as generally more dominant
than females in mixed-sex interactions. They do suggest
that ‘perhaps different tas!;s contribute to the different
findings. That is, they feel it may be that ;émuqs
dominate socioemotional tasks, such as the one used in
their study, but lifitt their involvement if more formally
structured tasks. So there may be many situational

factors which cause asymmetry in conversation. For
instance, it has also been found that the dyad member who
has ‘tha strongest opinion fo’r the tchc of discussion will
hcld\ the floor more (Carment, 1961). leferences betwegn |

Btudies than, (d.asy different situations, contexts, |

producing diffgrent results. Therefore, it is possible
that “sex differences in the Violation of the turn-taking
system are not a universal feature of conversation"
(Beattie, 1981; 33).

There are two possible reason# why the‘ present stu;y
found differe;xt results from the majcrir.y of past st?fléies.
one is differences in the present study compared to the
other studies, and the second is possible problems in the
present study itself. The largest difference between this 7z
study and the majorir:y of other studies is the definition.
of intex"r'upticn used. Beattie has been the only other

researcher to date to have used Ferguson’s method of
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form, however). Many (e.g., Esposito, 1979) have used the

scoring for interruption (he used a slightly modified

original Zimmerman and West (1975) definition of &
interruption. Théy defined interruptidjs as "penetrating

the boundaries of a unit-type prior to the last lexical
constituent that cﬁy‘q define a possible terminal boundary

9f a unit-type" (Zimmerman and West, 1975; 114). Others

have used related definitions, such as the viewing of

i ions as the ¥ of simul speech,

where the intermptio;\ is assigned to c;?articipané who
.}

the .

initiateds the speech while not possessi
conversational floor (Jaffe and Feldstein, 1970; Heltzer,
Morris and 'Hayes, 1971) . l;ecall tha‘t some researchers
_believe that using an overall intarr;ption score is_
prob!enatic because intemptinn's most likely serve a
number of functions. Some types of interruption may be
related to dnin;nce. For example, Ferguson found total
interruptions (the sum of all interruption cat&gories in
the present study) were unrelated to_dominance while
overlap interruption and silent interruption were. The
females who used the majority of overlap ifiterruptions
rated themselves as highly dominant. And those females
who used silent intsrrhptions frequently were usually
ranked low in domi.nnnce by the main subject (the subject
who participated in all recording sessions). Other

" functions served by .interruption include joint enthusiasm, * &




social approval, di t, and hei invqlvement.
Does this' mean then:that when Zimmerman and West found
males overwhelmingl‘y intexrupting females that some ot
those im:errup’:ions may have been due to other factors
—— such ds heightened involvement? Perhaps. Beattie
menti‘ s that the/dei‘initiun of interruption th;:t
zimme.rman and West used corresponds mdst digs‘ely yith the
cateqory"simple interruption’. Interestingly, simple
interruption did not distinguish male-and female
interactants’ in the present study or ‘in Beattie s study.
It would seem.then, that one can not'uontinue to make '
micropolitical statements until the ‘speclfic functions of
the different types of mte;ruéudn used by males and
females‘ ‘are examined more closely. ‘And Ait‘ may also !;e
that the type’s of int{.erruptions used by ‘mgles and female‘s
’ vary from situixon to sltuat{on‘ Therefore, future
research needs to utilize some type of classification

system in its work on 1nterrupt10n behavior in many

different situations, contexts, subjecc samplas, etc. The'

present study chose to ‘use Ferguson’s classification

system in an attempt to obtain higher reliability than had

been previously obtained in our lab. Howev] r, it has -

since come to my_ attention thar. more comprehensive and "
easier to use classification systems for interruption are
-now available (e.g., Roger, Bull and .Smith, 1988)°and,

therefore, should be used in upcoming research.

o
L
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$ " Another main difference between th preseﬁt study and '
studies which find sex differences is in e type of
statistical analysis used. Dindia (1987), who alsc found
no sex differences in interruption behuv;or in cross-sex
interaction, feels that "the conclusion that THere are sex

behavior is based on empirical

ai e in i o .
evidence that employs faulty statistical analysis" (345).
She believes that these studies have put the ﬂata. from all H
member; in a group or from both members in a dyad into the
' same analysis, and theq analyzed the data with methods

% that assume independent oﬁsewatiuns. "If the correlation

between dyadic partners is ignored, iﬁcorrect statements

may be made regarding the significance of the fi?}dings
= ;

(Kraemer and Jacklin, .1979). Specifical when the
correlation. between partners is positivé, the statistical A
test is too liberal and a researcher may conclude that an

effect is significant when it is not. When" the

correlation is negative, the test is too conservative and
{ a researcher .may conclude that the results are not

sig‘ni’fipant when they are (Kenny and éudd, 1986) " (346) .

o s
pifdia also complains that these studies ignore ‘the effect ¥
of sex of partner and the int;racticn of sex of subject

: 4
and sex of partner, while only testing for the effect of

sex of subject, Wheg a significant effect is found it:. may .

be the result of the sex of partner or tMe interaction,

but Dindia maintains that studies attribute it to sex of .



subject. Ard she also feels that nonsignificant results ‘
are interpreted as no sex differences when significant

. partner ',o‘r: interaction effects may exist.

Dindia provides the example of Kennedy and Camden s
(»i953), who found no gqnificant differences in the numb‘ar
° of male-female and female-male interruptions -in crossed-® .
-sex interaction. However, ‘Dindia maintains tiga‘t‘\:he
assunption of independent observations was violated and
¢ they may have incorrectly found nnnsigni,fic‘anca. In the
Zimmerman and West (1975) and the West (1979) studies no
statistical tests were employed, ' Dindia feels that "we ao
not know if it is the sex of subject ‘(maleé interrupt mnré
- than females), sex of partner (females get interrupted L5
"more than males), or ‘an interaction of the two (males P
interrupt females more than females interrupt males) t};'it“ ".*'*T*
caWsed the more male:female tha‘n_"temale-u\ale g
interruptions" (348). _Therefo_\:e,‘since the bpresent study
B controlled for such factors and, according to Dindia, many
previaus studies have not, this is a possible explanatlcn
for the dlfferlng. results. J
Other possible reasahs) for the contrasting resvlts
nay involve the dlfferent factors such as different
c . contexts .in which ééudies were conducted. For instance,
recall’ tﬁat Leet—Pelleqri;\i (1980) found that t.he idea og
conversational competitiveness l;etv’:een men was su‘ppcrted ‘

by certain findings. - However, other findings indicated
- B




. s
that a female sHow of r:loninance can either be dep{e:'sed Vor
enhanc; ¥ a shift In context. Other factors suc‘:h as how
the dyad members were seated, for instance, can influence
the results. In the present study dyad uenhex.—s were U
seated adjacent to one another in order to reduce ¢
competitiveness; however, many studies like Zimmerman apd
West (1975) do not mention what their s;ting arrangements
were.
' ‘There are many other differences between the présent
study and studies like the Zimmerman and West studies.
Fof instance, Zimema’n and West used a variety of social
cantexts‘ ‘(i.e., public places and pri:rate residences) ,
whereas this study used a laboratgry setting. In the
study in which a la_beratcry covéit\was used (i.e., West
nn(? Zimmerman, 1983), the situations“are still not
comparable since they used unacquainted subjects and the
present study used friends. Relationships in the earlier
study (zimgrman and West, 1975) varied from intimacy to
first-time acquaintanceship, and the topics of
conversations also varied. The number of dyad types used
and the number of interruptions found are small compared
to the present study. For ’instance, in ;—’;eir first study
zimmbman and west (1975) found only a tctal of 29"
interruptions and overlaps for the 20 same-sex .
conversations, and 57 for the crossed-sex interactions,

for a total of 86 interruptions. And in their 1983 study



of five parent—chud\ interactions, zimmerman and‘west
found only a total of 14 interrupticné. This compares to
the 2582 cccurre;:;;‘ of interruption examined in the
present séud;‘r. it is possible that small numbers of
interruption are not ‘reprasenta_tive of the population.
Other reasons for the nonsignificant rindinqs in tha
present study may be because of problams in the study
itself. One of these relates to sample size. overall
there were ninety dyads, but only ten dyads per group, and
therefore the results iuay be nonrepresentative. The

labotatory setting may‘ have been too unnatural and thus

. may have affected the subjects' ‘conversational behavior.

| .
It may have been the ca‘se. that’ they were conscious of the

t'apg recorder and .there‘fore were very careful of how they
act;d and what they said. However, other studies have
,used the laboratory setting and still found sex f'/
differences (e. 9, West and Zimmerman, 1983), while cthers

'have used natural settings and have found no sek

" aifferences (e.g., Beattie, 1981). It is also possible

that the sex of the experimenter also played a part. All
participants knew that I would be listening to their
conversations, and it may’ be the case that the males tried

to make a good impression.




Summary £

In summary then, Zimmerman and West have interpreted
their results in terms of power relationships between men
and women. They have suggested that "repeat:
interruption by one’s conversational partner might be not
only a consequence of one’s lesser status but may also be
a way of establishing and maintaining that status
differential" (1977; 103). They feel-that males domxn#te
both in. macro-institutians in society and in at least one

type of micro-institut_:xon, the, conversation. However, one

' thing that seems obvious. from the above discussion is that

such findings and conclusions are r}ot as pe'r.vasive as West -,
and Zimmerman beiieve thenm to be. l-‘uturg research then,
has to exaniné a;xd try to understand why some of thg '
research literature supports the notion that males are
much more dominant and assertive communicators in our -.

society than are females, and why somesgesearch does not.

Results - Personality Measures

. L] '
. In ordermto analyze the relationship between™ the

conversational measures and the personality measures, {

yindividual scores rather than dyad scores were used.®

2 The analyses on the individual scores for the dominance
measure involved a nonparameétric test.
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Doninance measure - o
For each subjec't, the hine back channel measures and
foyr interruption measures, as well as the totals for botyg }
t::%tggcx channel and interruption measures of the 120
gx%,;s and collade participants, vare compared with his |
or her score on the dominance test. Thktwo—tailed
Spearman Rank Order Correlation Coefficient (rg) test
revealed that overall (i.e., bo\th age groups) only the

silent interruption measuye was significantly correlated

with dominance, rg = .19, p = .04, N = 12?" That is, when ¢
the two age groups were combined, the more dominant
participants used more silent interruptions. Examining
each age group separately, it was basically the grade 9
students’ behavior, rather than the college students’
b'eﬂavior, which contributed to this overall effect.
* Silent interruption was found to be correlated with

dominance in the grade 9 sample, .34, p= .01, N =

60. However, uhile Silent interruption was not related to
dominance in the total college sample, it was marginal 1y
siqnificant for the males in this age group, rg = -.35, p
= .06, N =30. Examining the grade 9s even‘ further, none -
Aof the 15 conversational measures were related to
dominance in the male sample, Whereas silent, interruption
was significantly related to dominance in the female
sample, rg = .51, p‘= .01, N = 30. That is, the more

dominant a grade 9 female, the more she use?.silent
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intemruption. Therefore, it was the grade 9 females who
contributed the most to the overall effect (note 18.1% of
‘the @ariance) .

The findings from the combined sample give the
tupression that thete are o other sibstantial
rs‘latibnshlps between conversational behavior and
dominance. However, quite a different picture emerges
when the age groups are looked at separately. éimple
interruption was not related to -dominance at all in the
coni]:gined sample; however, it was highly rgla:ed'h
dominance Xr: each ;:ge greup, but in opposite directions.
In the grade 9 sample there was a highly siqnifica;n:
positive correlation, rg= .33, p = .01, N= 60, while in
the college qroup.r_he correlation was negative, rg = —..31,
p = .01, N=60. That is, 'the more dominant grade 9
students were; the more they produced simple
interruptions, whereas the less dominant college students
were, the more they produced this type of interruption.
The female sample was responsible for the college effect,
rg = -.43, p= .02, N =.30. However, neither the male nor
female group was solely responéible for the relationship
hetwéen ‘soml‘nanca and simple interruption in the grade 9s.

There was a marginally significant relationship
between requests for clarification and dominance in the
college sample, rg = /23, p = .08, N = 60. This effect

was due entirély to the males in this age group, rg = .47,

— . b

~ ) .




p= .01,

='30. i’hye‘:e@est for clarification measure

was also marginally significant in the grade 9 sample, g

9 samples showed this relattonship when looked at

separately.

‘And when the two age groups were combined,

the ‘relationship between.requests for clarification ;leg

dominance disappeared.

The only other effect found in the colleg-e group was

in the males’ use of the’elicited brief back channel T

measure, Tg

correlation

= -.28, p = ,13, N = 30. While this

was nonsignificant, a subsequent multiple

_regresswn analysis revealed encited brief back channel

to be a predictor of domnance. The more dominant the

male college students were,. the fewer elicited brief back

channels they produced.

(:ouple of signifidant correlations appeared h the

grade 9\sample whi¢h did not show up in the college -
sample; overlap interruption, rg = .26, p = .04, N = 60,
and total interruption, rg = .32, p = .01, N = 60, were

found to be

interruption measure was also marginall

related to dominance. The butting-in

significant, rg =

.23, p= .07, N = 60, as was the brief restatement ¥

measure, Ig
and grade o

neither one

< .23, p= .07, N = 60. 'When the grage o ‘male
female subgrc\ups were examined separately,

of these three measures remained sign_ificantly

related to dominar\\ce. And when the grade 9 and college ¢

=.23, p = .07, N=60. Neither the male nor female grade' 4




_ samples were combined these relationships also
disappeared. ’ .

In summary then, the males’ interruption behavior, in
both‘age groups, was not significantly related to
dominance. Silent interruption was marginally significant
in the male college sample, with the more dominant males
using less silent intérruption. Only one back channel,
requests for clarification,”was significantly related to
dominance, and this was in the male college sample, with
the moxe dominant males using. more requests for
clarification. The females’ interruptiovn behavior,
huwéver, was much more related to @ominance. The more
dominant female college students were, the fewer simple
interruptipns they used, vhereas the more dominant grade 9
females were, the more silent interr’t,iens they used.

And none of the back channels were related to. dominance in
either the grade 9 or college female groups. Therefore,
only one bac;c channel, requests for clarification, had any
significant relationship with dominance. And only simple
and silent i’ntgfruptions had strong relationships with

ot i/
this personal}ty measure.




Sex-role measure’
A stepwise multiple regression analysis was performed (

on the back channel and i ion 7
'sepax:ately. An overall regression analysis involving both °
age grougs was unable to reveal what was happening at the
lower levels (e.g., grade 9 males). This was because b‘och
age groups were behaving very differently with regards to’

both back‘ chaﬁnel and interruption behavior.r Each aq‘e
group then, was subjected to a separate regi‘e.ssion
analysis, as was each male and female subsa‘mple.
. . . a

The regression anal)‘(sis was used to evaluate the
contribution of the subject’s masculinity, the subject'-s
femininity, ihe'partner’s masculinity, the partner’s
femininity, the sex of the subject and the sex of the
partner (predictors) to the use of the tolloviinq back
channel bsgviors (dependent variables): brief back
channel, elif:ited brief back channel, embedded request for
clarification, sentence completion, brief restatement,
auditor laughter, request for clarification, multiple back
channel and total back channel.

N\

-7 fhe grade 9 and college students were classified
as’ either masculine, feminine or androgynous. In the .
present sample there were 56 masculine individuals, 21 . K
feminine individuals, and 43 androgynous individuals.



Grade 9 s‘ample g

Refer to Table 7 for an outline of the predictors for
each of the back channel c¢ues, along with the
corresponding p value from the F-test, and the percentage
of variance accounted for by each predictor.

Sex of subject was a significant predictor for the
grade 9 use of brief batk channel [F(1,58) = 5.41; p =
.02], embedded request for clarification (F(1,58) = 8.44;
p = .01], multiple back channel [F(1,58) = 13.00; p =
.0006], and total back channel [F(1,58) = 5.86; p= .02].
The females produced on average more brief back channels
(Females: M = 24.37; Males: M = 14.83), mlare embedded
request for clarification (Females: M = 0.50; Males: M =
0.07), more multiple back channels (Females: M = 1.70;
Males M = 0.47), and. more total back channels (Females:'u
= 35.17; Males: M = 23;80) per dyad _than the males. The
partner’s femininity alsé predicted multiple back‘ehan:nexs
for the male subsample (F(1,28) = 8.13; p = .01]. The
more feminine the males’ partners were, the fewe:’r‘multiple
back channels the males produced. None of the variables
predicted the female use of multiple back channels. The
subject’s m_asculinity score predicted the females’ use of
the total back channel variable [F(1,28) = 6.84; p = .01].
Tﬁe more mas’cu.line the females were, the fewer total back
channels they proiiuced. None of the variables, however,

predicted the males’ use of total back cﬁannels.

, S
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Sex of partner was a signléicant predictor for the
use of sentence completions.in ?:he overall sample (F(1,58)
"= 6.86; p = .01]; however, this effect was the Fesult of
only the r@ale-behavior [F(1,28) = 4.36, p = .05]. Haies
completed ;nore sentences for their female partners than
their male partners fFemales: M = 1.80; Males: M = 0.80).
The subject’s femininity predicted the females’ use of
sentence completions [F(1,28) = 4.477 p = .04]. The more
feminine the females were, the more sentence completions
they used: ' i S‘

None of the independent variables predlctéd the use
of elicited brief back channels, auditor laughter, .or
ref;uests for cla{ficatior{ for the g_rade 9s overall, or

for the male and female subsamples.

College éample :

Refer to Table 8 for an outline of the predictors for
each of "the back channels cues, along with the
corresponding p value from the F-test, and the percentage
of variance accounted for by each predictor.

Sex of subject predicted the use of elicited brief
back channel ([F(2,57) = 5.59; p = .01] and total back
channel [F(1,58) = 4.08; p = .05]: The females produced
more elicited brief Eack channele (Females: M = 40.87;
Males: M = 29.87),and more total back channels (Females: h

=.2.83; Males: M = 1.60) on average than the males. The




partner’s masculinity [F(1,58) = 4.54; p = .02] also
predicted the college students’ use of elicited brief back

channels. Only the male subsample, however,’vcontributed

to this effect [F(1,28) = 6.44; p = .02]. The more

masculine the males’ partners were, the more elicited

brief back channels the males produced. Or, in other

words, the no;:'e masculine the partners, the more that N
speakers demanded confirmation of what they were saying by

-
such explicit pulls as "rjght?"

While none of the-Variables predicted the use of
brief back channels iR the combined college sample, or in
the male subsample, the artner"s'famininity did predict .
the use of this vari'able in the females [17_‘(1,2;) = 4.95; p

= .03). The more £« ne the females’ partners were, the
more the females produced brief back channels.

The subject’s masculinity predicted the use of
embedded requests for clarification in the overall college
Asanple [F(1,58) = 5.15, p = .03). The female behavior, i
however, was the only contributor to this effeck [F(1,28)

= 8.29; p = .01].. The subject’s femininity also predicted’)

the female’s use of embedded requests for clarification
[F(2,27) = 7.02; p = .004]. That is, the less masculine ' It
and more feminine the females were, the more embedded

; requests for clarification they pred\,ced. None of the

variables predicted the males’ use of embedded requests

for clarification.




v brief restatement in the college sample [r(i,ss) = 4.44; p

The subjects’ masculinity also predicted the usg.,of

= .04]. This effect was due totally to’ i:he male behavior

[F(1,28) = 4.65; p = .04]. The less masculine the males ®

wem,/'—the more they used brief restatements. None of the
variables predicted the use 8f brief restatement by the
females.

The partner’s masculinity predicted the use of N

-+ request for clarification in the combined @ollege sample

(F(1,58) = 4.49;7 p = .04]; however, neither the male nor

the female subsample showed this -effect. Thé more I

masculine the college students’ par\:nérs were, the more "
requests for clarification they produced. None of. the
variables pﬂredicted the use of requeéts for clarification
for the males. And only sex of partner did so for the
females [F(1,28) = 4.96; p; .03]. The females asked for )
more requests for clarificatio;\”(_ncs} from their male
partners than the_ir female partngrs (RCs Females Made to
Males: M = 4.70; RCs Females Made to Females: M = 1.75).
None of the independent variables predicted the use
of sentence completion, auditqr laughter, or multiple back
channels for the college sample overall, or for the male

and female subsamples.




Supmpary

To summarize the findings for the back channel
measure.in the gradeVS group, it was found that the grade ,
9 females used more brief back channels, embedded requests
for clarification, multiple back channels, and total back
channels than the grade 9 males. The more masculine the
grade 9 females were, the fewer total back ‘channels they
rproduced, and the more feminine they were, the more
sentence r:on\pletibn‘s th;y used. And the more: feminine
their partner‘s,were., the fewer multiple back channels the
males produced. Grade 9 males also completed {ore
sentences for f:heix: female partners than their male
partner;. toR

Sex of subject and sex of partner then, accounted for
the majority of significant predictors of back channel .
behavior in the grade 9 group.

The college females used more elicited brief back

channels and total back chanhels than the college males.

‘b The more masculine the cdblege students’ partners were,

thd more requests for clarification they produced. The
females zequ;sted more clarification from their male
partners than from their?emale ‘partners. And the less
masculine and more feminine the females were, the more N
embedded requests for clarification they produced. The

mor‘e feminine .the college females’ partners were, the more

the females produced brief back channels. The mare



masculine the 'm‘ale;s’ partr‘x‘er\Q were, the more elicited
brief back channels ghe males ‘p;oduced. And the less
masculine the males were' theméelves, the more they used
brief restatement. . ~

Therefore, the subjecé's and partner'& masculinity,
as well as the sex of the subject, seem to be. the major
predictors of the college students’ back chm’\nel bmlor.
None of the independent variables ;predicted the same back
channel cues in-both age groups, except sex of subject
‘which predicted total back, ch nnel .in both grade 9 and
college. It is therefore obvious that: very different
things>are happening in the two age groups. That is, the
personality factors wluch influence the use of~<back
channel cues at fouy:teen are not the same factors whlch
predict back channel behavior at college age.

. ¥

Interruption analysis

A stepwise multiple regression analysis was also used
to evaluate the contribution of the subject’s masculinity,
thg subject’s femininity, the partner’s rn;asculinity, the
. partner’s femininit}}, the sex of the subject and the sex
of the partner (predictors) to the use of:the following
‘interru‘ptioq behaviors (dependent variables): simple
1ntex:ru);tion, overlap interruption, butting-in

interruption, silent interxuption, and total interruption.
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Grade 9 sample :

Refer to Table 9 for an outline of the predictors for
each ofthe interruption measures, along with the
corresponding p value from the F-test and the percentage
of variance accounted for by each predictor.

Sex of subject predicted the use of simple
interruption in the grade 9 sample [F(2,57) = 13.16, p =
.000). More females than males (Females: M = 2.87; Hales_:
M = 0.90) produced simple interruption. Sex of partner

© predicted simple interru;tion behavior in both the male
[F(1,.z'a) = 5.23; p = .03] and female [F(1,28). = 7.42;°p =
.01) ‘subsamples. Both _males (Femles.: M = 1.60; Males: M
= 0.55) and females (Females: M = 3.75; Males: M =‘1.10)
were more likely to use simple interruption when their
partner was female than when their partner was male.

Sex of subject also predicted the use of overlap
interruption [F(1,58) = 4.66, p = .04]. Females produced
more overlap interruption than males did (Females: M = |
2.77; Males: ‘H = 1.67). While none of the variables
predicted the males’ use of overlap interruption, the
partner’s masculinity [F(1,28) = 4.75; p = .04] and
femininity [F(3,26) = 5.56:‘p = .004 variance], as well as
th!sex of the partner [F(2,27) = 4.90; p = .02],
predicted the females’ use of overlap interruption. The
more masculine and the less feminine the females’ partners

were, the more overlap interruption the females produced.

-~




And females also used more overlap interruption when they
were conversing with a female partner (Females: M = 3.15;
Males: _M = 2.00).
or;ly sex of partner predicted the use of butting-in
interruption in the overall sample [F(1,58) = 6.70; p =
.01]. Grade 9 students used more butting-in interruption
when they conversed with a female partner thén a male
,‘ partner (Females: M = 5.10; Mal‘es: M = 2.50). '
Sex of partner predicted only the females’ use ut'
silent interruption [F(2,27) =‘ 6.42; p.= .01]. The
- females .used more of (;his interruption when their partners
were fe);nale than when they were male (Fémales: M = 7.95;
Males: M = 4.20).\
Sex of subject predicted the use of,total\ -
interruption (sum of all interruption categories) in the
grade 9s [F(2,6{f‘= 8.12% p =. .001]‘. Females used more
B ’ interruptions overall than males (Females: M = 17.40;
¥ Males: M = 9.43). ‘T’ne sex .0f the subject’s partner also
predicted the use of total interruption [F(1,58) = 10.35;
p = .002]. ,This effect was due to the female subsample
[F(1,28) = 6.86; p = .01]. Females used more interruption
when their partner was female than when their partner was
male (Female: M = 20.85; Male: M = 10.50). None of the
variables predicted the use of total interruption in the 2

e male subsample.



College sample :

Refer to Table 10 for an outline of the predichrs
for each of the interruption measures, along’,.with the
corresponding p value from the F-test, and the s;ezcentage
of variance accounted for by each predictor.

None of the variables predicted simple interruption
behavior in the total college sample; or in the male
stbsample. However, the subject’s femininity [F(1,28) =
7.24; p = .01], subject’s masculinity [F(2,27) = 7.9'5:'pv=
.002] and the partner’s masculihity (F(3,26) = 7‘.90; p =
.001] predicted the use of simple interruption in the
-female subsample. The more.feminine.and less masculine
the females were, and the less masculine’their partners
were, the more they used simple interru;;tion.

None of the variables predicted overlap interruption
behavior for either the total college sample or the male
subsample. The partner’s masculinity was, however, a
significant predictor of the females’ use of overlap
interruption [F(1,28) = 8.11; p = .01}. The more
masculine the females’ partners were, the 1gss the females
overlapped them.

THe partner’s femininity predicted butting-in
interruption for the college sample [F(1,58) = sv.:M; p=
»01]; however, this was only the result of the males’
behavior [F(1,28) = 9.23; p = .01]. 'B’esides the partner’s

femininity, the partner’s masculinity predicted butting-in
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interruption in the male sample [F(2,27) = 8.11; p =
.002]. The more masculine and the more feminine the
males’ ‘partners were (i.e., androgynous), the more ;:he
males butted in‘.’ In th:z female subsample, the subject’s
femininity predicted their use of Butting-in interruptions
[F(1,28) = 6.07; p = .02]. The more feminine the females
were, the more they used this interruption.

None of the variables predicted the use of silent
interruption in either the overall sample or in the female

subsample. However, the subject’s femininity [F(1,28) =

5.05; p = .03] and the sex of the partner [F(2,27) = 6.5
p-= .01) predicted the males’ use of silent interruption.
The more fem‘inine the males were, the more thay' used
silex:n: interruption. And males used more silent _
interr;.\ption when they’ conversed with a male partner than
a female partner ‘(Males: M = 6.70; Females: M = 4.80).

The partner’s femininity predicted total interruption
behavior in the college group overall [F(1,58) = 5.83: p =
.02], but did not in either the male or female subsample.
That is, the more femihine the college students’ partners
were, the more they interrupted. Only the subject’s
femininity predicted the females’ use of total
interruption [F(J,ZB)‘= 5.829; p = .023]. The more
feminine the females were, the more they use;d total
interruption. None of the variables predicted total

interruption behavior in the male subsample. *
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Summggy’
The grade § students used more but\:ting—in
interruption when they conversed with a female partner
than a male partner. The grade 9 females produced more
simble interruption, more oyexlap interruptien, and more
interruptions overall, than the qx:ede 9 males. These

females used more simple interruption and more overlap

“interruption when they were conversing with a female _

partner than a male partner. The more masculine and less
feminine the females’ partners. were, the more overlap.
interruption the females produced. None.of the
independent variables predicted the grade 9 males’
interruption behavior.

Séx Of.subject and sex of partner then, played the
major roles in predicting the interruption behavior in the -
grade 9s. However, these variables mostly predicted the
females’ interruption behavior.

Tp summarize the findings for the college sample, the
more. feminine the college students’ partners were, the
more they interrupted. The more feminine the college
femalﬁs were, the more they used butting-in inte;:rupticn‘
and total interruption. The more feminine and the less
masculine the females were, and the less masculine their
par’tners w;r&, the more they used simple interruption. "

And the more masculine the females’ partners were, the
less the females overlapped them. The more feminine the



college males were, the more they used silent
-

‘1nterruption. The males also used more silent
interruption when they conversgd with a male partner thar}
a female partner. And the more masculine and the more
feminine the males’ partners were, the more the males:
butted-in.

Sex of subject then, played no role in predicting the

interruption behavior cg the college students. Generally,
the partner’s femininity and the partner’s masculinity, as

well as the subject’s femininity were the best predictors - . H

of the college students’ interruption behavior.

Thus, both back chgnnel and interruption behavior in '
the grade 9 sample vcan g‘enerally be predicted by either
the sex of the subject or the sex of the partner. s
However, by college age, these independent variables are
no longer the best predictors.’ The sex-role orientation
of the subjects;’and their partners have much more of an
influence on the‘back channel and interruption behavior of

the college students.

Discussion - Personality Measures

Dominance measure &
T "
Recall that it was hypothesized that, since back

channel behavior does provide a supportive function in
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conversation, listener resp&iveness would either be
negatively related to dominance or not related to
dominance at all. In the grade 9 and college sﬁles
studied here, dominance was not correlfted with the total
back channel measure. All individual back channel
measures, except request for clarification, showed no
significant relationship with dominance. The
relationships betv}éen dominance and the elicited brief
back channel measure and the brief restatement measure,
however, were marginally significant.

Request for clarification was only siqniﬂcar{tly
related to dominance in the male college Qample: and it
was also marginally significant in the grade 9 sample.
Recall that both relationships ;«ei‘e positive; that is, the
more dominant individuals were, the more request for

clarifi‘cution they produced. This does not support the

yp is. , req ‘for clarification appears to

be different than the other types of listéner response
cues in that the main function of the other back channel
cues (brief back channels, elicited brief back .channels,
sentence completions, brief restatements, auditor
laughter, joint 1au§hter, and multiple back channels) is
to aid the speake’rlf by iettinq t:h;m know that the auditors
are listening and understanc; what they are saying.
Requests for clarification, on the other hand, benefit

auditors more than they do speakers. Instéad of just



providing .feedback they ask for information. The use of
these cues requires listeners to stop speakers before they .
finish their turn in order to clarify something the.
\speaker said. 1In this way they resemble interruption more
than do the other back channel cues. Individuals, then, '
probably need to be assertive communicators in order to
utilize requests for clarificatjon; and this may be why
this measure is related to dominance.

Brief restatement was also positively related to
dominance in the' grade 9 sample. That i(s,‘the more .
&ominant the grade 9 students were, the jnoré they briefly

. restated what their partners said. Although this £inding
also opposes the hypothesis, it was only marginally
'vsignificant. Again, it may be the case that brief
.restatement is doing something different than just
prcviding simple feedback. Brief restatement are much
stronger forms of responsiveness than are uh-hums or
laughing for instance. Since the éolléqe students’ use of
brief restatements was not lflated to dominance, it m$y be
\\ the caSe that the grade 9s use this measure ditf_erently
than other age groups. That is, they may not be using
brief restatement«#as a form of responsiveness at all, but
as some way of controlling their partners’ behavior. It
was also ‘noted during scoring that some brief restatements

were hard to distinguish from actual turns. Future




research then, needs to examine more closely the
differential .use of this medsure in different age groups.
Elicited brief back channel was the only other form
of back_ channel which was related to dominance, although
the ‘relationship only reached marginal significance.
Recall that the less dominant the male college students
were, the more elicited brief back channels they produced.
While the relationship is r;eqative as was predicted, this
finding only partially éu’ppcrts‘the hypothesis. The less
dominant male college students were, the more they had to
- be prompted by their partner in order to produce brief
back channels. It was assumed that the less dominant they
v(e're, the more supportive they would be on their own,'
without any prompting by their pa;tner. This reasoning
was based on the assumption that less dominant individ&als
are necessarily supportive and responsive individuals.
Individuals, however, can be both low in responsiveness
and dominance. ;

To conclude, then, due to tRe possibility that the
request for clarification and brief restatement measures
may not always be used for purely responsive functions
(i.e., are not always back Ichannels) the fWgs
concerning these measures do not provide strong evidence
ag:inst the hypothesis. Because the total back channel
measure, as well as most of the different forms of back

channels, wexpe not related to dominance, there is strong




support for the hypothesis. Thus, an individual’s level
of dominance does not predict his or her back channel
behavior. *

It w;'éohypothesized that dominance would not be
related to the overall measure of Lntezmpti:n, but to
only certajn types of 1nt§rmption. The present study
provides much support for this hypothesis. Dorlninance was
not found to be related to total interruption in either
the college sample or the combined samplg. That total
interruption was not related to dominance in the college
group is consistent with previous reéearch in this area
(1_.3., Beattie, 1981;‘ E;exguson, 1977).. Dominance was,

however, related to total“interruption in the grade 9

<

sample. This effect did not hold true fo*har the male
'

or female subsamples. It would seem then{®that for the

grade 9 students' as a group, dominafhce predicts the use of

total interruption. Thus, interruptions are being used
for different purposes in the grade 9 and college groups.
Dominance was also related to particular forms of
inte‘rruption. The strongest relationships with dominance
were for gimple and silent interruption in the females.
The more dominant female college students were, the less
simple interruption they u’sed, whereas the more dominant

grade 9 females were, the more silent interruption they

used. ~Ferguson (1977), however, who used a female college

population, found that those subjects who rated themselves
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as highly dominant used more overlaps. Overlap
interrupkfon was not felateato the dominance ratings of
the college females used in this study. Overlap
interruption was only related to dominance in the grade 9
sample. Ferguson also found a relationship between
dominance and silent interruption, but the subjects’
doininance levels were rated by the main subject and not by
thenselves. Neithe'r butting-in interruption nor simple
interrupticn was correlated with either of the dominance
measures used in Ferguson’s study. While butting-in
1ntermption was not related to qmn!.nance for the college
females used in this study, simple interruption was. The
less dbminant the female colleqe students were, the more
simple interru?tions they used.

As for the males’ interruption behavior, it was not
significantly related to dominance. Only silent
interruption was marginally significant in the male
college sample, with the less dominant males using more
silent interruption. Thus, the males appear to be using
interruption for some other purposa besides dominance.

The only other significant relatienship in the
present study was for that of butting-in interruption,
which was negitively related to dominance in the grade 9
sample. This result, however, did not hold for the male

and female subsample, or for the combined age groups.
N
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Overill, the findings provide much support for the
hypothesis that dominance is related only to cercajn types
of interrup_tion. These findings, then, are consistsnt
with the Beattie and Ferguson studies. However, the
specific findings concerning which types of intersuption
#re related to dominance are not consistent adross
studies/; indeed, there are major differences between the
present study and me previous “studies. For instance,

neither of Ferguson’s two measures of dominance was the

_ same as the dominance measure used in this study. There

are also smaller differences betwéen the studies. For
instance, Ferguson’s study differed in that, unstructured
conversatxon, the use of a main subject in each dyad and
different sé&tan arrangements were used.

The finding that dominance was not significantly
related to the males’ interruption behavior is interesting
in that most studies to date maintain that males use
interruption as a means of dominating their partner and
controlling conversation. Recall that Zimmerman and West
found that college underqrad‘ﬁate males produced more
interruption than college undergraduate females in mixed-

>
sex dyads. And from this they:concluded that males were

the dominant in cross x 1 ion Beattie
(1981) equated the present definition of simple

~
interruption with Zimmerman and West’s (1975) definition

of interrupi:ion. In the present study, the less dominant



college students were, the more simple interruption they
produced. Based on this, males should be viewed as the
less dominant dyad member. However, this finding was only
true of the combined male and female sample. In other
words, when the male college students were considered
separately, the relation between dominance and
interruption disappeared. It might be the dase that if

the sample size had been larger (i.e., N > 30) the effect

would have held for the male group alone. However, it is

also possible that for males, dominance is not a

significant predictor of interruption. Interruption has
been found to have other functions besides dominance

¥ ’ (eig., heightened involvement). Some forms of

i £ kR interruption may also only be mistimed‘ attempts to take

the floor. Whatever the reason for males’ use of -

interruption, it is misleading for researchers, at this
time, to maintain that dominance tendencies always predict
interruption behavior.

4, . overall, then, it would appear that the forms of

interruption serve different functions for males and
‘females, and for grade'9 and college students. This

-assertion is streng d by the finding that

2 simple interruption was highly related to dominance in
: each age group, l?ut in opposite directions. The more

dominant grade 9 students were, the more they produceé -

simple interruption, whereas the less dominan{: college
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students were, the more ‘simple :lnterruptioh they produced.

It is not the case that a type of interruption will have

the same relationship with dominance in every sex and age

group, or for that matter in every situation or context.

I£ is clear from the above discussion that the

relationship between dominance and interruption is much

more complex than previous studies would 1ndiéate. This

relationship should not have b;en expected:to be so s.irviple

since interruption in cdnversation is affected by many

personality ang/éocial variabiss, wimich probably YVary
o across situations. _For instance, it has been foupd that '
mo;:e intelligent s‘uhjects“interrupt 1e‘ssvthan 1€ss ' -
intelligent subjects, that highly neur&tic subjects
interrupt, more than less neurotic subjects, and that
introverts interrupt and speak s.i;vnultaneously less than
extroverts (Rim, 1977). Frequency of interruption has
also been found to be inversely related to.social anxiety,
to slseec)} anxiety and to fear of negative evaluation, but
posftively rela'ter; to confidence as a speaker (Natale,
Entin and Jaffe, 1979;. It seems possible that different
types of speech interruption have different relationships
to personality. Many factors pléy a part in determining,
how dominance and interr}lption will be relaé’ed. As
‘Beuf/:tie (1981) states "interruptions are a social .
phenomenon affec‘ted by many variables ..." (l.e) . Thus,

the relationship interruption has with any partigular



measure varies due to its complex interaction with other
social and peftsonality variables.

To conclude, the major findings were that simple and

silent interruption had the strongest relationships with
dominance, and this was due only to the female sample.
Thus, not all instances of simultaneous speech and

interruption were related to dominance, as was
hypothesized.
' 3

Sex-role measure

It was hypothesized that the more feminine
individuals weré, the more back channels they would
produce. The femininity score of subjects accounted for
the gradx; 9 females” use of sentence completions, and the
college females" use of embedded requests for
clarificatipn. Both relationships were positive. That
is, the higher the femininity score of the female, the
more back channels (i.e., sentence completions or embedded
requests for clarification) the females (i.e., grade 9 or
collegé, respectively) produced. There were no back
channel cues used by either the two age groups or the
subgroups for which femininity predicted infrequent use.
_’l‘hus, these findings provide support for the hypothesis.

It was also predicted that the more masculine
individuals were, the fewer back channels they would

produce. The masculinity score of the subject accounted
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for the grade 9 females’ use of total back channels, the
grade 9 males’ use of brief restatement, the college
females’ use of embedded requests for clarification, and
the college males’ use of brief restatement. All “four
relationships were negative. That is, for these
particular back channel cues and subject sz/mples, the more
masculine the individuals were, the fewer back channels
they produced. No back chapnel cues were used by; );ither
the twc\w age groups or the subgroups for, which masé;ulinity
predict\ed‘frequent use.' Thus, these findings also support
the hypothesis. ' )

Overall, those back channel cues which were predicted
by éex—role orient‘ation of the subject‘ provide support for
the hypothesis. That is, for all the hack_’cﬁannels for
which sex-role of subject was a predictor, femininity
predicted frequent use and masculinity infx:equent use. t
However, it should be noted that the n;'asculinity and
femininity-score of the subject accounted.for only 6 of
the possible 54 different relationships (i.e, 9 back

channel cues x 3 types of subject samples (grade overall,

male le, female le) x 2 grades (9 and

colleée)]. That] is, while the subjects’ masculinity ami
femininity did npt account for a large portion of their
back channel behavior, when it did, fémininity predicted

frequent use and masculinity infrequent use.

sy

o



No partitular hypothesis was made regarding the
subjects’ back channel 4behavior based on the sex-role
orientation of their partners. Examining the data we find
that the femininity score of the subjects’ partners
acéounted for 2 of the possible 54 relationships, and the
masculinity score of the subjects’ partners also accounted
for 2 relationships. The more feminine the grade 9 male;\'\\
partners were, the fewer multiple back channels the males \
produced; and the md;'e,,feminine the college females’
partners were, the more the females produced brief back
channels.. Th_? more masculine the college students”’
partners were, the more requests !o'r clarification they
produced; and the more masculine the males’ partners
were, the more elicited brief back channels they produced.
Based on only these four findings it is difficult to

determine exactly how the sex-role orientation of an

channel behavior. This is not to say, h
role of partner is not im;;ortant: we have to consider the
number of back channels in these relac_innships. For
instance, the finding that the more feminine the college
females’ partners were, the more the females produced
brief back channels, is only one out of a possible 54

findings. However, the brief ba#_ﬁ:hunnel category was

‘one of' the most traque‘iy used back chanhels. Thus, g
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while it was only one ;elationship, it accounted for much
of the college female back channel behavior.

Sex—role, then, proved to be a predictor of an
individual’s back channel behavior. Re?_all from the
results section that sex of subject and sex of partner
were also predictors of back channel behavior. Sex of
subject predicted the grade 9's use of brief back
channels, embedded requests for clarification, multiple
back chan’nels and total back channels, and the college
student’s use of elicited brief back channel.‘s and total
back channels. Sex of partner predicted the grade 9
males’ use of. sentence completions and the college
females’ use of requests for clarification. Thus, both
sex and sex-role were prediccur; of an individual’s back
channe} behavior.

Examining Tables 7 and 8, it is-interesting that sex
is a much more salient factor in conversational behavior
for teenagers than sex-role is, and that this changes by
the time one is in college, with sex-role becoming a much
more impartant predictor of back channel behavior than
biological sex. That is,.while biological sex predicted 6
of the 9 relationships which emerged in the grade 9 sample
(67%), it only predictedw3 of the 12 relationships (25%)
which showed up in the co.lleye group. And while sex-role
predicted only .3 of the 9 re’lationships which appeared in

the grade 9 group (33%), it predicted 9 of the 12




relationships in the college group (75%). Notice, for
example, that sex of\subject predigted the grade 9s’ use
of brief back channel, embedded request for clarification,
multiple back channdl, and total back channel, but only
remained a predictor of the total back channel measure in
the college sample. In the older group, the subject’s
mesculinity predicted the use) of embadded requests for
clarification measure, while neither sex nor sex-role
predicted the use of brief back channel or multiple back
channel.

The finding that sex-role is a better predictor of
the college students’ back channel behavior than
biological sex is interesting, since most previous
research in this' area has found the main contributor to
differences between the sexes in back channel behavior to
be biological sex. It might be the case that previous

research was also tapping into sex-role rather than sex

per se. For insthnoce, 1 female sa might have
been more sensitive and responsive to their partners’
femininity, say, than their male subjects were. That is,
females may have been responding to :‘amininlty whereas
males may have not. If the majority of subjects were
feminine then more females than males would usé back
channels. Examining Tables 7 and 8, the brief back
channel category (which was by far the most frequently .

used back chamnel) was predicted by sex of subject in the

N




grade © sample, but was only predicted by the partnérs’ .

N femininity in the female college sample. The more - i
feminine the females’ partners were, the more the females
produced brief back channels. Nohe of the variables

predicted back channel use in the males. Thus, fémales in

the college group were more responsive when their partners
were feminine. That is, it might be the case that females
§. responded more in previous studies not because they were ) §
“ female but becauise they were responding to some other .

feature of the situation, like their partners’ femininity,

that the males we¥é not responding to. s *

Why then, is‘biological sex the only predictor of
grade 9 back channel behavior, with females producing more.

. . of these cues than males? As I have said pieviously, I
believe this is due to other factors such as the research
ausign, oF e aleretant GUALLYY ot Conversation betéssn! .-
grade 9 females and grade 9 males. I do not feel that’
this finding islu}gdlcéiiv; of either the males” or
females’ belief that it is the females’ job to carry the
conversational workload: The point here being that there

can be many other factors responsible for femyles’ greater

use of back channels, other than their biological sex per

se.
It is obvious, then, that both biological sex and
sex-role play a part in predicting Back channel behavior.

fhese two variables, however, &id not account for all of
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Ehe variance ir; listener responsiveness. Future resedrch
needs to explore which other factors, besides sex and sex-
role, are involved in producing back,channel responses.
To conclude, Support was found for the hypothesis;
for those back channel cues for which sex-role of subject
was a significant predictor, femininity produced frequent
use, whereas masculinity produced infrequent use. -
. Sex-role was alsc hypothesized to predict two aspects
of interruption behavior in the teenage and college groups

studied here. Specifically, the first prediction was that

"those individuals with high masculinity scores would

produce more of those forms of interruption which were

found to be positively related to dominance. Individuals

“ with high femin}nity scorés were expected to engage in

infrequent use of these interrupfions. The grade 9s’ use
of simple interruption, overlap interruption, total
interruption, and butting-in ‘interruption, as well as the
grade 9 femaies' use of silent interruption, were all
found to be positively related to dominance. However,
neither the femininity score of the subject nor the
masculinity score of the s‘ubject predicted the use of any
of these interruptions in the’ subject gr;:ups just"

mentioned. '=‘h_at is, .masculinity did not predict frequent

: use nor did femininity predict infrequent use. For those

g .
forms of interruption which were positivley related to

dominance, then, sex-role of subject was not a significant




predictor. This is contrary to‘what was,predicted. This
inding was due to the fact that those ivhterruptions which
lere positively related to d9minance were found in only
e grade 9 sample, and sex-role ;iid not predict many
beha{viors in this age group.’
The second hypothesis was that those _{;guﬁ of
interruption which were- negativgly related to dominance

were expected to be produced frequently by individuals

., with high femininity scores, whgreas infrequent use was

predicted of individuals with high masculinity scores.-
The college males’ use of silent interruption and the
college females’ use of' simple interrﬁption were ‘the only
two instances where interruption was negatively related to
dominance. The femininity score of the subject predicted
both cases. The more feminine the college females were,.
the more they used simple interruption, whereas the more
feminine the college males were, the more they used silent
interruption. The masculinity score of the subject also
‘accounted éor the college Eemal_es' use of simple

Iinterrupticn. The more mésculine the fema

were, the

fewer simple interruptions they used. Thus, these

findings are consistent with the above hypothesis. That

" is, for those interruptions which were negatively related

to dominance, femininity predicted frequent use, while

masculinity predicted infrequent use. In other words,

,(!hose types of interruptions which are not used as a means

co .




of dominating a partner are produced more by feminine
inatviduals than masculine individuals. This makes sense
atncemmasculifne persons: Yscriberthensdives: as pesertives
forceful, dominant and aggressive, while feminine
individuals have lower self-ratings on these
characteristics (Bem, 1974). Masculine individuals then,
Wot1d be Fiote Likaly o ise those interrupticns which wate
positively related to dominance and not thoie which wert
negatively related, whereas the opposite would be expectf;d
of the feminine individuals. !
0 No particular hypothesis was put forward'/regarding an
individual’s back channel behavior bas’élz_i on the sex-role
orientation of his/her partney. For thc;e types of
int;rruptions which were positively related to dominance,
those partners high in femininity would probably be
interrupted more than partners low in femininity. R
Partnets low in masculinity would probably be interrupteﬁ .
more than partnefs kigh in masculinity. For those forms
of intertuption which were negatively related to dominance
or not related to dominance‘ at all, no specific
predictions could be made with regard to individuals’
interruption behavior based on the sex-role orientation of
his/her partner.

Recall that the grade 9 use of simple interruption,
overlap interruption, butting-in interruption and to_ta‘l

interruption, as welll as the grade 9 females’ use of e



silent interruption, were positively re)atgd o dgminance.
However, neither the subjects’ partners’ !amininity\‘aqore
nor the subjects’ paitners’ masculinity score predicted
interruption behavior in these particular groups. Thus,
the assumption was not supported. This wds again due to
the fact that those interruptions which were positively
related to dominance were used only by the grade 9 sam;;le,
where sex-role was not a strong predictor of behavior.

Thus, sex-role of vsnbj"ect and sex-role oi‘subject’s
partner did not predict interruption behavior in the
subject for those interruptions which were positively
related to dominance, but did. predict the s'ubject's‘
behavior for those forms of interruption which wére
negatively related to dominance.

Also recall from the Results section that.sex-role
was not the only predictor found for interruption
behavior. Sex of subject predicted the‘ grade 9 females’
use og simple interruption, overlap interruption, and
total interruption. Sex of subject, however, played no
role in the interruption hehavior of the college students.
Sex of partner predir:te‘d the grade 9 use of butting-in
interruption, the grade 9 females’ ‘use of simple -
interruption and overlap interruption,«the grade 9 males’
use of simple interruption, and only the college males’
use of silent interruption. The gradé 9 females were

found to produce many more of these interruptions (i.e., %




simple, overlap and total) than the grade 9 males did.
This is an interesting finding in light of the fact that
previous studies have found men doing more of the
interrupting. Note too that all three of these
interruptions were positively related to dominance. The
grade 9 females were using more interruptions, and also
seemed to be using them as a means of dominating their
partners.

It was also found that both grade 9 males and females
were more likely to use simple interruption Qhen their
partner was female than when their partner was male. The
females used this form of interruption as a way of
dominating their partner, b\‘xt recall that simple
interruption was not related to dominance in the male AY
grade 9 group. While-both males and females were
interrupting their feﬁale partners more than their male
partners, females were doing so to dominate their .partners
whilé males were not.

Grade 9 females weregalso found to use more silent
interruption, overlap interruption and total interruption
when their partner was female than when their partner was
male. However, the males in the grade 9 group produced
similar frequencies of these interruptions when speaking
to females. and males. Grade 9 students also used more
butting-in interruption when they conversed with a female

partner than with a male partner. Butting-in interruption




- the subject and sex of the partner played a larger role in

was found to be marginally related to dominance. Both
males and females, however, were doing this. ‘

In the college group, males used more silent
interruption when they conversed with a. male partner than
a female partner. Silent interruption was marginally
related to dominance in this group, such that the less
dominant these males were the more t}}gy used this
interruptior{. If males were using interruption to
domix‘late women then the s;udy should have found the ¥
college males using more silent interruption with females )
rather than vith males. Thus, we have no evidence, in
this Study, that males use interruptions as a means of
dominating their female partners. However, it looks a; it
females are the ones ‘whu are using interruptions to
dominate theiﬂ; female partners. )

Overall then, as it was with back channels, sex of

predicting interruption behavior in the grade 9 sample

than sex-role did; while sex-role orientation played a

+ larger role in predicting interruption behavior in the

college students. However, for both interruption or back
channel behavior, not all the .variance is accounted for 4
simply by sex and sex-role. Future res'earch,;then, needs
to examine all possible variables, besides sex~and sex-

role, which help predict interruption behavior. -



Other questions, such as why sex-role replaces sex as
a predictor of interruption behavior and back channel
behavior as one gets older, also need to be addressed.
Studies with larger subject sizes and studies which
include all the possible sex-role combinations (i.e.,
andrcgynous; masculine, feminine, and undifferentiated)
must be included in upcoming research on psycholagical
factors contributing to both back channel and inte’rruption

behavior. &

Conclusion A

The main objectives- of the pres‘ent research were to
examine the developmental and gender related use of two
conversational techniques, listener responsiveness and.
interruption behavior. Besides these developmentalr\and
sex difference issues, the study also explored how
_listener respwiveness d interruption behavior were
affected by two persona:iy variables, dominance and sex-
role. The use of these two conversati;nal measures was
examined in three different age groups (grade 4, 9 -and
college) und'three different dyad types (male-male,
female-female, and male-female).

Listener responsiveness was ‘found to begin to develop
before 9 years of age and gradually increase in use to

young adulthood. The older (grade 9 and college) female-

female dyads were the most responsive dyad types. ! Females




were also found to be no more respopsive to females than
they were to males, whereas the males were sliqhtl& more
responsive towards males than females. In crossed-sex
interactions females were also somewhat more respbnsive
than males were. An individual’s level of dominance was .
also found not to predi‘ct back channel behavior. For
those back channel cues for which sex-role of aubject was
a signlficant predictor, femininity predicted freguent use
and masculinity infrequent use. Overall, it was obvious.
that: age, ﬁ;’.cloqiéal.sex and sex-role all have somé part ’
to play in explaining back channel behaviog. -

As for interruption behavior, the three age groups,
as well as the three dyad types, were found to use similay”
frequencies of interruption. While males interrupted
males a$ often as they did females, females engaged in
more interruption with females tha;| males. In crossed-sex
interactions females and malc;.s interrupted one another to
similar degrees. Not all instances of interruption were [
related to deminance. Only simple and silent interruptio
were significantlly related to dominance, and this was ®rly
true for the females. The contr;buticn of sex-role to
interruption behavior was less clear. Sex-role of subject Ps
did‘not predict interruption behavior for those forms of
interruption which were positively related to éominance,
bgt did s‘o for those forms which were negatively related.

These findings then tell us that biological sex, dominance
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and sex-role (and not age) influem:ev an individuals’
interruption behavior. ) :

Due to the fact that these variables (age, sex, sex-—
role and dominance) diq not come cIgse to accounting for
all the variance in th:\\:wa conversational techniques, it
seems necessary to consider a wide range of factors.

There is probably a complex interactich of personality and
social variables pfgxducing communicative behavior, which
include sex, age, education, occupati¥pn, socioeconomic
status, cognitive factors, mood, role of-status, medium of
communication, degree of formality, personality
characteristics of interactants, contextual factors such
as communication, situation, environment, etc. That is,
there may be many variables needed to explain a particular
communicative behavior fully, and which variables produce
this particular behavior may change from situation to
situation. Another important point brought out from the
present study is that more attention needs to be paid to
the speakers’ aims and motivations when using particular
conversational techniques. For instance, a greater use of
interruptions by males does‘; not necessarily mean that the
function of this behavior is to dominate conversation.

The functional use of these interruptions for males must
first be looked at before we can draw any conclusions from
the findings. And whi\: a speaker uses-a particular

conversational device for may change depeénding upon the

.




e goals of the speaker at that time. That is, in order to N
exp].aviﬁ‘ the use of a conversational technique we must ! '
consider th’e function of the technique in tha. actual
context in which it was used. Until such, research is

{idone, using the proper statistical methods, reliable
m”conclusions cannot be made, .e€specially micropolitical
conclusions.
Problens in the study have been mentioned previously
in the paper (e.g.,. small sample size, use of laboratory
. setting, .use sf tape recorder, sex of experimenter).
However, the results may also have been influenced by the
scoring method it‘self; specifically, by the switéhinq
pause length used in scoring. The present scoring system
used pause lengths of one second. Studies (e.g., Garvey
and Ben Debba, 1974) have found 1 second to be
characteristic of a pause in conversation. However,
Feldstein (1972) found that for pairs of females engaged
in 30-minute conversation, mean duration of switching //
pause was less than one second (.664). If Temales"have N
switching pauses shorter than males, the present study may
have overestimated the frequency of interruption produced
- by females. The present study may have also overestimated
the frequency of interruption in the older groups, since
Garvey and Berninger (1981) have found a r‘educticn of
’ switching pause with age. That is, it may still be

possible that frequency of interruption decreases with
7 <




age. mturet:tudies need to utilize lscoring systems with
proper. switching pauses for each age group.

I believe, however, that the most important aim of
future research is not to dra\'; conclusions from studies
which are baged on explanation of behavior with variables
that do not account for much o‘f éh!- variance. We first
need to understand and explain the ways in uhilch
conversdtional techniques interact with a variety of
social and personality variables so that we can gain a
much bet;‘.er: understanding of the way in which 1Anguage is
used. Only when we know exactly what variables influence
the use of a certain conversational techniques can we say
with any confjfdence why, or ;or what purpose, individuals

g -
are using gfiese devices.
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Table 1

Mean Frequencies and Standard Deviations of Back Channel
Behavior Initiated by the Three Dyad Sex Types in Each of
the Three Age Groups.

Sex of Dyad

Age of Dyad

Aver. SD

! Sex Group
Grade 4 Grade 9 College, Aver.
£h
M 62.90 40.70 77.00 60.20
M~-M
SD 24.60 6.38 45.29 34.81
M 47.30 VBB.].O 100.20 ot 78.53
s A 4 :
SD 19.92 31.82 34.94 37.27
M 39.20 68.70 6‘9.10_ 59.00 -
M= F
SD 29.20 18.95' 38.36 33.02
Age M, 49.80 65.83 82.10
Group , ¢
26.74 30.64 41.90




Table 2

Mean Frequencies and Standard Deviations of Total Back
Channel Behavior and Total Interruption Behavior Initiated
by the Males and Females in the Male-Female Dyads, Male-
Nﬁle Dyads and Female-Female Dyads

T a . i
Sex of Dyad Member Back Channel ~ Interruption
M 25.07 — 12.27
Males in Male-Female
SD 22.90 8.81
M 31.87 . 11.93 2
Females in Male-Female ! . .
SD 20.17 8.96 i
M 29.17 14.98
Males in Male-Male
sD 17.25 9.98
36.65 15.95
Females in Female-Female
SD 17.23 8.09

2




Table 3

Mean Frequencies and Standard Deyiations of Interruption
Behavior Initiated by the Three Dyad Sex Types in each of
the Three Age Groups

gsex of Dyad Age of D){ad i
N Sex Group
Grade 4 Grade 9 College ! Ayer.
; ‘_ ] 39.20° 17.50 33.20 T 29.97
s sD 21.33 16.15 13.75 “19.63
G M, 2170 41.70 32.30 31.90°
B & ‘SD 12"3.0 17.11 10.72, 15.91
M 23.40 21.30 27.90 24,20
Mo sD 15.70 16.16 14.63 15.75
Age M 28.10 26.83 31.13
Group
Aver. sD 18.61 19.61 13.35
- S
-
. 4




Table 4 .

Mean Frequencies and Standard Deviations of the
significant and Marginally Significant Variables
Contributing to the MANOVA Interaction Effect for the
Individual Back Channel and ‘Interruption Measures

Grade 4 Grade 9 College
Back :
Channel ~ M-M F-F M-F  M-M F-F M-F  M-M F-F M-F

Significant Variables
M 1.20 0.40.1.40 1.00 3.90 1.60 1.70 1.80 1.20
SD 1.62 0.52 1.96 1.32 2.33 1.17 187 ‘1.40 1.32

M 5.00 2.80 5.00 1.10 7.50 2.70 4.30 3.90 3.50

st SD- 4.22 3.01 %4.78 1.73 4.48 2.45 2.63 2.}3 5.04
M 15.50 6.30 8.60° 4.30 12.0°6.50 9.80 9.80 8.90
B sD 11.59 4.17 8.30 5.38 5.93 6.84 6.22 4.80 8.33
°  Marginally Significant Variables
M 44.0 31.8 21.5 24.5 51.0 42.1 147.5 62.6 37.6
2Re SD 25.9 17.3 25.0 12.7 22.7 20.7 39.7 31.1 26.6 ke
M 2.0 0.7 2.0 1.5 2.1 1.7 1.6 3.1 1.7
e sD 1.7 0.8 2.0 L4 &% 28 1.5 2.8 1.6 :
M 12.8 10.4 7.5 ‘1 15.9 8.1 13.4 11.9 11.6
srt SD 7.5 6.0 4.4 9.0 7.3 5.1 5.0 4.1 4.%

Note: MBC = Multiple Back Channel, SI = Simple <
Interruption, BII = Butting-In 'Interruption, BBC = Brief }
Back Channel, BR = Brief Restatement, STI = Sileht =
Interruption. " "
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Table 5 N
Mean Frequencies and Standard Deviations for the
Ssignificant and Marginally Significant variables
Contributing to the MANOVA Age Effect

Age of Dyad
Back Grade 4 Grade 9 College
Channel D
M SD M SD M SD

Significant Variables
|
Brief Back Channel 32‘1‘.43 22.74 39.20 18.67 49.20 32.46

Elicited Brief Back 2.37 2.99 2.63 2.13 5.07 4.30
Channel

Sentence Completion 4.90 3.4 1.81 2,93 2.22

Auditor Laughter 3.10 3.87 7.65 10.00, 9.45
. ; / .

Joint Laughter 1.00 1.53 3.53 4.68° 4.70 4.76

Multiple Back 1.00 1.36  2.17 1.61 1.57 ,1.43

Channel

Marginal I)L Significant Variables

Overlap Interruption’ 3.47 2.87 4.43 3.42 . 5.43 3.73

Req. for Clar. 2.70 3.04 4.63 4.09 5.20 4.64
Embedded Req. for 0.73 1.32 0,57 0.72 1.30 1.39
Clar.
L
\
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Table 6 %

Mean Frequencies and Standard Deviations for the
significant and Marginally Significant Variables
Contributing—te the MANOVA Sex Effect

Sex of Dyad
Male-Male  Male-Female Female-Female

M sD M SD M sD

Significant variables

Joint Laughter 1.93 1.80 2.07 3.31 5.23 5.8

Marginally Significant Variables

Brief Back Chan. 38.63 26.09 33.73 24.37 48.47+ 23.69
Silent Interr. 11.77 7.12 9.07 4.61 12.73 5.78
N
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Table 7

The Predictors, P Values and Percentages of Variance of
the Nine Back Channel Cues for the Grade 9 Sample, and the
Male -and Female -Subsamples

Back Channel Grade Overall Males Females
BBC ss — -
.024 )
8.5%
EBBC - - -
ERC ss - -
».005
12.7%
sc SP sp SF'
- .001 .046 .044
10.6% 13.5% . 13.8%
!
BR - - -
AL - -—- ---
RC - ; - -
MBC ss . PF -
.001 .008
18.3% 22.5%
TBC ss - sM
.018 .014
¢ 9.2% 19.6%

Note: BBC = Brief Back Channel, EBBC = Elicited Brief Back
Channel, ERC = Embedded Requests for Clarification, SC =
Sentence Completion, BR = Brief Restatement, AL = Auditor
Laughter, RC = Request for Clarification,. MB = Multiple
Back Channel, TBC = Total Back Channel, SS = Sex of
Subject, SP = Sex of Partner, SF = Subject’s Femininity,
SM = Subject’s Masculinity, PF = Partner’s Femininity, PM
= Partner’s Masculinity.
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Table 8
The Predictors, P Values and Percentages of Variance of
the Nine Back Channel Measures for the College Sample, and
- the Male and Female Subsamples
Back Channel Grade Overall Males Females
BBC -— -— PF
. .034
15.0%
EBBC ss PM PM mm
.006 .017 .017
16.4% 7.3% 18.7%
ERC SM L SM SF
! .027 .008 . 004
K 8.2% 22.9% 11.3%
B sc -— -— -—
BR SM - sM "
.039 .040
7.1% 14.3%
AL -— -— -—
» RC PM p— SP
.038 .034
7.2% 15.0%
MBC -— -— -
TBC ss ) . o
* .048 ®
6.63%

Note: BBC = Brief Back Channel, EBBC = Elicited Brief Back
Channel, ERC = Embedded Request for Clarification, SC =
Sentence Completion, BR = Brief Restatement, AL = Auditor
Laughter, RC = Request for Clarification, MB = Multiple
Back Channel, TBC = Total Back Channel, SS = Sex of
Subject, SP = Sex of Partner, SF = subjact's Femininity,
SM = Subject’s Masculinity, PF = Partner’s Femininity, PM
\ = Partner’s Masculinity
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Table 9

The Predictors, P Va’lues, and the Percentages ‘of Variance
of the Four Interruption Measures for the Grade 9 Sample,
and the Male and Female Subsamples

Interruption Grade Overalls Males " Females
ST SP ss SP SP
.000 .000 .030 .011
24.2% 7.4% 15.7% 20.9%
o1 ss e PM SP PF
. 035 .038 .015 .004
= 7.4% ° 14.5% 12.1% 12.4%
BII SP s e
. 012
10.4% .
STT i) Sl SP
.005
14.1%
. - ¢ SP ss - SP
.002 .001 .014
: 15.1%  7.1% 19.7%

Note: SI = Simple Interruption, OI = Overlap Interruption,
BII = Butting-In Interruption, -STI = Silent -Interruption,
TI = Total Interruption, SS = Sex of Subject, SP = Sex of
‘ Partner, SF = Subject’s Femininity, SM = Subject’s
Masculinity, PF = Partner’s Femininity, PM = Partner’s
Masculinity. E
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Table 10

The Predictors, P Values, and the Percentage of Variance
of the Four Interruption Measures for the College Sample,
and the Male and Female Subsample

Interruption Grade Overall Males Females

sI —— - SF SM  PM
.012 .002 .001
s . 20.5% 1§.7% 10.5%

o1 -— - BM
.008 -
22.5%
sz & | PF PP PN SF ’
' .ogs .005 .002 .020
1276% 24.8% 12.7% 17.8%
sTI - sF sp 3
033 .005
15.3% 17.3%
I ‘PF - SF
.019 .023
9.1% 17.23

Note: SI = Simple Interruption, OI = Ov rlap Interruption,
BIT = Butting-In Interruption, STI = Silent Interruption,
TI = Total Interruption, SS = Sex of Subject, SP = Sex of
, Partner, SF = Subject’s Femininity, SM = Subject’s
Masculinity, PF = Partner’s Femininity, PM = Partner’s
Masculinity.
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" what the'drug cost him to make. ‘He paid $200 for the . - B

R tadlum and charged $2,000 Lor a sman dase oﬂ the drug. "y

$1,000, which is half of what it cost.  He told the

gt T
Appendix B

_Topic Discuss{on Form ..+
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(a) In Eurcpe, 2 woman was near death” from a, special kind

of cancer. There was -one drug that the doctors thought
LA

might” éa\vehher. It was a form bf rad:lum that a dr\:ggist 4

in‘ the same towh-ltad recently disccvarea. The druq._was . v

expensive to make, but the druggi‘st'wus charéinq 1b times &S

The: sick woman’ husband Heinz, went t

to ‘borrow the money, but hé co?,d’o"ly get. togsth\.

etyone he knew

about

druggist that his'wife was dying and asked him.te sell it

cheaper or let him pay-later. But the druggist saidtf."No,

I discovered the drug and I’m going to iake mdney ‘from

it.™ So Heine gets desperate and¢considers breaking into - e

the man’s store to steal the drug for.his ife. should

Heinz steal the drug? Why or why not? Would you stegl R

the drug?” Why or why not? 8 ! ’r~
. § 7 2 £
(b) In Rorea, a company of Marines was greatly outnumbered 3
‘and was retreati? before the enemy. The ccmpa‘ny n&a BN
N v

crossed\a bridge over a river, but the enemy was mostly on
the other sxde. If someone went back to the bridge and- )
blew it up, with the “hepd start the rest of the men in the.. |

company would have; they would prahably thnn ascape. But




: - the man who st:ayed back/ hlow up the bridge would

probably not be able to escape ‘alive; t:here wnuld he aboﬁt
£ a 4:1 chance he would be kilvle‘d. The cuptain hxmself 1s ’
’ the man’ ;l'hc kiiows best how to lead the rhtreat. He asks
for volunteers, b{;{-. ho one lw{n volunteer. If he goes
himselg, ‘the men will probably nat get bauk safely and he'
is the onlw\one who knuws how to.lead the retreat. Ehould
t;he captaln\oxﬁder a man tc go on this vezjy 'd‘angerous

. . mission ‘or-should he go himselg?. Why? What would you do?.
< ) . \ - Lt N

(c) Many | studies have been conducted 11nking #

aggressiveness in children to the amount of violence’ they
view on television. «No one krows' for sure\: however if
v viewing violence causes agqtessxvenessu e., 1t may be :
' that aqqressive childreq lxke watch:.ng programs contalnlng
v‘ialenge.‘ A pruposal has been. made to ban all vxolence

'
P f.ram children’s prcgrammlnq e.qg., ca‘ftoons. "Dp you' agree °

Why or why not?
. . s

(d) An S.ssue that has 'received mucH attention lately is
capital punishment. In Canada capltal pun;shment is not
part of our, ]ustlce syste‘m. Do you -think t}_us should be ¢
~ S — changed? ~Why or why not? .

v, s N

; ) % 4
¢ # W . (e) (for grades four -and nine) A baby. bonds is given to
N 3 A

. parents ‘or guardians who have ls. some




’ your. age’ feel that this bonua ehould }o dirsc@ly tu them

- to -spend as the pleuse 1nstead of goinq\ to their paren

or guaxdian. Do you think your bahy bonus should qo to £

you or to your parent or quardian? ,’ ® o »

(2or the univarsi,g:y students) A fevw yeara agu tha

px-avincial ‘govezgment stopped providing ‘pursaries for

students studying programs outsida the' prcvince that are

g offerad in Newfoundlayi D yo\x think this‘was fair to ',
the students (i e., uaes it violate their right to chase 4
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i - . ” over ‘other people. N
; T, F 3. I find it hard to keep my mind on a " task Y
7 » N or job. '™
L T F 4. I, have sometimes stayed away from. another »
i o o Y B _\\ ‘', person becduse 't feareqd doing or saying P
= & 9 scmethh\g that' T might regret aftérwards. . .
T.. F.'| 6. n . in a: group of people' I have trouble’ %
] , thihking of the right things to ‘talk . 5
“f . . .about. i
i 6. “School’ teachers-fbomplain a 1ot a@out ‘their .7 |

pay, -but it seems to me that they -get as
: “much’'as they-deserve.
-T b AR .I don’t blame anyone for ttyxng to grab
= “‘all he can.get in this world:..
T~ F . 84 Every citizen should take'the- time to t‘ind |
P L2 _-out about national affairs, -even if it P
g means giving up.gome personadl’ pleasures. S
I shaquld like to belong to several c%ubs .
_ or lodges. - o
I am certainly lacklng .in #if-confidence. e
when I'work on ‘a committee I like to'take 7 &

£—thingss

F
S
F
F
F 12.‘ LER - qxven the chance I would make a good
¥
F
F

leader of pedple. I
13 Sometimes at electior® I vote ‘for men

about whom I know very little.
14.. I very much like hunting.
1s. A person does not need to worry ahout
. ‘ other: people if only he looks after

g " - himself. ~
T ‘F -16. I can honestly say that' I do not really ’ i
. = mind payihg' my taxes because I feel thatls ' .
one of the things I can do for what I'get
., from the community. L

T F 17. "When prices are high you can’t. blame a
by 4 . person for getting all he can while. the N

5 5 .getting is good. G ¢ o
L) F - 18. .. In school I found it very hard tn talk Ve .

. . before the class. R e
, F-"19. I. am a better talker than a listener. » .

‘ . i F.. 20. I wquld be willNing to give money myself in v
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(We should cut do n our ‘use of oil; if

nacessary, so that there will be’ planty,
left for the people fifty or a hnndred

- years from now. . .

When the community makas a decision, it: is|
up.to a person to help carry it out even
if he had been against it.

+ I would rather have peop).e dislike me than

ook down on me.

ihmust admit I try to see what” others
ink before I'take a stand.

People should not have to ‘pay’ taxes for.

-the schogls if they do not have- children.

In a gro‘up, I usually, take the

responsibility for qaptinq people

ntroduced.

I would be willing to describe myself as a

prétty “'strong" personality.

There are times Wwhen I\act like a;doward.

I must admit I am a pretty fair €alker.’

. I have strong political opinionsit:

‘I think,I am usually a leader ‘in my group.

I seem to ¢o things that I regret more -

often than other pepple dos

Disobedience to any governpent .is never .

justified. .

I enjoy planning chings, and decidinq what

each person should do.

I .would rather not have very much .

,xﬁsp_onslbility for athar}‘peopl
"I usually have to stop al

d think before 1
act even in trif, ifg matters.
It is pretty easy for: people to win

© + arguments with me,

I have not lived the right kind of life.

.'¥1 have a natural talent for 1nf1uenclng

people.

I llke to give otders and get things
oving. -

I am emharrassed with peoplg,I do not know
well, "

-The one to whom I.was most attached and

vhom I most admired as a.child was a woman

‘(mothier, sister, aunt other woman) .

I’m not. the type.to he a po: Lcal 1eader.
People seem naturally to tutn to me when
decisions have to bé made

I dislike to have to talk. in tront of a
gréup of people. .

I -have more troubls concentrating than
others seem to have.
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Appendix ‘D
Bem Sex Role.Inventory . g 3

s ' » . ' age . L)
ST Sex - S

T 0= =,
Instructions: Indicate on a scale of 1 - 7 how well each. 3
of the following characteristics describes you using the =
following scale: (1) never or almost never true; (2)

usually not true; (3) sometimes but infrequently true; (4)
occasionally true; (5) often true; «(6) usually true) (7) \ %
always or almost always true. N

W, w o B =5 D=

ATTITUDE QUESTIONNAIRE

o self—reliant = ' 31. makes decisions easily

1

2..yielding 32." compassionate- - » e,
3. telpeul 33; sincere

4. defends own 34.. self-sufficient
35. eager to soothe
hurt feelings

beliefs .
5. cheerful

6. ‘mood:

7« independent

shy-.
conscientious
athletic
aitectionate
theatrical.
assertive
£ latgerable

15. khappy

16. strong. personalxty

17. loyal

18. unpredictable i

19.' forceful

20. feminire -

reliable

22. analytical

23. sympathetic

24. jealous 1

25. has leadership i

abilities

sens!,tive to the

needs. of others

— . '27. truthful .

—-28. willing to teke
-risks ' .

29. understandlng

30. secretive ¢

36. concejted
37. dominant %
soft spoken % -
likeable
40. masculine,
41. warm
42. solemn -
43. w1111ng to take a
stand
' 44. tender
45. friendly

6. -aggressive
47. gullible-
‘inefficient
acts as a leader
50.. childlike
51. adaptable
52. individualistic’
53. do_es not use harsh

_ ‘language
54, unsystematic® 5
55. competitive
56. loves children
57. tactful
58. ambitious

5Y. gentle
60. ‘conventional
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