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ABSTRACT

Presented here are the results of an experimental study of the flow of a viscous fluid sheet down a dry inclined plane. The three-phase contact line at the front of the flow is initially straight but becomes unstable to a roughly periodic variation in its downslope position when the sheet becomes thin enough. From measurements of the contact line position as a function of time for angles $\alpha$ in the range $0^\circ < \alpha < 55^\circ$, the flow is analyzed both before and after the instability occurs, and the development of the finger pattern is parameterized. These results are compared with those found in previous experiments and those predicted by theory.
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Chapter 1 Introduction

1.1 Introduction

The flow of a viscous fluid sheet down a dry inclined surface displays a common yet interesting instability. It is seen in paint flowing down a wall and rain running down a window pane. This instability is neither well understood theoretically nor thoroughly characterized experimentally.

Consider a volume of fluid uniformly distributed behind a gate at the upper end of a dry inclined surface. As the gate is opened, the fluid begins to flow down the slope with the contact line at the front of the flow being initially straight, as illustrated in Fig. 1-1. When the sheet thins to a certain fluid-dependent thickness, the contact line becomes unstable to a roughly periodic cross slope variation in its downslope position.\(^1\) For certain fluid-solid combinations,\(^1,2\) such as glycerin on a plexiglass surface, this variation grows into a series of rivulets or fingers of fairly uniform width (parallel sided fingers). These fingers continue to flow downhill while the upslope troughs between the fingers stop shortly after the instability develops. Thus the surface between the fingers remains dry and this pattern, shown in Fig.

\(1-2,\) does not completely wet the surface.

For other fluid-solid combinations,\(^1\) such as silicone oil on glass, the variation grows into a fairly periodic pattern of triangular shaped fingers (sawtooth pattern). In this case both the fingers and the troughs continue to flow downhill after the instability develops, although at different rates. This flow, shown in Fig. 1-3, will wet the entire surface.

These phenomena are important to many industrial processes where wetting by a thin film of fluid is required. Two examples are the spin coating of a magnetic
Fig. 1-1. A volume of fluid flowing down a dry, solid surface inclined at an angle $\alpha$ to the horizontal. Initially the contact line is straight as shown, but eventually it becomes unstable, developing fingers.
Fig. 1-2. Rivulet (parallel sided finger) pattern.

Fig. 1-3. Sawtooth pattern.
storage disk by a fluid initially placed at its axis of rotation and the lubricant coating on engine bearings. If the fluids used in these examples did not completely wet the surface undesirable ‘dry patches’ could form. For the above cases this would result in poor quality disks and engines which need frequent bearing replacement. In addition wetting phenomena and the physics behind them are of long standing interest both experimentally and theoretically\textsuperscript{4,5} and have been well studied in both areas since the pioneering work of Young (1805)\textsuperscript{6}, Reynolds (1886)\textsuperscript{7} and Rayleigh (1890).\textsuperscript{8} Even with over one hundred years of study these phenomena are still not thoroughly understood.

1.2 Previous Work

The fingering instability of a moving contact line has been studied experimentally by Huppert\textsuperscript{1} and Silvi and Dussan V.\textsuperscript{2} A related instability, the fingering instability in the spreading of a rotating liquid drop, has been studied by Melo et al.\textsuperscript{3}

Huppert studied this instability using a perspex surface and three fluids, namely glycerin and two silicone oils. He observed the rivulet pattern with glycerin, and the sawtooth pattern with both oils. He derived an expression for the position, $x_n$, of the stable contact line, neglecting surface tension, and found

$$x_n = (9A^{1/2} \sigma \sin \alpha / 4\mu)^{1/3} t^{1/3},$$  \hspace{1cm} (1-1)

where $A$ is the initial cross sectional area, $\mu$ is the viscosity and $t$ is the time after release of the fluid. He also derived, including surface tension, an expression for the wavelength of the instability,

$$\lambda \propto (A^{1/2} \sigma / \rho g \sin \alpha)^{1/3},$$  \hspace{1cm} (1-2)

where $\sigma$ is the surface tension and $\rho$ is the fluid density. He found that both Eqs. (1-1) and (1-2) agreed well with his experimental observations.
Silvi and Dussan \cite{2} studied the same instability using glycerin on both glass and plexiglass surfaces. They observed the rivulet pattern for glycerin on plexiglass, as did Huppert,\cite{1} but found the sawtooth pattern for glycerin on glass. They measured the advancing contact angle to be 70° and 18° on plexiglass and glass respectively. Thus they concluded that the size of the advancing contact angle is an important factor in determining whether the rivulet or the sawtooth pattern will emerge for a given liquid-solid combination. They also found that their experimental observations were in agreement with Eq. (1-2) derived by Huppert.

Melo et al.\cite{3} placed a drop of silicone oil at the axis of rotation of a silicon wafer. The liquid wetted the substrate, i.e., the liquid-solid contact angle was zero. As the wafer was rotated, the drop spread out with an initially circular contact line. When the thickness of the fluid was small enough the contact line became unstable and fingers formed. While in this case the contact line was driven by centrifugal rather than gravitational force, the basic phenomena observed were similar to those described in the previous section.

In addition to the theoretical work of Huppert\cite{1} mentioned briefly above, theoretical work on this instability has been carried out by Schwartz,\cite{9} Hocking,\cite{10} Goodwin and Homsey,\cite{12} and Trojan et al.\cite{13}

Schwartz\cite{9} carried out numerical simulations using equations derived in the lubrication approximation and including surface tension. The advancing contact angle was taken to be zero, corresponding to a liquid which strongly wet the surface, and a no-slip boundary condition was applied at the edge of the flow corresponding to the experimental constraint of a wall. He found that the no-slip condition caused the contact line to be retarded at the edge of the flow. This perturbation initiated finger-
ing and the disturbance propagated inward along the contact line. He found that the longest finger is wedge shaped which is in agreement with experimental observations of wetting flows.

From scaling arguments and dimensional considerations he found that the wavelength should go like

\[ \lambda \sim (\sin \alpha)^{-1/4} \]  \quad (1 - 3)

in contrast to the experimental and theoretical findings of Huppert\textsuperscript{1} and the experimental results of Silvi and Dussan\textsuperscript{11} that \( \lambda \sim (\sin \alpha)^{-1/3} \).

Without the no-slip boundary condition, small periodic perturbations imposed on the straight front eventually grew into fingers.

Neglecting surface tension caused the fingering phenomenon to disappear, both with and without the no-slip boundary condition. This seems to confirm Huppert’s suggestion\textsuperscript{1} that surface tension provides the destabilizing force.

Hocking\textsuperscript{10} performed a linear stability analysis of a fluid ridge as opposed to a fluid sheet. One reason for selecting a fluid ridge comes from the experimental observation\textsuperscript{3,11} of a bulge in the free surface of the fluid near the contact line when the fluid sheet is sufficiently elongated and the suggestion that the observed instability of the contact line is a result of the dynamics in this ridge. Another reason is, of course, to simplify the fluid sheet problem. Thus in studying a fluid ridge, Hocking hoped to simplify the problem while retaining the important dynamical processes. He found the ridge to be linearly unstable but not to fingers. Rather, the fluid tended to collect to one side of the channel and flow down the plane there. That is, he found the length scale of the instability to be dependent on the channel width in contrast to experimental observations.\textsuperscript{1,2}
Hocking also considered the nonlinear development of the instability and presented preliminary numerical results that suggest the formation of a finger of fluid moving down the plane with a width that is independent of the channel width. He found no indication of the sawtooth pattern observed with some fluid-solid combinations and proposed that the sawtooth pattern is only a transient phenomenon which would eventually evolve into the rivulet pattern if the surface was long enough.

Goodwin and Homey\textsuperscript{12} have recently investigated the base state which develops prior to the instability using a combination of analysis and numerical solution. They showed that it is not possible to model the flow near the contact line in the lubrication approximation if a non-zero contact angle is imposed as a boundary condition, without requiring infinite velocities at the contact line. They derived and solved numerically Stokes flow equations for the region near the contact line with a contact angle boundary condition. They found the presence of a hump or bulge in the fluids free surface near the contact line as observed experimentally.\textsuperscript{3,11} The magnitude of this bulge increased for increasing contact angle, increasing inclination angle and decreasing capillary number. The capillary number $Ca = \mu U/\sigma$ expresses the relative magnitude of viscous and surface tension forces; $U$ is a characteristic velocity. They also observed a secondary bulge at large angles of inclination. They demonstrated that the bulge near the contact line arises from kinematic considerations and not from the contact line singularity. From their results they concluded that, except possibly at very small contact angles and small $Ca$, the lubrication approximations are not valid near the contact line.

Trolan \textit{et al.}\textsuperscript{13} studied the lubrication equations with surface tension. They derived a form for the flow profile prior to the instability. This profile is a combination of an “outer” region, given by Hupperts’ solution, Eq. 1-1, which ends abruptly at
$z = x_n$, and an "inner" region near the contact line which has a bulge, and which is smoothed by surface tension. Using scaling arguments, the inner and outer regions are matched, resulting in a flow profile similar to that observed experimentally. Then they matched this solution to a thin precursor wetting film. This was done to remove the contact line singularity, discussed further in chapter 2. A linear stability analysis was then performed on the resulting profile. They analysed the growth of imposed periodic perturbations over a range of wavenumbers and found the front to be unstable to wavenumbers $q \lesssim 0.91$ with a maximum growth rate for a wavelength of $\lambda = 14l$. Here, $l = H/(3Ca)^{1/3}$ is the characteristic length over which surface tension competes with gravity and $H$ is the film thickness.

1.3 Purpose and Scope

In this thesis I present measurements of the behaviour of the contact line both before and after the instability. The position of the contact line as a function of time was measured for three fluids on two surfaces with inclination angles in the range $0^\circ < \alpha < 55^\circ$. The flow was then analysed in terms of empirical fitting functions. The average wavelength of the instability and the width of the fingers were also studied.

This work was carried out in order to add to the experimental knowledge of the moving contact line. Measurements were made so as to characterize the motion of the contact line and the length scale of the instability which developed. My results, for the most part, confirm some theoretical predictions of the motion of the contact line and the length scale of the instability, while at the same time supplying new information about the finger width for which I have seen no experimental results or theoretical predictions. Most of my experimental observations agree with those of
others while one, the pattern produced by glycerin on glass, does not.

In Chapter 2 I will discuss some of the basic theory and terminology relevant to the study of dynamic contact lines, including wetting, contact angles, contact angle hysteresis, the contact line singularity, precursor films and the lubrication approximations. I will also discuss some of the previous theoretical treatments of the contact line instability in more detail. Chapter 3 will contain descriptions of the experimental apparatus used, the fluids and their relevant physical properties, the experimental procedure and the data gathering procedure. In Chapter 4 the experimental observations and results of fits of the data to empirical equations will be presented, while in Chapter 5 these results will be discussed and some theoretical explanations for the experimental observations will be presented. Chapter 6 will include the conclusions, and some possibilities for future experiments using the same apparatus will be presented.
Chapter 2 Theory

2.1 Introduction

The dynamics of moving contact lines are poorly understood. The usual theoretical approximations of fluid mechanics used to describe fluid flow break down at a contact line. It has been shown\textsuperscript{14} that for a Newtonian, incompressible fluid with a no-slip boundary condition, unbounded forces result at the contact line. In the remainder of this thesis I will refer to the unbounded forces at the contact line as the "contact line singularity." Another problem involves the contact angle the fluid makes with the surface of the solid. It has been shown theoretically\textsuperscript{5} and experimentally\textsuperscript{15} that the observed or apparent contact angle may not be equal to the actual contact angle. The apparent contact angle may have a range of values for which the contact line does not move (contact angle hysteresis). A thin precursor film may precede the macroscopically observable contact line resulting in the observable flow moving over a precoated, as opposed to dry, surface. The precursor film also causes confusion as to the positioning of the contact line in theoretical calculations.

2.2 Wetting Phenomenon

Young's equation,\textsuperscript{6} which expresses the balance of horizontal forces at the static three-phase contact line of a solid-liquid-gas system, as shown in Fig. 2·1, states that

\[ \gamma \cos \theta_c + \gamma_{sl} = \gamma_{sg}, \]  

(2 - 1)

where \( \gamma = \gamma_{ig} \) is the interfacial tension between the liquid and gas, \( \gamma_{sl} \) between the liquid and solid and \( \gamma_{sg} \) between the solid and gas, and \( \theta_c \) is the liquid-solid contact angle. The spreading parameter \( S \) is defined in the following way: an area of solid-gas interface has a surface free energy of \( \gamma_{sg} \) while the same area covered by a thick
coating of liquid has a surface free energy of $\gamma + \gamma_{sl}$. $S$ is just the difference between these two surface free energies. $S$ is written

$$S = \gamma_{sg} - \gamma_{sl} - \gamma$$

$$= \gamma (\cos \theta_e - 1).$$

When $S < 0$, i.e., $\gamma_{sg} < \gamma + \gamma_{sl}$, the liquid does not spread; this corresponds to partial wetting. If $S \geq 0$ there is no balance of horizontal forces and complete wetting occurs. $S = 0$ corresponds to $\theta_e = 0$.

![Diagram of three phase contact line showing interfacial tensions $\gamma$, $\gamma_{sl}$ and $\gamma_{sg}$ and static contact angle $\theta_e$.]

In equilibrium vertical forces must also balance; these vertical forces can arise due to, for example, capillary forces and fluid weight.

2.3 Contact Angle Hysteresis

Figure 2-2 is a graph of contact angle versus contact line velocity for a typical fluid-solid system.
For contact angles $\theta_R < \theta < \theta_A$ the contact line does not move, while it advances for $\theta > \theta_A$ and recedes for $\theta < \theta_R$. This phenomenon, whereby the contact line does not move even though the contact angle is varied from its equilibrium static value is known as contact angle hysteresis, and is very common. One experimentally verified cause of hysteresis is the microscopic roughness of the solid surface. By coating a smooth solid surface with an organic monolayer, Zisman found it unusual for $\theta_A$ and $\theta_R$ to differ whereas Dettre and Johnson, using surfaces of increasing roughness, found that $\theta_A \neq \theta_R$, Fig. 2-3, for all surfaces.

Other possible causes of contact angle hysteresis are chemical contaminants or inhomogeneities in the solid surface and solutes in the liquid which may deposit a film on the surface. The surface condition plays an important role in wetting phenomena, as it can affect the size of the liquid-solid contact angle, and in the case of my
experiments can thereby affect the pattern which develops from the instability.  

2.4 Contact Line Singularity

If a fluid moving along a solid surface is assumed to be Newtonian, incompressible and to obey the no-slip boundary condition, then unbounded forces will be produced at the contact line.  

This singularity shows up in the lubrication approximations, to be discussed in section 2.6, by requiring a 90° contact angle between the liquid and solid. Since the lubrication approximations are used primarily for the spreading of thin films where the velocity vector is approximately parallel to the solid surface, obtaining a 90° contact angle implies that the lubrication approximations are not valid near the contact line. The singularity can be ignored if it is known that the fluid near the contact line does not affect the dynamics of the flow in the region of the
contact line and it can be removed by relaxing the no-slip boundary condition. The no-slip boundary condition is used simply because it removes the singularity but does not come from any physical understanding of the fluid flow near the contact line.\textsuperscript{18}

2.5 Precursor Film

A fluid may advance on a dry substrate in two ways: 1) By a rolling motion, as shown in Fig. 2-4(a). 2) By means of a thin precursor wetting film which advances ahead of the observable contact line as shown in Fig. 2-4(b). In the first case, the observable contact line is between the fluid and the dry surface, while in the second case it is between the observable fluid and an already wetted surface.

![Diagram](image)

**Fig. 2-4.** Two possible methods of advance of a fluid film. Rolling motion (a) and advance over a precursor film (b).

Experiments indicate\textsuperscript{14} that a drop of honey moving down an inclined glass surface tends to roll and not slide. The rolling motion was studied by placing a drop of dye on the surface of the honey and following the dye's motion as the honey moved. In my experiments the fluid also appeared to roll down the slope.
Experiments by Hardy\textsuperscript{10} with drops of acetic acid on a horizontal glass surface (it was important that the air be dry) indicated that a precursor film was present beyond the observable contact line, even though the drops did not undergo any visible change in shape. He detected the film's presence by measuring a significant decrease in the value of the static friction of the surface. Drops of castor oil and paraffin on the same surface did not emit any measurable precursor film.\textsuperscript{19}

Experiments were performed by Bascom \textit{et al.}\textsuperscript{20} using nonpolar fluids on clean, smooth metal surfaces in the presence of both saturated and unsaturated air. All the liquids used were chosen because they a macroscopically observable contact angle of zero degrees. They found that a precursor film was always present regardless of whether or not the air was saturated, the surface roughened or the liquids ultra purified, although these variables did affect the speed of advance of the film and whether or not the macroscopically observable body of fluid would spread over the precursor film. For example, squalane on stainless steel exhibited a precursor film approximately 20 Å in thickness as measured with an ellipsometer, and a leading edge which moved with speeds in the range 0.03 to 1.0 \(\mu m/s\).

The precursor film may cause some confusion as to which leading edge, precursor or macroscopically observed, the contact line should be associated with.\textsuperscript{5} If one chooses the precursor's leading edge, then the problem of the contact line singularity will be encountered and calculations involve a detailed analysis of a fluid with an unknown, anisotropic stress tensor. (The anisotropy is due entirely to the fluid’s motion. A fluid at rest has an isotropic stress tensor.) An alternative choice would be to place the contact line at its observed position and model the precursor film as part of the surface.
2.6 Lubrication Approximations

In many theoretical treatments of the contact line instability, the fluid sheet can be modelled as a thin film and the lubrication approximations are used. These approximations allow a considerable simplification of the Navier-Stokes momentum equations. This discussion of the lubrication approximations follows that of Ref. (21).

The Navier-Stokes momentum equation for an incompressible Newtonian fluid in which the velocity is a continuous function of spatial coordinates is\(^{21}\)

\[
\rho \frac{D\vec{v}}{Dt} = -\nabla p + \mu \nabla^2 \vec{v}, \tag{2-4}\]

where

\[
\frac{D\vec{v}}{Dt} = \frac{\partial \vec{v}}{\partial t} + (\vec{v} \cdot \nabla)\vec{v}, \tag{2-5}\]

the material derivative, accounts for spatial as well as time partial derivatives, \(\rho\) is the fluid density, \(p\) is the total pressure, \(\mu\) is the shear viscosity and \(\vec{v} = \hat{i}u + \hat{j}v + \hat{k}w\) is the velocity. The pressure, \(p\), could, as in the system studied in this thesis, include hydrostatic terms. We take the fluid sheet to lie in the \(x-y\) plane.

The Reynolds number, \(Re = \rho U L / \mu\), expresses the relative magnitude of inertial and viscous forces. Here \(U\) is the surface velocity and \(L\) is the film breadth. For small \(Re\), the time derivatives (or accelerations) are small compared with the viscous terms involving \(\nabla^2 \vec{v}\), and similarly for small \(Re\) the inertial terms \(\rho (\vec{v} \cdot \nabla)\vec{v}\) are also negligible compared to the viscous terms. Applying the above simplifications to Eq. (2-4) gives the Stokes flow equations

\[
\nabla p = \mu \nabla^2 \vec{v}. \tag{2-6}\]

Further simplification of Eq. (2-6) can be made after putting it into dimensionless form by normalizing in-plane film velocities with respect to surface velocity \(U\), vertical
velocity by $U h/L$, $x$ and $y$ distances with respect to film breadth $L$, $z$ distances with respect to film thickness $h$ and pressure with respect to $\rho U^2$. $w$, the velocity in the $z$ direction, is of order $h/L$ smaller than $u$ and $v$ and can be neglected. The normalized $i$, $j$ and $k$ components of Eq. (2-6) then become

$$\frac{\partial p'}{\partial x'} = (\mu/\rho U L) \left( \frac{\partial^2 u'}{\partial x'^2} + \frac{\partial^2 u'}{\partial y'^2} \right) + \left( \mu L/\rho U h^2 \right) \left( \frac{\partial^2 u'}{\partial z'^2} \right), \quad (2-7a)$$

$$= \frac{1}{Re} \left( \frac{\partial^2 u'}{\partial x'^2} + \frac{\partial^2 u'}{\partial y'^2} \right) + \frac{1}{Re h^2} \left( \frac{\partial^2 u'}{\partial z'^2} \right),$$

$$\frac{\partial p'}{\partial y'} = (\mu/\rho U L) \left( \frac{\partial^2 v'}{\partial x'^2} + \frac{\partial^2 v'}{\partial y'^2} \right) + \left( \mu L/\rho U h^2 \right) \left( \frac{\partial^2 v'}{\partial z'^2} \right), \quad (2-7b)$$

$$= \frac{1}{Re} \left( \frac{\partial^2 v'}{\partial x'^2} + \frac{\partial^2 v'}{\partial y'^2} \right) + \frac{1}{Re h^2} \left( \frac{\partial^2 v'}{\partial z'^2} \right),$$

and

$$\frac{\partial p'}{\partial z'} = 0, \quad (2-7c)$$

where primes indicate normalized quantities. Since $h \ll L$ and terms $\partial^2/\partial x'^2$, $\partial^2/\partial y'^2$ and $\partial^2/\partial z'^2$ are of the same order, then terms involving $\partial^2/\partial x'^2$ and $\partial^2/\partial y'^2$ in Eqs. (2-7) are much smaller than terms involving $\partial^2/\partial z'^2$. Applying these simplifications to Eqs. (2-7) and redimensionalizing results in the equations used in the lubrication approximation, namely

$$\nabla p = \mu \frac{\partial^2 \vec{v}}{\partial z^2}, \quad (2-8a)$$

or, writing each component of Eq. (2-8a) explicitly,

$$\frac{\partial p}{\partial x} = \mu \frac{\partial^2 u}{\partial z^2} \quad (2-8b)$$

for the $i$ direction and

$$\frac{\partial p}{\partial y} = \mu \frac{\partial^2 v}{\partial z^2} \quad (2-8c)$$
for the $j$ direction with $p \approx p(x, y)$, $u = u(x, y, z)$ and $v = v(x, y, z)$.

2.7 Theoretical work of Reference 1

Huppert$^1$ used the lubrication approximations to analyze the flow of a thin, viscous fluid film before the contact line instability occurred. In this section I rederive his results. It should be noted here that the lubrication approximation is valid only in the region away from the contact line since near the contact line film thickness and other quantities vary significantly over distances $\approx h$. Thus the approximations made in the last section are not valid near the contact line.

Assuming the free surface to be flat so that surface tension effects are negligible, and ignoring contact line effects, the pressure at a distance $x$ down the slope due to the fluid in the film lying upslope of $x$ is $p = -\rho g x \sin \alpha$. Thus $\partial p/\partial x = -\rho g \sin \alpha$ where $\alpha$ is the inclination angle and $g$ is the acceleration due to gravity. Using the lubrication approximation, Eq. (2-8a), and the above expression for $\partial p/\partial x$, we find that the $y$-independent downslope momentum equation is

$$0 = \rho g \sin \alpha + \mu \frac{\partial^2 u}{\partial z^2}. \quad (2-9)$$

Here, $x$ is downslope coordinate, $y$ is cross-slope coordinate and $z$ is the coordinate normal to the surface. Following Huppert, the contact line effects can be neglected if the effect of surface tension is small compared to gravity effects, or more specifically, if the Bond number $B = \rho g L^2/\sigma \gg 1$, where $\sigma$ is the surface tension and $L$ is a characteristic length scale of the current. In the region where the free surface is not strongly curved, i.e., away from the contact line, the contribution to the pressure in the fluid due to surface tension is negligible compared to the hydrostatic contribution. However, near the contact line the surface is significantly curved and the surface tension contribution is no longer negligible.
Using Eq. (2-9) and the boundary conditions \( u = 0 \) at \( z = 0 \) (the no-slip condition) and \( \partial u / \partial z = 0 \) at \( z = h \) (tangential stress at the free surface must be zero), the fluid velocity as a function of height \( z \) in the fluid sheet is

\[
    u = (\rho g \sin \alpha / \mu) \left( h - \frac{z}{2} \right) z. \tag{2-10}
\]

The height averaged fluid velocity \( \langle u \rangle \) is given by

\[
    \langle u \rangle = (\rho g \sin \alpha / \mu) \frac{h^2}{3}. \tag{2-11}
\]

The equation of continuity, \( \partial \rho / \partial t + \nabla \cdot (\rho \vec{v}) = 0 \), when averaged over the height of the fluid sheet, becomes

\[
    \frac{\partial h}{\partial t} + \frac{\partial}{\partial x} (h \langle u \rangle) = 0 \tag{2-12}
\]

for a fluid sheet of height \( h(x, t) \). Substituting Eq. (2-11) into Eq. (2-12) gives the partial differential equation for the unknown free surface \( h(x, t) \) to be

\[
    \frac{\partial h}{\partial t} + (\rho g \sin \alpha / \mu) h^2 \frac{\partial h}{\partial x} = 0. \tag{2-13}
\]

From Eq. (2-13) we see that \( h \) is constant along characteristics given by

\[
    \frac{dx}{dt} = (\rho g \sin \alpha / \mu) h^2. \tag{2-14}
\]

If we let \( h = f(x) \), for example, integration of Eq. (2-14) produces an equation for the characteristics

\[
    x = x_0 + (\rho g \sin \alpha / \mu) f^2(x_0) t, \tag{2-15}
\]

where \( x_0 \) is the initial value of the characteristic. Therefore the solution of Eq. (2-13) at long times is

\[
    h = \left[ \frac{\mu (x - x_0) / \rho g \sin \alpha}{1/2 t^{-1/2}} \right]^{1/2} \tag{2-16a}
\]

\[
    \simeq \left( \frac{\mu / \rho g \sin \alpha}{1/2 x^{1/2} t^{-1/2}} \right) x \gg x_0, \tag{2-16b}
\]
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where \( h \) in Eq. (2-16b) is independent of initial conditions. The equation expressing conservation of mass is

\[
\int_0^{x_n(t)} h(x, t) \, dx = A, \tag{2-17}
\]

where \( x_n \) is the value of \( x \) at the front of the current and \( A \) is the initial cross-sectional area. From Eqs. (2-16b) and (2-17) we find that some time after the release of the fluid

\[
0 \leq x \leq x_n = (9A^2 \rho g \sin \alpha/4\mu)^{1/3} t^{1/3}. \tag{2-18}
\]

Thus Huppert predicts that the length of the film grows like \( x_n \sim t^{1/3} \). By substitution of \( x_n \) from Eq. (2-18) into Eq. (2-16b) we find that the thickness of the fluid at the front of the film is

\[
h_n = 3A/2x_n. \tag{2-19}
\]

Since, from Eq. (2-10), the fluid velocity increases with height, the solution of Eq. (2-13) will develop into a shock at large \( t \). This unphysical result is due to the neglect of surface tension, which will tend to smooth the free surface profile near the flow front.

Huppert also derives an expression for the length scale of the contact line instability. He first finds the form of the quasi-steady two-dimensional fluid front by including surface tension and matching the tip onto the main flow given by Eq. (2-18). The addition to Eq. (2-13) of the terms due to surface tension leads to

\[
\frac{\partial h}{\partial t} + (\rho g \sin \alpha/\mu) h^2 \frac{\partial h}{\partial x} - (1/3)(\sigma/\mu) h^3 \frac{\partial^4 h}{\partial x^4} = 0. \tag{2-20}
\]

Near the fluid front the dominant balance is between the gravitational and surface tension terms in Eq. (2-20), and thus

\[
\rho g \sin \alpha \frac{\partial h}{\partial x} \approx (1/3)\sigma h \frac{\partial^4 h}{\partial x^4}. \tag{2-21}
\]
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This gives
\[ \frac{\partial h}{\partial x} \frac{\partial^4 h}{\partial x^4} \sim (\text{length})^3 \sim (\sigma h) / (\rho g \sin \alpha). \tag{2-22} \]
Therefore a "typical" length scale is \( \sim (\sigma h / \rho g \sin \alpha)^{1/3} \). Taking \( h = h_n \) at the contact line gives a length scale for the contact line of \((\sigma h_n / \rho g \sin \alpha)^{1/3}\). Since the instability results from a competition between gravity and surface tension, it is reasonable to identify this length scale with the wavelength of the instability, and thus Huppert predicts that the wavelength of the instability varies like \((\sin \alpha)^{-1/3}\).

2.8 Theoretical work of Reference 13

Troian et al.\textsuperscript{13} use Huppert's solution, Eq. (2-16b), which ends abruptly at \( x = x_n \), Eq. (2-18), for the fluid profile far from the contact line (outer region). Then using the lubrication approximations with surface tension, the height profile, \( h(x, y) \), is obtained from the solution of the height-averaged continuity equation
\[ \frac{\partial h}{\partial t} + \nabla \cdot h(\vec{v}) = 0. \tag{2-23} \]
Here, \( (\vec{v}) = (u)i + (v)j \) where \( (u) \) and \( (v) \) are height averaged velocities in the \( i \) and \( j \) directions, respectively. They find a solution for the shape of the surface near the contact line and match this to Huppert's solution. In the lubrication approximation the velocity is given by
\[ \mu(\vec{v}) = (h^2 / 3)[\rho g \sin \alpha i + \sigma \nabla \chi], \tag{2-24} \]
where the curvature \( \chi \) is given by \( \chi \sim (\partial^2 h / \partial x^2 + \partial^2 h / \partial y^2) \) in their approximation. In order to remove the contact line singularity (see section 2.4), they match the resultant fluid profile to a thin precursor film. They then perform a linear stability analysis of this solution and find it to be unstable to spatially periodic disturbances. I will now discuss their procedure in more detail.
For the unperturbed flow away from the contact line, the flow profile is given by Huppert's equations, Eq. (2-16b), which ends abruptly at \( x_n \) given by Eq. (2-18). Near the contact line (the "inner" region) the flow profile will be smoothed by surface tension. Troian et al. work in a reference frame moving with the contact line with velocity \( U_0 = dx_n/dt \). To find the unperturbed profile in the inner region they write the profile as

\[
h(x, y, t) = h_n(t) H(\xi, t)
\]

and require \( H \to 0 \) as \( \xi = x/l \to \infty \) in order to match the solution (\( h \sim h_n \)) in the outer region. The dimensionless length \( \xi = x/l \), where \( x \) is distance along \( \xi \) measured from the contact line and \( l = h/(3 Ca)^{1/3} \) is the characteristic length over which surface tension competes with gravity, where it is assumed that the capillary number \( Ca = \mu U_0/\sigma \ll 1 \). Assuming small \( Re \), a time-independent solution of Eqs. (2-23) and (2-24) determines the function \( H(\xi, t) = H_0(\xi) \).

The boundary conditions are first that for \( \xi \to \infty \), the inner and outer solutions must match, i.e., all derivatives of \( H \) with respect to \( x \) must vanish and \( H_0 \to 1 \), and second that near the contact line the dynamics must take into account the singularity due to the no-slip boundary condition (\( \sigma = 0 \) at \( h = 0 \)). Troian et al. remove this singularity by matching their flow profile to a thin precursor film of thickness \( b h_n \), where \( b \ll 1 \). The equation they find for the flow profile is

\[
H''_0 (1 - \frac{\partial^3 H_0}{\partial \xi^3}) = \frac{(1 - b^3)}{(1 - b)} - (1 + b) \frac{b}{H}. \tag{2-25}
\]

The solution of Eq. (2-25) gives the profile shown in Fig. 2-5 for three values of \( b \).

They then perform a linear stability analysis of the uniform profile to small perturbations in the \( \xi \)-direction, neglecting terms of order \( b \ll 1 \). They define \( \zeta = y/l \) and look at perturbations with dimensionless wavevector \( q = Q/l \). The position of
Fig. 2-5. Unperturbed flow profile calculated from Eq. (2-25) for three values of $\delta$ as a function of $\Delta \xi$, which includes an arbitrary shift along the $\xi$ direction so that the maxima line up. From reference 13.

the boundary is displaced from $\xi = 0$ to $\xi = \xi_B$, where

$$
\xi_B(\zeta, t) = -A(\zeta) B(t). \tag{2-26}
$$

If $A(\zeta) = \cos(q\zeta)$, then the region $-\pi/2 < (q\zeta) < \pi/2$ is a section of the boundary perturbed in the forward $x$-direction, i.e., a finger. The time-dependent amplitude of the perturbation is assumed to be of the form $B(t) = B_0 \cdot e^{\beta \tau}$ where $\tau = \int[U_0(t)/|U_0|]dt$ is proportional to the distance travelled. If $\beta > 0$, then $\partial B/\partial t > 0$ and the finger will grow.

Solving numerically the linearized continuity equation with the appropriate boundary conditions, Troian et al.\textsuperscript{13} find the growth rate $\beta$ to depend on the dimensionless wavenumber $q = Q/l$ and precursor film thickness $b$ as shown in Fig. 2-6. Positive
values of $\beta$ indicate unstable modes. The profile is unstable for $q \leq 0.9$ and even though there is a maximum growth rate for $\lambda = 14l$, a whole range of wavenumbers are unstable. This implies that the dominant wavelength for the instability will be $\lambda = 14l$, but perturbations with other wavelengths will also grow. This may explain why the experimentally observed instability is not perfectly periodic.\textsuperscript{1,2}

![Plot of $\beta$ as a function of $q$](image)

**Fig. 2-6** $\beta$ as a function of $q$, where positive values of $\beta$ indicate unstable modes. From reference 13.

### 2.9 Theoretical work of Reference 12

Goodwin and Homsy\textsuperscript{12} solve for the two-dimensional flow field and free surface shape in the vicinity of the contact line. They assume a slow moving, viscous Newtonian fluid advancing on a dry, inclined solid plane under the influence of gravity. They first recap Huppert's\textsuperscript{1} work with the lubrication approximation neglecting surface tension and find that this results in a shock-type solution. In order to resolve this shock solution they include the first order effects of surface tension in the lubrication theory but obtain a different unphysical result. Then Goodwin and Homsy use a
different scaling in order to prescribe a contact angle boundary condition but find this results in an unrealistic contact line velocity. Finally they formulate a Stokes flow problem which permits satisfaction of a contact angle boundary condition. Allowing slip near the contact line removes the contact line singularity. They show that the inner region is governed by Stokes flow while in the outer region the flow is well described by lubrication theory.

Following the procedure of Huppert, Goodwin and Homsy calculate, in the lubrication approximation without surface tension, that the location of the leading edge prior to the instability goes like $x_n(t) \approx (3/2)^{2/3} t^{1/3}$, with $x$ scaled like $x \sim A/h^*$ where $h^*$ is the characteristic length normal to the slope, and the thickness of the fluid at $x_n$ is $h_n(t) \approx (3/2)^{1/3} t^{-1/3}$, with $h$ scaled by $h^*$. These equations are similar to Eqs. (2-16b) and (2-18) above derived by Huppert. Since surface tension was neglected, a shock-type solution is obtained with the front located at $x_n$.

Next they rescale the problem to include the first order effects of surface tension while retaining the lubrication approximations. They work in a reference frame moving with the average velocity of the contact line. They find the position of the free surface to be described by the differential equation

$$
(1 + \frac{\partial^3 h}{\partial x^3}) h^2 = 1,
$$

subject to the boundary conditions $h = 0$ at $x = 0$, $h_x \to -\infty$ as $x \to 0$ and $h \to 1$ as $x \to -\infty$. In the limit $h \to 0$, the rate of change of curvature, $\partial^3 h/\partial x^3$, must be unbounded in order to satisfy Eq. (2-27). Since it is also required that the slope of the free surface be unbounded at the contact line, a solution is not easily found.

Goodwin and Homsy found that a contact angle boundary condition could not be satisfied using either of the above cases, and so tried a new set of scalings which
would allow them to specify such a condition. They were also interested in how the no-slip condition affected their ability to model the flow near the contact line so a generalized slip boundary condition was introduced. Goodwin and Homsy again used the lubrication approximation including the first order effects of surface tension in a reference frame moving with the average velocity of the contact line.

The no-slip boundary condition was replaced by one in which the slip velocity is proportional to the product of the velocity gradient at the wall and a function, \( S(h) \), of the fluid thickness. Following the same procedure as for the preceding case, they find the differential equation for the shape of the free surface to be

\[
\frac{\partial^3 h}{\partial x^3} = \frac{1+S(h)}{S(h) \cdot h + h^2} - 1. \tag{2-28}
\]

The singularity at the origin can be removed by specifying \( S(h) \sim O(h^{-1}) \) as \( h \to 0 \). However, since \( S(h) \) is proportional to the slip velocity, this introduces a singularity in the slip velocity.

The above three attempts to obtain a solution at the contact line using the lubrication approximations all contain a singularity. The singularity is either in the rate of change of curvature of the free surface with respect to position at the contact line for both the slip and no-slip models or in the slip velocity if a slip model is chosen. Thus they conclude that the lubrication approximations are of limited value in modelling the flow in the region of the contact line.

Finally, Goodwin and Homsy derive and solve numerically Stokes flow equations for the region near the contact line with a contact line boundary condition. The Stokes flow equations,

\[
\nabla p = \mu \nabla^2 \vec{v}, \tag{2-29}
\]
are simplifications of the Navier-Stokes equations for a viscous fluid with very small Reynolds number. The pressure $p$ in Eq. (2-29) includes gravity terms while Goodwin and Hornsy write the gravitational terms separately. The Stokes flow equations differ from the lubrication equations in that $\nabla p = \partial p/\partial x \hat{i} + \partial p/\partial y \hat{j} + \partial p/\partial z \hat{k}$ and $\nabla^2 \vec{v} = \partial^2 \vec{v}/\partial x^2 + \partial^2 \vec{v}/\partial y^2 + \partial^2 \vec{v}/\partial z^2$ for Stokes flow, while in the lubrication approximation $\nabla p = \partial p/\partial x \hat{i} + \partial p/\partial y \hat{j}$ and $\nabla^2 \vec{v}$ is approximated by $\partial^2 \vec{v}/\partial z^2$. In this approximation an inner solution can be obtained. Goodwin and Hornsy find solutions for the free surface profile over a range of capillary number, contact angle and inclination angle of $0.01 \leq Ca \leq 0.164$, $10^\circ \leq \phi \leq 70^\circ$ and $7.5^\circ \leq \alpha \leq 135^\circ$. As an example, Fig. 2-7 illustrates the calculated free surface shape for a contact angle of $70^\circ$, inclination angle of $45^\circ$ and $Ca = 0.03, 0.10$ and $0.144$ for curves a, b and c, respectively.

Goodwin and Hornsy find that near the contact line a hump or bulge of fluid occurs, the size of which increases with decreasing capillary number, increasing contact angle and increasing inclination angle. They demonstrate that the bulge is not due to the contact line singularity but is the result of an interaction between interfacial forces and and the stress field inside the fluid.
3.1 Apparatus

The experimental apparatus is conceptually similar to that used by Huppert and Silvi and Dussan V. A sheet of plexiglass or glass 122 cm in the downslope (x) direction, 91 cm in the cross slope (y) direction and 1.3 cm thick was clamped in a rigid aluminum frame. The angle of inclination \( \alpha \) was adjustable; the measurements here were taken over a range of \( 0^\circ < \alpha < 55^\circ \). Graph paper with a grid of two inch squares marked on it was placed under the experimental surface to facilitate measurement of the contact line position. An aluminum gate spanning the full width of the surface was placed near the top of the slope. Foam rubber weather stripping was attached along the bottom of the gate to provide a seal to prevent leakage of the fluid prior to opening the gate. The seal also prevented the gate from scratching the surface. The gate was hinged at its upper end so that its axis of rotation was in the y direction and approximately 10 cm above the surface. Thus, when the gate was opened it swung out and up allowing the fluid to flow down the slope. An alternate method of opening the gate was to pull it directly up from the surface, but this usually resulted in jamming of the gate which in turn caused uneven release of the fluid.

The experiments were recorded using a Burle Industries CCD video camera connected to a video cassette recorder. The camera was mounted approximately 100 cm to 125 cm above and perpendicular to the surface. A 12.5 mm focal length lens gave the camera a field of view wide enough to include the full width of the experimental surface. A Burle Industries video monitor was used to accurately position the camera, to watch each experiment from the camera’s view point and to analyze the recorded experiments. A Laser 286/2L personal computer was employed for doing fits to the
3.2 Fluids

Experiments were carried out using three fluids: glycerin\textsuperscript{22}, 'heavy' mineral oil (HMO)\textsuperscript{23} and 'light' mineral oil (LMO).\textsuperscript{24} The density, viscosity, surface tension and static contact angle of each fluid were measured using the methods discussed below and are shown in Table I.

The first three of these are the physical properties of the fluids which enter into the theoretical treatments discussed in the previous chapter, and the fourth, as argued by Silvi and Dussan V\textsuperscript{2}, is important in determining the pattern that develops after the instability. The fluid properties of HMO and LMO are the same except for the viscosity, so a comparison of the flow development for these two fluids will show the effect, if any, of viscosity.

The density of each fluid was easily determined using a Mettler AE260 electronic balance having a resolution of .0001 g. The mass of a known volume of fluid divided by its volume gave the density.

A Gilmont Instruments size 3 falling ball viscosimeter was used along with a stopwatch to measure each fluid's viscosity. The viscosimeter was filled with a fluid and the time of descent through a given height of a ball of known density was measured. The equation $\mu = K(\rho_b - \rho_f) t$ gave the viscosity in (g/cm · s) · 10\textsuperscript{-2} (centipoise), where $\mu$ is the viscosity, $K$ is a constant equal to 0.63cm\textsuperscript{2}/s\textsuperscript{2} for this viscosimeter, $\rho_b$ and $\rho_f$ are the densities in g/cm\textsuperscript{3} of the ball and fluid respectively and $t$ is the time of descent in seconds.

The surface tension was measured using a Cenco 70545 torsion wire tensiometer. This instrument consists of a torsion arm clamped to the middle of a torsion wire.
Table I. Properties of fluids studied

<table>
<thead>
<tr>
<th>Fluid</th>
<th>Surface Tension ($\sigma$ dyn/cm)</th>
<th>Viscosity ($\mu$ g/cms)</th>
<th>Density ($\rho$ g/cm$^3$)</th>
<th>Static Contact Angle [plexiglass] (degrees)</th>
<th>Static Contact Angle [glass] (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glycerin</td>
<td>59 ± 1</td>
<td>11.1 ± 1</td>
<td>1.26 ± 0.01</td>
<td>60 ± 2</td>
<td>50 ± 2</td>
</tr>
<tr>
<td>HMO</td>
<td>34 ± 1</td>
<td>1.5 ± 0.1</td>
<td>0.87 ± 0.01</td>
<td>14 ± 2</td>
<td>16 ± 2</td>
</tr>
<tr>
<td>LMO</td>
<td>32 ± 1</td>
<td>0.5 ± 0.1</td>
<td>0.85 ± 0.01</td>
<td>14 ± 2</td>
<td>16 ± 2</td>
</tr>
</tbody>
</table>
platinum-iridium wire ring of 5.992 cm circumference was connected to the other end of the torsion arm. After the instrument was calibrated with known masses, the ring was immersed in the fluid being measured. The torsion on the wire was increased and the fluid surface lowered simultaneously so that the torsion arm remained at its zero position. The scale reading was taken when the ring broke free of the fluid surface. From the calibration curve and a correction based on the fluid density the surface tension was calculated.

The static contact angle was measured by placing a drop of fluid on a horizontal piece of glass or plexiglass. The video camera was then positioned so that its optic axis was approximately aligned with the glass or plexiglass surface and the middle of the drop. Then a frame grabber, which was used to control the camera by computer, took a picture. From the printout of the picture the static contact angle was measured. An interesting observation concerning the static contact angle is that over a period of several hours it decreased. This decrease was small for HMO on both glass and plexiglass, for which it changed from $\sim 17^\circ$ to $\sim 14^\circ$ over 2 hours, but for glycerin on glass (plexiglass giving similar results) it went from $\sim 75^\circ$ to $\sim 50^\circ$ in 5 minutes, to $\sim 43^\circ$ in 10 minutes and to $\sim 20^\circ$ in 2.5 hours. This large change in the static contact angle for glycerin is due to the absorption by the glycerin of moisture from the air. During experiments, the fluid was left behind the gate for approximately 5 minutes and for this reason the value of the static contact angle for glycerin given in Table I is the value after 5 minutes exposed to the air.

3.3 Experimental Technique

All experiments were performed at room temperature which was not especially controlled and varied between $21^\circ$C and $27^\circ$C over the course of this work.
Before each experiment the solid surface was carefully cleaned to ensure uniform surface conditions. The cleaning procedure was as follows. After most of the fluid from a previous run had been removed, the surface was washed twice using detergent in water and rinsed each time with clean water. Then a commercial glass cleaner, Windex, was applied to the surface which was then wiped clean with paper towel or a chamois. Following this the surface dried quickly. Wiping the dry surface with dry paper towel created a static charge which had a dramatic and adverse effect on the flow; care was taken to avoid this.

Following the cleaning procedure, the surface was inclined to the appropriate angle and a level was used to make sure it was level in the $y$ direction. The video camera was set perpendicular to the surface and positioned so that the gate was at the upper end of the video monitor screen. Then a known volume of fluid (250cm$^3$ for the experiments reported here) was poured behind the gate and left standing for a sufficiently long time that it was evenly distributed and stationary. Prior to opening the gate, the relevent parameters of the experiment such as the experimental surface, angle of inclination, type and amount of fluid and room temperature were recorded on the video tape. The camera was focussed on the surface, then the gate was opened and the fluid flowed down the slope with an initially straight contact line. Care was taking opening the gate so as to keep it straight and not allow one side to open before the other which would result in an uneven release of the fluid. It was also important not to open the gate too fast or the gate would throw drops of the fluid several centimeters down the clean surface. Since the fluids used were clear, only a shadow of the contact line could be seen. The curved surface of the fluid near the contact line caused the light passing through it to be refracted in such a way as to produce a shadow of the contact line on the grid below. In order to have only one
contact line shadow, only one set of ceiling lights was left on in the lab during each run. The lights were sufficiently far away so as to produce just one shadow. In a few later experiments with other fluids, a single light was placed in front of the slope. This produced a very distinct shadow of the contact line although fingers near the sides of the slope had their shadows displaced slightly giving the impression of a larger distance between the fingers. The actual fingers could be seen due to reflections from the finger tips, so this latter problem was easily overcome.

Experiments using HMO were performed over the ranges $2^\circ \leq \alpha \leq 21^\circ$ and $2^\circ \leq \alpha \leq 20^\circ$ for the plexiglass and glass surfaces respectively while the ranges for glycerin were $4^\circ \leq \alpha \leq 30^\circ$ and $4^\circ \leq \alpha \leq 54^\circ$ for the plexiglass and glass surfaces respectively. For inclination angles lower than the lower limit for each the contact line developed into poor fingers which tended to flow in the cross slope as well as the downslope directions and satisfactory measurements were not possible. For inclination angles larger than the upper limit for each the fluid would splash down over the surface much like a wave breaking on a beach, resulting in a nonuniform flow front.

3.4 Raw Data Gathering

The raw data was obtained by direct measurement of the contact line position from the video monitor during replay of a recorded experimental run. The position as a function of time of three or four fingers and troughs was measured for each run. The VCR used here incorporated a real-time counter so that the video tape could be moved ahead an appropriate number of seconds then stopped to take measurements. The zero time of each run was taken as the time at which the contact line shadow first appeared from under the opened gate. The finger and trough measurements started
at the point at which the contact line began to show the instability. Also measured were the distance downslope, $x_n$, at which the contact line became unstable, the finger width, $\delta$, taken as the full width at half the finger length and the average wavelength, $\lambda$, of the finger pattern. The fluid at the edges of the flow was held back by the walls at each edge of the surface causing the contact line to be curved in that area. For this reason the fingers closest to each edge were not included in the calculation of the average wavelength.
Chapter 4 Results

4.1 General Observations

Experiments with all three fluids were performed on the plexiglass surface, while only glycerin and HMO were used on the glass surface. In all cases the rivulet (parallel sided finger) pattern was observed. Since I took substantially more data for HMO than for LMO, I will quote only data for HMO except in cases where the LMO data is of importance although data for LMO is shown on some of the figures below. In the case of glycerin, the troughs appeared to stop shortly after the contact line became unstable while for HMO, the troughs continued to move very slowly downhill. The observed fingering pattern was not perfectly periodic, nor were the finger lengths perfectly uniform. Several preliminary experimental runs were tried with silicone oil on glass, for which the unstable contact line developed into the sawtooth pattern in which both the fingers and troughs continued to move downhill, but at different rates. In this case the fingering pattern was fairly periodic. The finger lengths were more uniform than for the rivulet pattern but still not perfectly uniform.

The fluid at the edges of the flow was held back by the walls at the edges of the surface. This perturbation of the contact line resulted in fingers forming at the edges. Although Schwartz\textsuperscript{9} found numerically that this edge perturbation caused fingering as it propagated inward along the contact line, all experiments here indicate that the entire contact line becomes unstable simultaneously. Due to the surface's large width (91 cm), any edge effects are expected to be small in the middle region of the surface.

4.2 Before the Instability

Huppert\textsuperscript{1} predicted that, prior to the instability, the position of the uniform contact line should advance like $t^{1/3}$; his measurements agreed with this prediction.
Due to this, I analyzed my data from before the instability by fitting the position to a power law in time, i.e.,

$$x = A_0(t - t_0)^{\beta_0}. \quad (4-1)$$

Fits to Eq. (4-1) were performed only for $\alpha \leq 14^\circ$ for glycerin and $\alpha \leq 8^\circ$ for HMO. At higher angles the time before the instability was too short for enough position measurements to be made and meaningful fits to Eq. (4-1) were not possible. The data was well described, for the most part, by Eq. (4-1) but the exponent $\beta_0$ was substantially larger than the value of 1/3 predicted by Huppert. In fact the exponents, shown as open symbols in Figs. 4·3, are in reasonably good agreement with the exponents characterizing the growth of the fingers which develop after the instability. similarly, the values of the amplitude $A_0$ of Eq. (4-1), shown as open symbols in Figs. 4·4, agree within error with the corresponding value for the flow after the instability.

Fits to data from two different runs having the same experimental parameters produced results which were equal within experimental error, thus indicating that the flow is reproducible.

The discrepancy between my results and the $t^{1/3}$ behaviour found by Huppert can be understood from Fig. 4·1, which shows the front position as a function of time for HMO on plexiglass with $\alpha = 8^\circ$, both before and after the instability. The pre-instability data, shown as open symbols, seems to approach a $t^{1/3}$ behaviour, but only after a transient period in which the front advances more quickly.

This behaviour is seen only at the smallest angles. At larger angles, $\alpha \gtrsim 5^\circ$ for HMO and $\alpha \gtrsim 8^\circ$ for glycerin, the instability occurs before the transient has relaxed and the approach to $t^{1/3}$ behaviour is not observed.

The film thickness at the onset of the instability was not measured quantitatively.
Fig. 4-1. Position vs. time for HMO on plexiglass at \( \alpha = 3^\circ \). The position of the uniform front before the instability (open squares) advances faster than \( t^{1/3} \) at early times and appears to approach a \( t^{1/3} \) growth (dashed line) at later times. The solid squares and stars show the finger tip and trough positions, respectively, after the instability, and the dotted line shows the power law growth of the finger tip position.
However rough estimates were made based on Huppert's result that the fluid thickness at the front of the shock solution, Eq. (2-18), is given by Eq. (2-19). My data for \( x_n \) suggest that the contact line becomes unstable when the fluid thins to a certain fluid-dependent thickness on the order of three millimeters. This critical thickness is \( h_n \approx 0.33 \text{ cm} \) for glycerin and \( h_n \approx 0.27 \text{ cm} \) for HMO.

### 4.3 After the Instability

Since I am unaware of any theoretical predictions for the growth of the developing fingers beyond the regime where linear stability analysis is valid,\(^{25}\) I analyzed my data in terms of empirical fitting functions. The downslope tip position after the instability, \( x_d \), was well described, within experimental error, for all fluids on both substrates at all angles \( \alpha \) by a power law in time:

\[
x_d = A(t - t_0)^\beta, \tag{4-2}
\]

where the amplitude \( A \), the exponent \( \beta \) and the time origin \( t_0 \) were all used as free parameters. A typical fit to Eq. (4-2) is shown in Fig. 4-2 for HMO on plexiglass at \( 8^\circ \).

The trough position, \( x_u \), was fitted to the function

\[
x_u = B e^{\ell/\tau} + C t + D \tag{4-3}
\]

with \( B, C, D \) and \( \tau \) as free parameters. A typical fit of this function to experimental data is also shown in Fig. 4-2.

Other fitting functions were tried but gave less satisfactory descriptions of the data. In particular, power law fits to the trough data were tried, but they gave satisfactory fits only when the troughs continued to moved with sufficiently high
Fig. 4-2. The downslope position of two points on the contact line of a 250cm$^3$ sample of HMO on plexiglass at $\alpha = 8^\circ$. The squares correspond to a point which is at the tip of a finger after the instability occurs, and the stars to one in a trough. The lines are fits to Eqs. (4-2) and (4-3) for the finger and trough, respectively.
speeds, e.g., the power law fit would not work for glycerin troughs but did work for some HMO troughs.

Figs. 4-3(a) to (d) show the tip growth exponent $\beta$ as a function of $\sin \alpha$ for glycerin and both oils on plexiglass, (a) and (b), and for glycerin and HMO on glass, (c) and (d).

Each point on these plots (and similar plots below) represents the average of results from fits to a number (three for very low angles and four for other angles) of fingers (or troughs) from a particular run. The error bars represent the range of values obtained from all of the fits to that data set. The range of values obtained for different runs at the same angle is roughly the same indicating that any variability in surface condition between runs is no greater than the variability across the slope for a single run.

For both fluids, glycerin and HMO, on both substrates, $\beta$ is essentially independent of $\alpha$ within experimental uncertainties. The mean value of $\beta$ for the plexiglass surface is $0.65 \pm 0.04$ for glycerin and $0.52 \pm 0.05$ for HMO; for the glass surface $\beta = 0.55 \pm 0.05$ for glycerin and $0.48 \pm 0.01$ for HMO. (Errors here and elsewhere in this thesis are statistical standard deviations.) These values of $\beta$ are also shown in Table II. My value for glycerin fingers on plexiglass is in agreement, within experimental error, with the exponent of .6 reported by Huppert\textsuperscript{1}. $\beta$ does show a slight tendency to decrease with increasing $\alpha$ for HMO on both surfaces and for glycerin on glass but it is difficult to tell if this trend is real from my data. The values of $\beta$ and $\beta_0$, where values of $\beta_0$ are represented as open symbols in Figs. 4-3, appear to be equal within experimental uncertainty in most cases.

Figs. 4-4 show the dependence of finger growth amplitude $A$ on $\alpha$ for plexiglass,
Fig. 4-3(a). The solid symbols show the exponent $\beta$ of Eq. (4-2) as a function of $\sin \alpha$ for glycerin on plexiglass. The dashed lines show the average for each case. The data points indicate the mean values and the error bars the range from fits to several fingers at each angle. The open symbols show the exponent $\beta_0$ for the flow before the instability, determined from Eq. (4-1). For clarity, error bars for these points are not shown; they are similar in size to those for the other data.
Fig. 4-3(b). Same as Fig. 4-3(a) except for HMO on plexiglass.
Fig. 4-3(c). Same as Fig. 4-3(a) except for glycerin on glass.
Fig. 4-3(d). Same as Fig. 4-3(a) except for HMO on glass.
(a) and (b), and glass, (c) and (d). For all fluids on both surfaces I find that
\[ A = k \sin \alpha \]  
(4 - 4)
with the slope \( k \) increasing with decreasing viscosity. For the plexiglass surface, I find that \( k = 11.1 \pm .5 \text{ cm} \cdot \text{s}^{-\beta} \) for glycerin, \( 36.4 \pm 1.6 \text{ cm} \cdot \text{s}^{-\beta} \) for HMO and \( 63.1 \pm 2.3 \text{ cm} \cdot \text{s}^{-\beta} \) for LMO and for the glass surface \( k = 12.6 \pm .5 \text{ cm} \cdot \text{s}^{-\beta} \) for glycerin and \( 38.1 \pm 1.2 \text{ cm} \cdot \text{s}^{-\beta} \) for HMO. The values of \( A \) and \( A_0 \) are equal within experimental error for glycerin and HMO on both surfaces. Table II shows the values of \( k \) for glycerin and HMO on both surfaces.

In most cases the contact line position, measured at points corresponding to finger tips, varied smoothly through the instability. However in a few cases a kink appeared in the position-time plots at the onset of the instability. These are the cases for which there is a significant difference in \( \beta \) and \( \beta_0 \) apparent in Figs. 4-3 (a) to (d).

The trough positions are described by Eq. (4-3), which represents an exponential slowing of the contact line, with the trough approaching a constant downhill velocity \( C \) at large times. The exponential slowing time \( \tau \) as a function of \( \sin \alpha \) is shown in Figs. 4-5(a) and (b) for plexiglass and Figs. 4-5(c) and (d) for glass. For all fluids on both surfaces \( \tau \) decreases with increasing \( \alpha \) like
\[ \tau = a_{\tau} \sin \alpha^{-b_{\tau}}. \]  
(4 - 5)
For the plexiglass surface \( a_{\tau} = 3.1 \pm .4 \text{ s} \) and \( b_{\tau} = 0.51 \pm .08 \) for glycerin and \( a_{\tau} = 0.62 \pm .19 \text{ s} \) and \( b_{\tau} = 1.4 \pm .1 \) for HMO. The glass surface gave \( a_{\tau} = 2.7 \pm .2 \text{ s} \) and \( b_{\tau} = 0.85 \pm .04 \) for glycerin and \( a_{\tau} = 1.9 \pm 1.0 \text{ s} \) and \( b_{\tau} = 1.08 \pm .17 \) for HMO. These results are shown in Table III.

At low angles the exponential slowing times are on the order of 1 minute for HMO on both surfaces while for glycerin it is about 15 seconds on plexiglass and 30 seconds.
Fig. 4-4(a). The solid symbols show the amplitude $A$ of Eq. (4-2) for glycerin on plexiglass. The lines are fits to Eq. (4-4). The open symbols show the amplitude $A_0$ for the flow before the instability, determined from Eq. (4-1).
Fig. 4-4(b). Same as Fig. 4-4(a) except for HMO on plexiglass.
Fig. 4-A(c). Same as Fig. 4-1(a) except for glycerin on glass.
Fig. 4-4(d). Same as Fig. 4-4(a) except for HMO on glass.
Table II. Parameters characterizing the finger tip position.

<table>
<thead>
<tr>
<th></th>
<th>glycerin</th>
<th>glycerin</th>
<th>HMO</th>
<th>HMO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>on</td>
<td>on</td>
<td>on</td>
<td>on</td>
</tr>
<tr>
<td>plexiglass</td>
<td>glass</td>
<td>plexiglass</td>
<td>glass</td>
<td></td>
</tr>
<tr>
<td>(\beta)</td>
<td>0.65 ± .04</td>
<td>0.55 ± .05</td>
<td>0.52 ± .05</td>
<td>0.48 ± .01</td>
</tr>
<tr>
<td>(k ,(cm , s^{-\beta}))</td>
<td>11.1 ± .5</td>
<td>12.6 ± .5</td>
<td>36.4 ± 1.6</td>
<td>38.1 ± 1.2</td>
</tr>
</tbody>
</table>
Fig. 4-5(a). The exponential slowing time $\tau$ of Eq. (4-3) as a function of $\sin \alpha$ for glycerin on plexiglass. The lines are power law fits to Eq. (4-5).
Fig. 4-5(b). Same as Fig. 4-5(a) except for HMO on plexiglass.
Fig. 4-5(c). Same as Fig. 4-5(a) except for glycerin on glass.
Fig. 4.5(d). Same as Fig. 4.5(a) except for HMO on glass.
on glass. However, for $\alpha \sim 17^\circ$ the values of $\tau$ for glycerin and HMO on plexiglass are roughly equal as are the values for the two fluids on glass.

The amplitude of the exponential slowing time, $B$ in Eq. (4-3), is shown in Figs. 4-6. $B$ is constant within experimental scatter except at low angles. For the plexiglass surface, the average value of $B$ at high angles, i.e., not including the first two or three points, is $-10.7 \pm .9 \text{ cm}$ for glycerin and $-12.4 \pm .8 \text{ cm}$ for HMO. On glass the average value of $B$ is $-12.9 \pm 1.0 \text{ cm}$ for glycerin and $-12.1 \pm 1.1 \text{ cm}$ for HMO. Values of $B$ for both fluids on both surfaces are shown in Table III.

The velocity of the troughs at long times, $C$, is shown in Figs. 4-7(a) and (b) for plexiglass and (c) and (d) for glass. For glycerin $C = 0$ within experimental error for both surfaces at all angles studied. For HMO, however, $C \simeq 0$ at small angles, but increases smoothly and approximately linearly to about $0.1 \text{ cm/s}$ at $\alpha = 20^\circ$ on both surfaces.

Even though the rivulet pattern which develops from the instability is not perfectly periodic, the average wavelength $\bar{\lambda}$ is a well defined length. $\bar{\lambda}$ is taken as the distance between two adjacent fingers averaged over the pattern, but excluding the finger at each edge which may be strongly influenced by the nearby walls. Figs. 4-8(a) and (b) show $\bar{\lambda}$ as a function of $\sin \alpha$ for plexiglass and glass respectively. Within experimental scatter the data for the different fluids on the plexiglass surface are indistinguishable. The same is true for the data for the glass surface except at low angles, where the HMO data appears to be lower than that for glycerin. $\bar{\lambda}$ for both fluids on both substrates shows a power law dependence on $\sin \alpha$:

$$\bar{\lambda} = a_\lambda \sin \alpha^{-b_\lambda}.$$  \hspace{1cm} (4 - 6)

Fits to the data for the plexiglass surface result in $a_\lambda = 2.7 \pm .2 \text{ cm}$ and $b_\lambda = 0.41 \pm .03$.
Fig. 4-6(a). The amplitude $B$ of Eq. (4-3) as a function of $\sin \alpha$ for glycerin on plexiglass. The dashed lines show the average of each at high angles.
Fig. 4-8(b). Same as Fig. 4-6(a) except for HMO on plexiglass.
Fig. 4.6(d). Same as Fig. 4.6(a) except for HMO on glass.
Fig. 4-7(a). The asymptotic velocity $C$ of Eq. (4.3) as a function of $\sin \alpha$ for glycerin on plexiglass.
Fig. 4-7(b). Same as Fig. 4-7(a) except for HMO on plexiglass.
Fig. 4-7(d). Same as Fig. 4-7(a) except for HMO on glass.
Table III. Parameters characterizing the trough position.

<table>
<thead>
<tr>
<th></th>
<th>Glycerin</th>
<th>Glycerin</th>
<th>HMO</th>
<th>HMO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>on</td>
<td>on</td>
<td>on</td>
<td>on</td>
</tr>
<tr>
<td>Glass</td>
<td>plexiglass</td>
<td>glass</td>
<td>plexiglass</td>
<td>glass</td>
</tr>
<tr>
<td>$a_r (s)$</td>
<td>3.1 ± 0.1</td>
<td>2.7 ± 0.2</td>
<td>0.62 ± 0.19</td>
<td>1.93 ± 0.97</td>
</tr>
<tr>
<td>$b_r$</td>
<td>0.51 ± 0.08</td>
<td>0.85 ± 0.04</td>
<td>1.4 ± 0.1</td>
<td>1.08 ± 0.17</td>
</tr>
<tr>
<td>$B (cm)$</td>
<td>-10.7 ± 0.9</td>
<td>-12.9 ± 1.0</td>
<td>-12.4 ± 0.8</td>
<td>-12.1 ± 1.1</td>
</tr>
</tbody>
</table>
for glycerin and $a_\lambda = 2.8 \pm 0.2\ cm$ and $b_\lambda = 0.40 \pm 0.02$ for HMO. The fits for the glass surface give $a_\lambda = 2.5 \pm 0.1\ cm$ and $b_\lambda = 0.49 \pm 0.02$ for glycerin and $a_\lambda = 3.0 \pm 0.4\ cm$ and $b_\lambda = 0.39 \pm 0.05$ for HMO. Performing fits to each of these data sets using the 1/3 exponent predicted by Huppert\cite{1} yields for the plexiglass surface $a_\lambda^* = 3.03 \pm 0.07\ cm$ for glycerin and $a_\lambda^* = 3.23 \pm 0.08\ cm$ for HMO and for the glass surface $a_\lambda^* = 3.11 \pm 0.09\ cm$ for glycerin and $a_\lambda^* = 3.38 \pm 0.13\ cm$ for HMO. These values for $a_\lambda$, $b_\lambda$ and $a_\lambda^*$ are shown in Table IV.

The widths of individual fingers are very uniform across the pattern and vary only slightly along the length of a given finger. I found that this width, measured half way along the length of a finger, also varies as a power law in $\sin \alpha$:

$$\delta = a_\delta \sin \alpha^{-b_\delta}, \quad (4-7)$$

as shown in Fig. 4-9(a) for plexiglass and Fig. 4-9(b) for glass. Fits to the data for the plexiglass surface yield $a_\delta = 0.68 \pm 0.04\ cm$ and $b_\delta = 0.53 \pm 0.03$ for glycerin and $a_\delta = 0.86 \pm 0.10\ cm$ and $b_\delta = 0.66 \pm 0.04$ for HMO, while for the glass surface $a_\delta = 0.91 \pm 0.05\ cm$ and $b_\delta = 0.51 \pm 0.03$ for glycerin and $a_\delta = 0.98 \pm 0.05\ cm$ and $b_\delta = 0.59 \pm 0.04$ for HMO. These values of $a_\delta$ and $b_\delta$ are shown in Table IV. For comparison I also show a line of $-1/3$ slope in Figs. 4-9(a) and (b); such a slope is not consistent with my data.
Fig. 4-8(a). The average wavelength $\bar{\lambda}$ of the finger patterns for the plexiglass surface. —— is a fit of Eq. (4-6) to data for HMO with $b_\lambda = 0.40 \pm 0.02$. —— is a similar fit for glycerin with $b_\lambda = 0.41 \pm 0.03$ and ⋯⋯⋯ is a line of slope $-1/3$ for comparison.
Fig. 4-8(b). Same as Fig. 4-8(a) except for the glass surface with $b_\lambda = 0.39 \pm 0.05$ for HMO and $b_\lambda = 0.49 \pm 0.02$ for glycerin.
Fig. 4-9(a). The finger width δ as a function of sin α for the plexiglass surface. — is a fit of Eq. (4-7) to data for HMO with α = 0.66 ± 0.04. — — — is a similar fit for glycerin with δ = 0.53 ± 0.03.
Fig. 4-9(b). Same as Fig. 4-9(a) except for the glass surface with $b_6 = 0.59 \pm .04$ for HMO and $b_6 = 0.51 \pm .03$ for glycerin.
Table IV. Parameters characterizing the wavelength and finger width.

<table>
<thead>
<tr>
<th></th>
<th>glycerin on plexiglass</th>
<th>glycerin on glass</th>
<th>HMO on plexiglass</th>
<th>HMO on glass</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_\lambda$ (cm)</td>
<td>2.7 ± .2</td>
<td>2.5 ± .1</td>
<td>2.8 ± .2</td>
<td>3.0 ± .4</td>
</tr>
<tr>
<td>$b_\lambda$</td>
<td>0.41 ± .03</td>
<td>0.49 ± .02</td>
<td>0.40 ± .02</td>
<td>0.39 ± .05</td>
</tr>
<tr>
<td>$a_{\lambda^*}$ (cm)</td>
<td>3.03 ± .07</td>
<td>3.11 ± .09</td>
<td>3.23 ± .08</td>
<td>3.38 ± .13</td>
</tr>
<tr>
<td>$a_\delta$ (cm)</td>
<td>0.68 ± .04</td>
<td>0.91 ± .05</td>
<td>0.86 ± .10</td>
<td>0.98 ± .02</td>
</tr>
<tr>
<td>$b_\delta$</td>
<td>0.53 ± .03</td>
<td>0.51 ± .03</td>
<td>0.66 ± .04</td>
<td>0.59 ± .04</td>
</tr>
</tbody>
</table>
Chapter 5 Discussion

5.1 Before Instability

My results for the flow of this fluid sheet before the instability show a somewhat more complicated behaviour than that implied in Ref. (1). Huppert\(^1\) found both experimentally and theoretically that, prior to the instability, the position of the contact line moved downhill like \(x \sim t^{1/3}\). At all but the smallest angles studied, my data are also consistent with a power law behaviour, but with an exponent larger than 1/3. Within the experimental error, the exponents I determined for the flow before and after the instability are the same – about 1/2 for HMO and about 2/3 for glycerin on both surfaces. However, at the smallest angles for both fluids my results, shown in Fig. 4-1, indicate that the flow approaches \(t^{1/3}\) growth at long times while at earlier times it advances with an exponent larger than 1/3. Thus the approximate equality of the exponents before and after the instability may be coincidental.

Huppert\(^1\) studied this flow in the lubrication approximation, neglecting surface tension. In section 2.7 I followed his procedure and derived an equation for the shape of the free surface \(h(x, t)\)

\[
\frac{\partial h}{\partial t} + (g \sin \alpha/\mu) h^2 \frac{\partial h}{\partial x} = 0 \tag{5 - 1}
\]

and using this derived an equation for the position of the uniform contact line,

\[
x_n = (9A^2 g \sin \alpha/4\mu)^{1/3} t^{1/3}. \tag{5 - 2}
\]

Flow governed by Eq. (5-1) will evolve into a shock, and \(x_n\) is the position of the shock. Eq. (5-2) is valid when \(x_n \gg l\), and at long times when the initial conditions no longer significantly affect the flow. In my experiments the first condition is always
true — $x_n/l \sim 15$ for glycerin at small $\alpha$ and is larger for larger angles and for HMO — but my data indicate that the second condition is almost never true, i.e., the initial conditions affect the flow of the uniform contact line right up to the time at which the instability develops. Further experiments with more viscous fluids — to increase the time before the instability — are necessary to study this behaviour in more detail.

5.2 After Instability

Both Huppert and Silvi and Dussan V observed experimentally, as did I, that the glycerin on plexiglass resulted in the rivulet pattern developing. However, for glycerin on glass they observed the sawtooth pattern while I observed the rivulet pattern. This may be due to the condition of the surfaces. Since neither Huppert nor Silvi and Dussan V give any description of the cleaning procedure used, the condition of the surfaces may have been different, i.e., my surface or their surfaces may have had a slight film after cleaning due to the procedure and/or cleaning agent(s) used.

I can also compare my results with previous work on the behaviour of the average wavelength, $\bar{\lambda}$. From my experiments $\bar{\lambda}$ is observed to have a power law dependence on $\sin \alpha$ but not with the exponent of $1/3$ predicted by Eq. (1-2); the experimental exponents, shown in Table V, are consistent, except for glycerin on glass. Huppert also predicted, Eq. (1-2), that $\bar{\lambda}$ should vary with fluid properties like $(\sigma/\rho)^{1/3}$. From my fits of $\bar{\lambda}$ to Eq. (4-6) with the exponent fixed at $1/3$ gives $\bar{\lambda}_{HMO}/\bar{\lambda}_{GLY} = 1.07 \pm .04$ for plexiglass and $1.09 \pm .07$ for glass, while $(\sigma_{HMO} \rho_{GLY}/\sigma_{GLY} \rho_{HMO})^{1/3} = 0.94 \pm .04$. Thus I observe no significant difference in $\bar{\lambda}$ between the two fluids on either substrate. However the predicted difference is small.

From fits to Eq. (4-6) with $b_\lambda = 1/3$ I determined the constant of proportionality in Eq. (1-2) for the plexiglass surface to be $7.0 \pm .4$ for glycerin and $8.0 \pm .3$ for HMO.
while the glass surface gives $7.2 \pm 0.3$ for glycerin and $8.3 \pm 0.4$ for HMO. These are consistent with the results of Refs. (1) and (2) which quote 7.5 and 8, respectively.

The finger width $\delta$ did not display the same $\alpha$-dependence as did $\lambda$, and while $\lambda$ is approximately the same for the fluids on both surfaces, $\delta$ is not. This points to $\lambda$ and $\delta$ being governed by different physical mechanisms. While the length scale of the instability, i.e., $\lambda$, depends on the competition between gravitational and surface tension forces at the contact line, $\delta$ will be a function of the properties of the fluid. The finger must have a certain cross-sectional area in order to accommodate the fluid which is flowing down it. Thus the width of the finger will depend on the static liquid-solid contact angle. If the contact angle along the side of the finger is larger (smaller) than the maximum (minimum) static value, then the finger will become wider (narrower) until the contact angle decreases (increases) to its maximum (minimum) static value, but the cross-sectional area of the finger will remain constant.

I discuss the work of Trojan et al. in chapter 2 where they apply linear stability analysis to the equations for a film flowing under the influence of gravity. Their theoretical analysis differs from my experiments in two respects. The first is that a precursor film does not appear to exist in my experiments, and the second is that the analysis of Ref. (13) is valid only in the limit $3Ca \ll \tan \alpha^{1/3}$, i.e., for large angles, while for my experiments $3Ca/\tan \alpha^{1/3} \sim 3$. Although the experimental situation is somewhat different from the theoretical one, it is interesting to compare my results with the predictions of Ref. (13).

Troian et al. study the stability of the calculated profile by imposing periodic perturbations on the contact line and studying the growth of these perturbations. They find that the profile is unstable for wavenumbers $q \lessapprox 0.9$ with a maximum
growth rate for \( \lambda = 14l \) where \( l = h/(3Ca)^{1/3} \) is a characteristic length.

I can calculate the ratio \( \lambda/l \) for my data by first estimating the film thickness at the contact line to be

\[
h = 3A/2x_n, \quad (5-3)
\]

from Huppert's expression, Eq. (2-19), where \( x_n \) is the length of the flow at the onset of the instability. I find \( h \approx 0.33 \text{ cm} \) for glycerin and \( h \approx 0.27 \text{ cm} \) for HMO on both substrates. The velocity \( U \) is estimated from results of fits to Eq. (4-2), along with the observation, discussed above, that the flow velocity varies smoothly through the instability. Then

\[
U = dx/dt = \beta A(t - t_0)^{\beta - 1}, \quad (5-4)
\]

evaluated at the point of instability. Also from above we have

\[
A = k \sin \alpha \quad (5-5)
\]

and from fits to Eq. (4-6) with \( b_1 = 1/3 \),

\[
\overline{\lambda} = a_\lambda^* \sin \alpha^{-1/3}. \quad (5-6)
\]

Thus

\[
\frac{\lambda}{l} = \frac{a_\lambda^*}{h} \left( \frac{3\mu \beta k}{\epsilon} \right)^{1/3} (t - t_0)^{\beta - 1/3}. \quad (5-7)
\]

From my measurements I find that \( (t - t_0) \) is a function of \( \sin \alpha \) and the data for plexiglass are reasonably well described by

\[
t - t_0 = 1.9 \sin \alpha^{-1.0} \quad \text{(glycerin)} \quad (5-8a)
\]

while for glass

\[
t - t_0 = 1.9 \sin \alpha^{-0.9} \quad \text{(glycerin)} \quad (5-8b)
\]

\[
t - t_0 = 0.53 \sin \alpha^{-1.3}, \quad \text{(HMO)}
\]

\[
t - t_0 = 2.0 \sin \alpha^{-0.9}. \quad \text{(HMO)}
\]
Using my results for the relevant parameters and the fluid properties from Table 1, I find for plexiglass

\[ \frac{\lambda}{l} = 14.1 \sin \alpha^{0.12} \quad \text{(glycerin)} \]

\[ = 19.2 \sin \alpha^{0.21}, \quad \text{(HMO)} \]

while for glass

\[ \frac{\lambda}{l} = 13.6 \sin \alpha^{0.12} \quad \text{(glycerin)} \]

\[ = 12.4 \sin \alpha^{0.16}, \quad \text{(HMO)} \]

I estimate the accumulated uncertainties in the coefficients of Eqs. (5-9a) and (5-9b) to be on the order of 20%. This percentage is estimated after taking into account the standard errors in \( \alpha^*, \beta \) and \( k \), the uncertainties in the experimentally determined physical properties \( \sigma \) and \( \mu \) and the uncertainty in estimating the film thickness \( h \). These functions are plotted in Figs. 5-1(a) and 5-1(b) for the plexiglass and glass surfaces, respectively, along with the prediction of Trojan et al.\textsuperscript{13}

The experiments performed here are confined to \( \alpha < 22^\circ \) for HMO on both surfaces, \( \alpha < 32^\circ \) for glycerin on plexiglass and \( \alpha < 55^\circ \) for glycerin on glass, while the theory is valid for large angles (\( 3Ca \ll \tan \alpha^{1/3} \)); despite this the agreement between their prediction and the extrapolation of my results to large angles is quite reasonable.

In my experiments the advancing front was never perfectly periodic. A possible explanation comes from the results of Trojan et al. who find that the contact line is unstable for a range of wavenumbers \( q \ll 0.9 \), Fig. 2-6, with a maximum growth rate for \( \lambda = 14l \). A superposition of several high growth rate wavelengths may contribute to the imperfect periodicity of the pattern which develops.

My results for the various fitting parameters can be categorized in terms of their dependence on the physical properties of the system studied. I found that \( \lambda \) was essentially independent of fluid and surface for fluids and surfaces I studied, depending
Fig. 5-1(a). The ratio $\bar{\lambda}/l$ from my experimental results for the plexiglass surface along with the theoretical prediction of reference 12. ——— HMO; ——— glycerin; ······· theoretical result.
Fig. 5.1(b). Same as Fig. 5.1(a) except for the glass surface.
only on the slope angle $\alpha$. The weak dependence on fluid properties predicted by Huppert\textsuperscript{1} was not observed, although more study of this point is needed. The finger width $\delta$ was indistinguishable for HMO on both surfaces while $\delta$ for glycerin on glass was slightly larger than for the plexiglass surface. The finger width of HMO was larger than that for glycerin for both surfaces. This may be due to glycerin's larger static contact angle, which allows a narrow glycerin finger to have the same cross-sectional area as a wider HMO finger.

The fitting parameter $A$ — the amplitude in the finger growth expression, Eq. (4-2) — increased with decreasing viscosity and seemed independent of surface for the surfaces studied here. All other fitting parameters — the growth exponent $\beta$ of the rivulets, and the slowing time $\tau$, amplitude $B$, and asymptotic velocity $C$ of the troughs — are equal within experimental error for the two oils, and thus apparently independent of viscosity. At higher angles, $\alpha \gtrsim 8^\circ$, the amplitude $B$ of the exponential slowing term in Eq. (4-3) is constant and equal within experimental uncertainties for all fluids on both surfaces. The differences between the values of the other parameters for glycerin and HMO for each surface probably reflects a dependence on the surface tension or, as Silvi and Dussan\textsuperscript{V2} point out, on the liquid-solid contact angle.

I used the fitting functions Eqs. (4-2) and (4-3) simply because they gave a good description of my data, although the use of Eq. (4-2) was motivated partially by the results of Huppert.\textsuperscript{1} The physical significance of these fitting parameters is not clear and a more complete theoretical treatment of the problem is required before they can be considered as anything other than empirical.

Finally I will consider the evolution of the fingers, and following Silvi and Dussan\textsuperscript{V2} I will think in terms of the local contact angle $\theta(y)$ at the liquid-solid-air contact
line. For a typical liquid-solid system the contact angle is a function of the speed of the moving contact line having the general form of Fig. 2-2. For contact angles \( \theta_R \leq \theta \leq \theta_A \) the contact line does not move, for \( \theta > \theta_A \) it advances in the direction perpendicular to its local tangent, and for \( \theta < \theta_R \) it recedes. A straight contact line, advancing with uniform velocity \( v_1 \), will have \( \theta(y) = \theta_1 \), say, with \( \theta_1 > \theta_A \), as illustrated in Fig. 5-2.

![Figure 5-2](image)

**Fig. 5-2.** The general form of the contact angle \( \theta \) at the liquid-solid-vapor contact line, as a function of contact line velocity. Here it is shown that some advancing contact angle \( \theta_1 \) is advancing with velocity \( v_1 \).

As the straight contact line becomes unstable, the contact angle will begin to vary with \( y \). Faster-moving regions of the front will have \( \theta(y) > \theta_1 \) while slower moving regions will have \( \theta_A < \theta(y) < \theta_1 \). If the contact angle at some point drops below \( \theta_A \), that point will stop. Thus for the rivulet pattern, \( \theta(y) < \theta_A \) in the trough region while \( \theta(y) > \theta_A \) near the tips.
Consider the situation sketched in Fig. 5-3, where the solid line represents the contact line shortly after the onset of the instability.

Fig. 5-3. The contact line shortly after the onset of the instability is sketched as a solid line. $\theta$ is greater than, less than and equal to $\theta_A$ at the points $X$, $Y$ and $Z$ respectively. The dotted lines show schematically the growth of a rivulet.

Clearly $\theta(X) > \theta_A$ at the point $X$ at the tip of the developing finger. Assume that $\theta(Y) < \theta_A$ at $Y$, in the trough. Then there is a point $Z$ at which $\theta(Z) = \theta_A$; at points downslope from $Z$ the contact line will advance perpendicular to its local tangent. Because of the relation between contact angle and the speed of advance of the contact line, as the finger develops its sides will become more and more oriented in the downslope direction. This reduces the gravitational pressure along the sides, and so reduces $\theta$ there. Thus the point at which $\theta = \theta_A$ moves downslope, eventually settling near the tip of the finger. As sketched in Fig. 5-3 this process leads to fingers with straight sides oriented downslope, exactly as observed experimentally.
As Silvi and Dussan V point out, the sawtooth pattern will result if \( \theta(y) > \theta_A \) everywhere on the contact line; \( \theta \) must be smaller in the more slowly advancing troughs than at the tips.

Figs. 4-7 show the asymptotic velocity \( C \) of the troughs. For glycerin \( C = 0 \) within experimental error at all inclination angles indicating that \( \theta(y) \) is indeed less than \( \theta_A \) in the trough regions. However, for HMO \( C \) is small but nonzero at larger angles, indicating that \( \theta(y) \geq \theta_A \) in the trough regions for angles \( \alpha \geq 8^\circ \). This result suggests that the sawtooth pattern should form at higher angles for HMO because \( \theta(y) > \theta_A \) everywhere on the contact line, but the rivulet pattern is actually observed. The explanation for this lies in the relative downslope speeds of the fingers and troughs. The finger speed is so much greater than that of the troughs that the fingers grow much faster, resulting in the rivulet pattern. Hocking\(^{10}\) suggests that the sawtooth pattern is only a transitory phenomenon which will eventually evolve into the rivulet pattern if the surface is long enough. There may not actually be a sharp division between the sawtooth and rivulet patterns, but rather a continuous range of patterns with these as the two extremes. The silicone oil on glass produces a good example of the sawtooth pattern while glycerin on glass produces a good example of the rivulet pattern. HMO on glass and plexiglass produces a pattern somewhere between a perfect sawtooth and perfect rivulet pattern but leaning more toward the rivulet.

Silvi and Dussan V state that the size of the contact angle is the important parameter in determining which of the two patterns will evolve for a given system.\(^2\) On the basis of the above discussion, it seems that the shape of the \( \theta(v) \) curve is also important. If \( \theta \) is a relatively flat function of \( v \), a small decrease in \( \theta \) will cause a large reduction in the contact line velocity and may even cause it to stop. On
the other hand, if $\theta$ varies steeply with $v$, a small decrease in $\theta$ will cause only a small decrease in the contact line velocity and most probably will not cause it to stop, and the sawtooth pattern will occur. The presence or absence of contact angle hysteresis, discussed in section 2.3, would also be expected to affect the observed pattern. Detailed measurements of contact angles along the front would be useful in confirming this picture.
Chapter 6 Conclusions

6.1 Conclusions

In this thesis I have attempted to characterize the behaviour of a viscous fluid flowing down an inclined plane, and, in particular, the pattern of fingers that develop from the contact line instability. Except at the smallest angles, the uniform contact line became unstable before the flow had relaxed to the expected \( t^{1/3} \) growth. For the fluids studied here, the growth of the fingers after the instability is well described by a power law in time, while the troughs show an exponential slowing to a final velocity equal, or close to, zero. The average wavelength of the pattern decreases with increasing inclination angle, while the width of the fingers decreases more steeply with increasing \( \alpha \). The exponent \( b_\lambda \) for glycerin on glass was found to be \( 0.49 \pm 0.02 \) from fits to Eq. (4-6), but looking at Fig. 4-8(b) it appears higher but not inconsistent with \(-1/3\). Furthermore, fits to Eq. (4-6) with \( b_\lambda = 1/3 \) result in a coefficient for glycerin on glass of \( \alpha_\lambda^* = 3.03 \pm 0.07 \) similar to other fits as shown in Table IV. My analysis was based primarily on fits of Eqs. (4-2) and (4-3) to measurements of the contact line position. The fit results are summarized in Table V. A theoretical treatment of this problem is required to make clear the physical meaning of the fit parameters and to explain their dependence on fluid properties, slope angle and experimental surface.

6.2 Future Considerations

There are several open questions concerning the contact line instability that warrant further study. Some measurements which could be done in the future using this apparatus are suggested in this section.

One important point concerns the behaviour of the film before the instability. In order to study the advance of the stable contact line, and to determine if it eventually
does advance like $t^{1/3}$, a fluid much more viscous than glycerin could be used at relatively small inclination angles. The larger viscosity should slow the fluid motion, making a detailed study of the flow possible.

Measurement of the film thickness, before the instability, near the front as a function of time may give a clearer picture of how the film thickness affects the contact line stability. Also measurement of the flow profile before and after the instability would be interesting, as would be the measurement of the contact angle as a function of position along the front.

Fluids which completely wet the surface, e.g. silicone oils, could be used to study the sawtooth pattern. Some experiments with one silicone oil ($\mu = 0.5$ g/cm s, $\sigma = 20$ dyne/cm, $\rho = .963 g/cm^3$ and $\theta \sim 0^\circ$) suggest that the sawtooth pattern develops when the fluid completely wets the surface. More detailed experiments are needed to confirm this, and to characterize the sawtooth pattern flow.

Fluids of differing viscosities but similar static contact angles and surface tensions could be used to study the effect, if any, of viscosity on the instability development. Experiments to study this are now being performed using glycerin diluted with water. The water decreases the viscosity and static contact angle of the glycerin while not greatly affecting its surface tension. Studies which varied other fluid properties independently would also be interesting, e.g. the $\sigma/\rho$ dependence of $\lambda$ could be checked.
Table V. Summary of data from Tables II, III and IV.

<table>
<thead>
<tr>
<th></th>
<th>glycerin plexiglass</th>
<th>glycerin glass</th>
<th>HMO plexiglass</th>
<th>HMO glass</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>0.65 ± .04</td>
<td>0.55 ± .05</td>
<td>0.52 ± .05</td>
<td>0.48 ± .01</td>
</tr>
<tr>
<td>$k (cm s^{-1})$</td>
<td>11.1 ± .5</td>
<td>12.6 ± .5</td>
<td>36.4 ± 1.6</td>
<td>38.1 ± 1.2</td>
</tr>
<tr>
<td>$a_T (s)$</td>
<td>3.1 ± .4</td>
<td>2.7 ± .2</td>
<td>0.62 ± .19</td>
<td>1.93 ± .97</td>
</tr>
<tr>
<td>$b_T$</td>
<td>0.51 ± .08</td>
<td>0.85 ± .04</td>
<td>1.4 ± .1</td>
<td>1.08 ± .17</td>
</tr>
<tr>
<td>$B (cm)$</td>
<td>-10.7 ± .9</td>
<td>-12.9 ± 1.0</td>
<td>-12.4 ± .8</td>
<td>-12.1 ± 1.1</td>
</tr>
<tr>
<td>$a_\lambda (cm)$</td>
<td>2.7 ± .2</td>
<td>2.5 ± .1</td>
<td>2.8 ± .2</td>
<td>3.0 ± .4</td>
</tr>
<tr>
<td>$b_\lambda$</td>
<td>0.41 ± .03</td>
<td>0.49 ± .02</td>
<td>0.40 ± .02</td>
<td>0.39 ± .05</td>
</tr>
<tr>
<td>$a_\lambda^* (cm)$</td>
<td>3.03 ± .07</td>
<td>3.11 ± .09</td>
<td>3.23 ± .08</td>
<td>3.38 ± .13</td>
</tr>
<tr>
<td>$a_\delta (cm)$</td>
<td>0.68 ± .04</td>
<td>0.91 ± .05</td>
<td>0.86 ± .10</td>
<td>0.98 ± .02</td>
</tr>
<tr>
<td>$b_\delta$</td>
<td>0.53 ± .03</td>
<td>0.51 ± .03</td>
<td>0.66 ± .04</td>
<td>0.59 ± .04</td>
</tr>
</tbody>
</table>
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