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Abstract

Questionnaires were administered to adults from a sample of houscholds in the
Metropolitan St. John’s area to gather data on their lifestyles, health habits and

utilization of medical care services.

Health practices, as described in the social medical literature (cating breakfast,
smoking, drinking, sleeping, correctness of weight, and exercising), are explored. A
variety of statistical measures of association are used to gauge the strength of the

relationships between these variables and one’s health status.

The relationships between sleeping habits and one’s health is examined using

logistic jon. This analytical technique is again employed to study the effect
of alcoholic consumption on health and to further explore its effect once educational

level is controlled for.

From individual health practices, a weighted health practice index is developed.

Using loglinear analysis we build models so as to examine the association between

this score and hospital for sex, age and education
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Chapter 1

Survey Design and Sampling

1.1 Introduction

This was a study using a telephone survey, of lifestyles, health practices, and medical
care utilization. It was designed in part to consider health indicators and how these
indicators are related to health status and medical care utilization. A unique feature
of this study was the linkage of the survey data with data pertaining to hospital
discharges and physicians’ services.

While there is some explanation of the execution of the survey from the stand-
point of the ficld office work, in this report we will concentrate on some of the statis-
tical issues - from the sampling procedure to the examination of design elfects and
the analysis of data. Data are studied primarily with association measures, logistic

regression and loglinear analysis.

1.2 Sampling

One of the first things to address once it was decided what was wanted from the

study, was the sample design,



1.2.1 Population

The population to which the survey results apply consists of all people 20 ycars of age
or older in St. John's, Newfoundland. The sample was selected and the questionnaires
were administered in the spring/summer of 1985. As will be cutlined, there were
restrictions placed on the population definition due to the sampling frame and the
accessibility of some of the would-be responde.ts. Given that the limitations were
dingl

cautious in lizing to the 1

not very severe, we need not be

initially defined.

1.2.2 Frame

Essentially the frame for this study was one section of the Newfoundland and Labrador
Telephone Directory published in March of 1985, immediately prior Lo the selection
of the sampling units. The section of interest in the directory covered the St. John's
area. It should be noted that the frame, as such, exceeds the frame of interest.
TFor example, this section contained a small number of telephone numbers outside
of the Metropolitan St. John’s area. Because of this, the definition of Metropolitan
St. John’s was limited to those residences having St. John’s exchanges as listed al
the front of the directory. This in itself presented some difficulties since in certain
areas some residences had these exchanges while others did not. It was queslion-
able whether or not such areas should belong to the frame but it was felt that the
definition was easiest to apply if held consistent for all St. John’s exchanges. Any

deviations were considered minimal and seldom occurred.

Using boundaries, the area of interest could have been defined geographically.
This was ruled to be too time-consuming as many strect addresses would have to

be manually checked for the region to which they belonged. In defining the area by



exchange codes then, such neighboring places as Bay Bulls, Petty Harbour, and Outer
Cove, for example, were sometimes included — ‘sometimes’ as in these places some
homes had a St. John’s exchange while others d1 not. This was not regarded to be
a serious problem as these households were not considered to be very different from
those of St. John's, per se. Also, residents of these areas, being geographically very
near St. John's, have the same medical facilities available to them. Such households

appeared in the sample relatively infrequently.

As well as the above, the frame as defined exceeded the frame of interest in terms
of private households in that it included telephone numbers such as those belonging

to businasses and institutions.

There were two groups of people who were perhaps w. der-represented or ex-
cluded altogether. Elderly people are likely to be under-represented since old age
homes were excluded. This should be qualified. Old age homes which house the
clderly in self-contained apartments with private telephone numbers and which pro-
vide minimal nursing care were included. The elderly are probably further under-
represented in that many of the non-respondents in the study were non-respondents
because they were hard-of-hearing and since the survey was a telephone survey it
would be especially difficult to interview such a person. It is perhaps a fair assump-
tion that the majority of such persons were elderly. Those who were not well enough
to answer the questionnaire were also excluded. Although our non-response rate was
reasonably low, these people should be kept in mind together with those who, at the
time of the survey, resided in an ‘excluded institution’ such as a hospital.

A group of people who were ignored altogether were those with no telephones or

those with unlisted numbers. According to the Newfoundland Telep}

Company, telephone coverage in St. John’s is approximately 99% of which about 4%



are unlisted telephone numbers. Given that the number of unlisted telephones is
small, their exclusion from the survey is unlikely to bias the overall results. However,
these persons would have had the same chance of being sclected as those with listed
numbers had random digit dialing been used. Since no automatic random digit dialing
equipment was available, the procedure would have had to have been carried out
manually. The number of ‘useless’ numbers generated by a cor.puter program could
be substantially reduced providing that only St. John's extensions were permitted
for the first three digits, but non-existent numbers would be generated nonctheless.
Also, many business numbers would be generated and would only be discarded once
tle number was called and the place was identified as such. Sampling methods for
random digit dialing which reduce the number of useless telephone numbers in the
sample have been proposed by Waksberg and Mitofsky (1978), for example. In a later
paper, Potthoff (1987 lizes their techni Although considered, random digit

dialing was not implemented as at this time no bank of numbers from which telephone
numbers could be generated was available for release from the telephone company.

We were ble with the from the teleph company of almost total

listed telephone coverage in the survey area.

Other excluded numbers, and hence possible would-be respondents, were those

associated with prisons, hotels, and institutions such as hospitals.

Ideally our frame would have consisted of an enumerated list of all St. John's
exchange telephones — preferably including unlisted numbers and excluding those

not of interest such as government d and busi u ly the

telephone company could not release such a list.



1.2.3 Sampling Procedure

Stratification of the population on a suitable variable may have been valuable, Tn
some cases telephone exchanges are identical with some characteristics of the popu-
lation and such exchange numbers may be used to stratify the population. But in
the present survey, stratification by telephone exchange numbers is not related to any
study variable of interest. Our procedure was to take a random sample of households

as ined by telephone number selection

The medical her was i d in collecting infc jon on all adult

members of a given household. A simple random sample was taken on households in
the St. John’s area and once a household was selected, all persons in that household
aged 20 years of age or older were approached to be interviewed. That is, we took a

single-stage cluster sample with clusters of unequal size (see Cochran 1977).

One sampling method which was considered was systematic sampling. Since
names were to be selected from the physical telephone directory, this would have
facilitated the task of actually selecting members for the survey. That is, only one
random number would be generated from which point every Kt household would be
selected. In this way systematic sampling tends to distribute the sample over the
population frame more evenly. In the same way, this can also result in periodicity.
The listed population, however, was the telephone directory and it is likely that
alphabetization alone does not group persons in any fashion; they are still randomly

listed from the point of view of the study.

The nature of the variables in this study is such that most of the data are
categorical. The intention was that contingency tables would be examined by means
of measures of association and logistic and loglinear analyses. Given this, it was

desirable to have as close to a simple random sample as possible. Hence, although



a systematic scheme of sampling would have made the job of selection somewhat
easier, the need for a simple random sample from the analvsis viewpoint outweighed
this factor. The samplin‘, procedure, however, was not a simple random sample of
survey members but rather a simple random sample of clusters of unequal sizes, the
average cluster size per sampling unit or household being approximately two people
aged 20 years of age or older. What this meant in terms of violation of underlying

of the analytical techni hall be discussed in a later section on design
effects.

1.2.4 Sample Size

To make a reasonable determination of sample size, it is advantageous to have some
idea of which statistical methods will be employed in the analysis of data. The
intention of this study was to model and test for association between variables in
two-way and multi-way tables (Segovia et al. 1987). A commonly used test in this
type of analysis is the X? test. Based on this type of test one can determine the sample

size required provided one fixes the desired signifi level, a (the probability of

mistakenly rejecting the null hypothesis, H), the power of the test, 1 — 3 (where § is
the probability of mistakenly accepting Ho), and the ‘effect’ size (an index of degree
of departure from H,).

If our hypothesis of independence between variables is correct, we would expect

certain i ies of or ions thereof, in each cell of the contin-
gency table. Specifically, the proportion of in each cell would be £, where
m is the number of cells. If the i 1 or observed i table exhibits

the same proportions as that which would be expected under the null hypothesis,

then we would not reject the k hesis of ind d or no iali The

strength of association between variables is reflected in the degrec of departure from

6



the expected proportion. Cohen (1977) uses W to index the size of such departures,

wo 2
n

where n is the sample size and ) is the li of the 1

or effect size.

X2 distribution. Cohen provides tables of sample sizes required for the analysis of

contingency tables when a, 1 — B, and W are fixed.

It was known at the outset of the study that several contingency tables would be
analyzed and these were considered when choosing an appropriate sample size. One
such table cross-classified the frequency of doctors’ visits (broken down into three
categoiies) with three levels of health practices. To determine the sample size, a was
set at .05, the power at .80, and the effect size W, at .30 - a ‘medium’ value suggested
by Cohen for contingency table analysis using x* tests. With these fixed, for a 3x3

table with 4 degrees of freedom, Cohen’s tables give the sample size of n =133.

In the Alameda County Study (Belloc and Breslow 1972, Belloc 1973, Breslow
and Enstrom 1980) respondents were asked to report on a total of six health habits.
The outcome was that 12.4% practised 0-3 of the health habits, 52.3% practised
4-5, and 35.3% practised 6-7. The Medical Care Plan (MCP) files from St. John's
of doctors’ ltations. Of the

were examined to ascertain the marginal di:
patients who had a visit to a doctor, 63.7% had 1-5 visits, 20.4% had 6-10, and 15.9%

had >11. It seems reasonable to use these marginal distributions as approximations
for the distributions of these variables in our study. So then, this @ priori information
was used to calculate the expected values in the cells of the contingency table. These
calculated proportions suggested that a ‘large’ effect may have sufficed. With a=.05
and 1—f=.80 as before, together with Cohen’s suggested value of W=.50 for a ‘large’

cffect, the sample size was n = 48.



It was dr'ced that this contingency table be controlled for by sex and age. Lot
us think of our two-way contingency table, doctors’ consultationsx health practices, as
being one layer of the four-way table sexxagex doctors’ consultationsx health prac-
tices. The 1981 census gave the marginal distribution for gender in St. John's as
males 45% and females 55%. For age the marginal distribution was 56.2%, 27.6%,
and 16.1% for 20-44 years, 45-64 ycars, and 265 years, respectively. All else being
equal, with the addition of sex and age, the cell with the smallest expected propor-

tion of for doctors’ health practices would be that for males

265 years of age. It seems reasonable thercfore, to make the following calculation to

obtain a minimum required sample size.

n= 133/(45x.161) = 1836 if W =.30
or n= 48/(45x.161)= 663 if W =.50

Given that we anticipated a response rate of 90% and a 90% linkage rate with medical

utilization files, the sample size was inflated to

n= 1836/(.90x.90) = 2267 if W =.30
or n= 663/(.90x.90)= 819 if W =.50

The following was also considered when determining the sample size. Theo-
retically, in the analysis of contingency tables using X? tests, the sample size should
be sufficiently large so as to avoid cell frequencies that are too small. There is no
definitive value, however, for ‘small’. Fisher (1970) is one of many who recommend
a minimum expected cell frequency of 5. The literature on the subject tends to use
this value as an acceptable rule of thumb (Hays 1981, Freeman 1987, Kracmer and
Thiemann 1987) although Hays, for one, suggests a minimum value of 10 in 2x2
tables. It is also put forward — particularly if the number of degrees of frecdom is
large - that provided no more than 1 out of 5 cells has a frequency of less than 5,

a mi expected fi of 1is

in these cells (scc Hays, for ex-



ample). Camilli and Hopkins’ (1978) empirical studies found that even with small

expected cell frequencies in 2x2 tables, Pearson’s X? test is very robust.

Considering the four-way table, sexxagexdoctors’ consultationsx health prac-
tices, recall the marginal distribution of each of these categorical variables. The
minimum proportion for each was as follows: sex, 45% (males); age, 16.1% (265
years); doctors’ consultations, 15.9% (211 visits); health habits, 12.4% (0-3 habits).

Hence, for a minimum expected value of 1, the sample size required is

n = 1/(.45%.161x.159x.124)
700.

To ensure a minimum expected frequency of 5 would require a sample size of
n = 5x700 = 3500.

Recalling our anticipated response rate of 90% and linkage rate of 90%, we necd a

sample size of
3500/(.90x.90)
4321.

With all the above calculations in mind and on time, cost

and manpower, a sample size of 3000 was chosen.

1.2.5 Selection of Sampling Units

As we were to use a simple random sample to select our sampling units, a FORTRAN
program was used to generate a series of random numbers. The numbers gencrated
were associaled with a given line of the directory in the section of interest. It was

quite 1; i d that i 1y 50% of the numbers would correspond

to non-residential numbers; therefore, the quantity of numbers generated was twice

that which would be required for the sample. This program did the following:



© generated a random sample of given size from 72,333 (the number of lines in
the St. John's section of the directory).

« printed these numbers together with their corresponding page, column, and

column position in the directory.

o randomly assigned an equal quantity of these numbers to a given number of

interviewers.

‘We originally intended on a sample size of 3000 individuals. Using the Statistics
Canada figure of 2.3 adults 20 years of age and older per household in St. John’s
at that time, this translated into 1304 households. To obtain this we had to sclect

1304/.5=2608 lines. Prior to the of the survey jon, this number

was increased when reconsideration of our assumed response rate of 90% led us to
decide that a rate of 80% would perhaps be more realistic. Therefore the number of

lines to be selected by the program was recalculated to be 2608(.9)/.8=2034.



Chapter 2

The Survey Execution

2.1 Pre-testing

At this point the questionnaire was ready for pre-testing. Several people were selected
at random from the telephone directory and the questionnaire was administered over
the telephone to them. This was done to ensure that all questions were phrased in
a way that was clearly understood and not ambiguous. As well, it was important to
check that the layout of the questionnaire was logical and easy for the interviewers

to follow. Tt was also necessary to check the length of time required to administer

the questionnaire. Additional questi ining to salary and MCP number were
included after the pre-testing.

c i d some minor
The pre-testing

to the phrasing of some of
the questions, and a couple of sections had the actual layout of the questions altered
to make it casier for the interviewers to follow the question sequence. An additional
section was placed at the end of the questionnaire. This section contained the infor-

mation from the household sheet and the information regarding the total number of

d

refusals and in a given | ld which was to be filled out after

the interview was completed.



2.2 Types of Households

Although the pre-testing was only done on individuals, the survey was to be carricd
out on all adult members of the selected households. C ly a houschold sheet

was required. Upon first contact with a household, the interviewer would be required
to get a list of those people in the unit eligible to be interviewed and cach person’s
relationship with the ‘head’ of the household. It was not possible in this survey
to have a household sheet that could clearly categorize each type of dwelling which

could be d. A form was d which would ize houscholds as

accurately as possible without being so complicated that it would cause confusion or

inconsistency on the part of the interviewers.

In the end we allowed for three types of houscholds ~ a family houschold, a
household of unrelated people, and a single adult houseliold. Even then, of course,
not every household could be expected to conform exactly to one of these set types.
In a ‘family’ household, for instance, people living within the dwelling but unrelated
to household members were not considered as part of the unit. In a case where two
unrelated families were residing together, the family whose name was listed in the
telephone directory was taken to be the selected ‘family’ houschold. Where a married
couple was living with parents/in-laws and the name listed in the telephone directory
was that of the younger married couple, then that couple constituted the ‘husband’
and ‘wife’ and the parents of this couple were entered as such. In a houschold of
five residents, if only two were siblings then that household would be recorded as
an ‘unrelated’ houschold and the siblings would not be recorded as related. On the
other hand, if four of these people were siblings, they would become members of a
‘family’ household and the fifth person would not be considered as a member of that

dwelling.



When it was unclear as to which category a household belonged, interviewers
were instructed to contact the supervision office where a decision would be made
and recorded so that in the event that similar households came into the survey, they

would be classified consistently.
2.3 Training: The Interviewer’s Manual

Once the questionnaire was finalized the next step was to write an Interviewer'’s

Manual. It was comprised of information on the following:

1. Interviewing Skills :

This briefly stressed the importance of the role of the interviewer in a survey.

2. Ethics of Interviewing :
The duly of the interviewer to be discrete and ensure confidentiality was em-
phasized. Information obtained from respondents was to be disclosed to no one
with the exception of supervisors.
The importance of initialing and maintaining a ble but |
interaction was discussed. Interviewers were not to express approval or disap-
proval of a subject’s response, nor were they to give leading probes such as
“You do. .don’t you?”

3. “Do’s” and “Don’ts” of Interviewing :

Primarily, this summarized in point form that which had already been men-
tioned. It also mentioned that interviewers were not to interview friends, ac-
quaintance or relatives and highlighted some of the things to be kept in mind

when editing completed questionnaires.

13



4. Field Work Procedures :
This included information on the number of households which would be allotted
weekly to each interviewer and the number of individual interviews this would be
expected to yield. It also informed the interviewers that weekly meetings wonld
be held to assess progress, sort out problems, deliver completed questionnaires
and collect new assignments. As part of standard practice, spot checks would

be made by supervisors with the respondents of completed questionnaires.

Once households were assigned, the procedures were outlined for making contact
and returning completed questionnaires. In order to make an initial contact
with a household, interviewers were to make up to scven attempts on different
days and times of the day ~ five calls within the first month and two in the

next month. In the case of a refusal of an entire houschold or an individual

hold

within a h, a letter ing participation was to be sent from the

field office and the interviewer was to call back four working days later. At

the end of each week, ionnaires from

together with
household shects and interviewer record forms, would be turned into the field
office. Interviewers were instructed to call the ficld office whenever they had

a query or problem so that such queries would be handled immediately and

consistently.

5. Completing the Household Sheet :
One hold sheet was to be leted for cach household. The three types
of household classifications - family, lated, and single adult - were defined.

Not every household would fall neatly into one of these categorics and instruc-

tions were given as to what to o in this ity. In addition, an

was given regarding how to assign an id number to cach h




o

©

s

member.

Question Instructions :

This section addressed each of the 69 questions in the questionnaire. It clari-
fied questions, explaining for example, that ‘animal fats’ include food such as
dairy cream, table or ‘real’ butter, whole milk, fatty saeat and gravy. It gave

instructions on how to record answers and how to use probes.

The First Contact with the household :

This gave the initial statement to be used upon first contact with a household.

. The Informed Consent Statement :

Given here was the informed consent statement which was to be read to each

individual before commencing the interview.

. Editing :
Included among the instructions regarding editing, interviewers were directed
to:
o edit their i ires as soon as icable following the i

of the interview, ensuring that every appropriate question was answered.
o transfer all information to the coding blocks on the questionnaires, using
9%, ‘99’ and so on if the question was inapplicable or if the subject did not

know how to answer or refused to answer a question.

. Questions the Interviewer Might be Asked :

A list of several questions that a respondent might ask, together with suggested
responses, was included. If, for example, a subject expressed concery about

the confidentiality of the study, the interviewer could respond by saying that

15



everything she is told is confidential, is seen only by the staff, and that no

person is ever identified in any reports.

idered to be an jmp | to use in the training of

This guide was

interviewers and for their reference throughout the course of the field work.

Seven female interviewers, two of whom had previous interviewing experience

in survey-type studies, were initially hired. Shortly after sclecting these interviewers,

a one-week training period was prior to the of
the field work. During this week, the Interviewer’s Manual was covered methodically
to ensure that everyone understood the skills, ethics and so forth, involved in survey

interviewing. Each item in the questionnaire was discussed.

Interviewers then practised administering the questionnaire on each other and
edited and corrected each other’s work. Queries were encouraged and discussed.
Each interviewer was given a list of households which she was expected to contact
over the course of two or three evenings. These were for practice only and not
included in the analysis. These households had also been selected at random from
the telephone directory but were not taken from the list of households to be used in
the household survey. That is, they were selected independently of the survey sample
(although checked to ensure there was no overlap). With these ‘practice’ houscholds,
questionnaires and household sheets were to be completed and editing was to be donc
immediately upon finishing each interview. Each day interviews completed during

the previous evening were discussed among the group.



2.4 The Commencement of Interviewing

Once the training period was over, the survey started in earnest. Interviewers were
instructed to complete as close to 40 questionnaires per weck as possible. They were

not to go beyond this quota since there were only two field supervisors who, among

Sbl

their other duties, were for editing after delivery to the
ficld office. In addition, there was an upper limit on the number of questionnaires
which would be entered onto the computer system each week at Newfoundland and
Labrador Computer Services. It would be best if the interviewing were carried out
al the same rate as the editing and data entry so that when errors occurred or
clarification was required on a given questionnaire, this fact would be uncovered as
close to the time of the interview as possible. This reason was twofold. First, if the
interviewer herself could answer the query, she would be much more likely to be able

to do so shortly after the interview than after a period of a weck or more. Second, if a

follow-up call to the respondent were required, it should be done as soon as possible.

2.4.1 Interviewers - iXeeping Tabs

Originally it was intended that a certain percentage of the interviews would take
place at the field office under direct supervision, but unfortunately it did not turn
out to be viable. Physical space limitation was such that the only room available to
us in which on-campus telephone interviews could be conveniently made, was only
large enough to accommodate one interviewer with one supervisor. Although it was
a disadvantage that interviews could not take place under direct supervision, it was

hoped that other supervisory methods would suffice.

In addition to keeping track of the team’s work through meetings and careful

editing, some ‘running tabulations’ were kept. Each week and for each interviewer

17



the number of households was recorded, together with the number of people in cach
household less than 20 years of age, the number at least 20 years of age, and the

number of refusals, d and ds All this i ion was ob-

tained from the household sheets. From individual questionnaires several variables
were recorded. With these few variables, some comparisons could be made between
interviewers and with census information. We will discuss later a problem uncovered

by these running tabulations.

Interviewers were compared for number of refusals, non-respondents, respon-

dents and number of leted i i Small di ies in the number

completed per week were both expected and accepted. Concern over differences in
the number of questionnaires completed was not as great as that over differences in
ratios of refusals and/or non-respondents with the total number of possible respon-

dents from the households. For the most part, such ratios did not exhibit statistical

between interviewers although some interviewers generally appeared to

elicit more responses than others.

As well as comparing interviewers regarding the above, the research team was
interested in the response rate itself since, of course, the projected response rate influ-
enced the sample size. Also, regardless of the number of responses, it was obviously
a concern that the refusal rate be as low as possible so as to reduce possible bias in

the results.

The interviewers’ distributions on variables such as sex, marital status, height,

and number of people per household at least 20 years of age, were compared. Any

between interviewers would warrant closer in-

and

spection. If a given interviewer deviated consist~ntly from her co-workers, it might

suggest that the d in the way it was intended

was not being



or that short-cuts were being taken. Although the questions recorded were perhaps
not the best to uncover if an interviewer were taking short-cuts, they still served their
intended purpose to some degree. In large part, the reason for the choice of these
questions among all the possible questions was simply that census data, while gener-
ally not readily available on most variables, were available on these. This also allowed
the research team to :heck that the data from the sample selected was in keeping with
census data on these variables specifically and, therefore, hopefully on other variables
in general. In particular, the number of people per dwelling who were > 20 years old
was of interest; the census figure of 2.3 adults per household was used in calculating
the number of households to select. A deviation from this could greatly influence the
sample size since it was households and not individuals which were selected from the
directory. Our average was slightly less than this and to compensate for the reduction
in the number of possible respondents that this caused, we generated several more
random numbers. It was assumed that the slight discrepancy only indicated a minor
change in the population since the census of 1985 or a slightly different definition
of a household for our survey than ihat used by the census. Hence, increasing the
number of households to sample would not bias our results. The variable sex was of
interest since the ratio of males to females was another factor in our choice of sample
size. Knowing the sex was also important in that other statistics (such as marital
status and height) were available in the census broken down by gender. As well, the

variable height was not useful unless the sex of the respondent was known.

2.5 Data Entry, Processing, Checking and Clean-
ing

Newfoundland and Labrador Computing Services (NLCS) was approached in the

early days of the study when the proposal for the project itself was being drafted.
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Their services were employed for data entry on the understanding that they would
receive approximately 200 questionnaires per week. Although we requested 40 ques-
tionnaires per week from each of our seven interviewers, we were correct in our as-

sumption that we would not exceed this number on a weekly basis.

The coding area of the questionnaire was designed in consultation with their
staff so as to maximize facility of data entry and hence reduce the nur, her of data
entry errors. In addition, they were to enter the information twice and flag any non-
matching entries. A program also checked for a limited number of ‘out-of-bounds’

data points.

Each week when questionnaires were brought to NLCS, the previous week’s work
was collected and returned to the field office, together with any tapes onto which the
data had been transferred. The tapes were then copied onto the university's computer
system. Once there, programs were run to test whether the measurements on the
aforementioned ‘running tabulation’ variables were statistically the same among the
interviewers. These tests brought to light the rather disturbing fact that data from
one of the interviewers were consistently and statistically differing from the others.
This prompted the field office staff to make callbacks to a sample of respondents for
each interviewer. Respondents were informed that this was a standard random check
to ensure that the interviews had been conducted properly by the interviewers and
they were requested to answer again a selection of the questions 1t quickly became
evident that in the case of six of the seven interviewers the questions were being
answered by respondents to the field office staff as they had been to the interviewers.
TFor one of the interviewers, however, this was not so. Of course, one might expect
and accept slight discrepancies between the first and second interview, especially if
more than a week had passed, but such discrepancies were much more pronounced in

the case of the one interviewer. Unfortunately this interviewer had to be dismissed.
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The i ly 500 i ires which she had leted were redis-

tributed among the other interviewers and readministered. A statement was pre-
pared for the interviewers to read to these respondents explaining that it had been
discovered that the questionnaire had perhaps not becn carried out correctly in the
first instance and requesting that they repeat it. These were completed again with
surprising results; rather than refusing to repeat the interview or being aggravated
by the request, the majority of these respondents were very obliging. In fact, many

scemed pleased that the research team was being careful regarding their data; others

were relieved, stating that they had not been i d at the way the
had been administered in the first instance. The response rate was very good. In ret-
rospect, the fact that the problem only became evident after several weeks makes it
more clear that every effort should be made in the future to have at least a percentage

of the interviews administered under direct supervision.

Although the response rate from these questionnaires was very good, it was
important to check that they were not different from the other completed question-
naires. Several variables were tested for statistical difference between the repeated
questionnaires and the others. When no significant differences surfaced, the research
team was satisfied to pool the data from these questionnaires with the data from the

others.

As the data became available to the research team, the data cleaning continued.
Errors to be checked included those uncovered through the program which flagged
errors during data entry, ‘coding’ errors such as a 3 being coded where there could
only be a 1 or a 2, and ‘logical’ errors such as a person who reported having never
smoked later stating that he smoked a package of cigarettes each day. Suspected
outliers were also checked. The questionnaires from which the errors surfaced were

examined. If the values on the questionnaire and in the data file corresponded but
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were impossible or extremely unlikely, a callback was sometimes in order; otherwise,

in the event of an impossible answer, the value was recoded as ‘missing’.

2.6 Refusals and Non-respondents

It was anticipated that some household members would request additional informa-
tion about the study before agrecing to participate or would require more information
pertaining to the request for their MCP number. Hence two letters were drawn up -
one explaining the nature of the study and the other justifying the request of MCP
numbers. Both letters repeated the promise of confidentiality. For would-be respon-
dents who refused to answer the questionnaire, two additional letters were preparcd

- one for complete household refusals and one for individual refusals.

When any of these situations arose, interviewers were instructed to contact the
field office immediately. From there the appropriate letter would be mailed. After
several days the interviewer was to contact that household again. If the person still
declined to participate in the study, the household sheet, together with any completed

from that } hold, was to be returned to the office. Once all the

households in the survey were contacted and interviews completed, the refusals were
pooled and redistributed among the interviewers. No interviewer was to receive her
own refusals to readminister. This yielded good results with many people granting
interviews to a different interviewer. Once this stage was -omplete, there was a 90%
response rate among those households in which at least onc person answered the
questionnaire. The remaining 10% were not all refusals, per se, but rather some were
‘non-respondents’. These included people who were perhaps too ill to come to the

telephone, but this subgroup seemed to be largely made up of the hard-of-hearing.

‘With respect to not being able to make even an initial contact with a household
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or an individual, interviewers were instructed to try at least seven times before re-

garding the household or individual as unobtainabl imes one member of the
household was temporarily absent so had to be contacted several days or even weeks
after the initial contact. If he were to be gone for longer than this, he was considered

unobtainable.

Summary: Households for which there was >1 response

Frequency % of Total Number of Subjects
Households 1675
Subjects 3649
Respondents 3300 90.4
Refusals 195 5.3
Non-R d 154 4.2

The above summary refers only to those households for which there was at least

tol holds for which the h hold sheet (which

d

one response. These
recorded the number of responses, non-responses and refusals) was completed. It
ignores entirely the households where no response could be obtained. The sample

listing consisted of 2076 households. Of these, 1675 had at least one respondent. Of

the ining 401 households, 179 were d and of these, 148 were complete

household refusals and 31 were household pond The ining 222 con-
sisted of households for which the telephone number was no longer in service (N/S)
or for which no contact could be made after seven attempts. Two were households

in which all residents were under 20 years of age.

Based on knowledge of the sample cluster size of 2.18 adults per household,

(3542 = 2.18) the number of adults can be estimated for the households where no

sheet was These esti: appear below:
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Summary

Freguencf Estimate®  Total
Households 1675 1675
Subjects 3649 401(22)=873.58 4522.58
Respondents 3300 3300
Refusals 195 148(382)=32242 51742
Non-Respondents 154 81(342)=67.53 22153
Other 222(2849)=483.63  483.63
(N/S, No Answer, etc.)
* Households for which there was >1 response
o Households in which there were no d

Therefore we estimate the following response rates:

Households for which there was >1 response

(3292)=90.40%

Including all households where contact was made (73309-)=81.70%

(i.e., excluding N/S, No Answer, but including
complete household refusals and non-responses)

Including all households (

200.)-72.97%

1522.58

2.7 Linkage

The first source, termed ‘hospital utilization’ data, was extracted from com-

2%

The data having been collected, two stages of data linkage were carried out. Linkage
refers to the joining of the survey data with data from another source. It was done
via MCP numbers which were available for 2994 (or 90.7%) of the respondents. The
remaining 306 respondents were those who refused to provide their MCP number or
did not have one (foreign students or members of the security forces, for example).

The data on the 2094 people were then linked with the data from two external sources.

puter tapes from the Department of Health and added to the survey data base.




These data provided the number of days a respondent spent in hospital (excluding
hospitalizations due to pregnancy or delivery) for the four-year period from April
1981 to March 1985 and was the most up-to-date that could be obtained. The reason

for the hospitalization was not used.

The second external source was termed ‘physician consultation’ data. This was
obtained through computer records of doctors’ insurance claims made to the New-

dland Medical Care C ission. Due to the very strict confidentiality of this

information, an Order in Council from the Provincial Cabinet was required before
it could be released, a process which took approximately three months. Once re-

leased, it provided the number of physici ltations that a dent had in

the one year period corresponding very closely with calendar year 1985. Since diag-
nostic information was not made available, these were for all consultations, including

pregnancy related visits. Again this was the most up-to-date information available.

Summary
Frequency
Number of Respondents 3300
Number Linked with MCP Data Files 2994

Summary of Those Linked With MCP Files

Frequency
Number with > 1 Doctor Visit 2434
over 1 year (including pregnancy)
Number with > 1 Hospital Day 599
over 4 years (excluding pregnancy)
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2.8 Summary Suggestions for Future Telephone
Surveys

The following are several suggestions which should be kept in mind when telephone

surveys similar to this one are undertaken. This list is not intended to be exhaustive.

o In TELEPHONE SURVEY METHODS: Sampling, Sclection and Supervision,

Lavrakas (1987) suggests that sclecting from the telephone directory is inad-

visable if the ion of ge is esti d to be more than 10-15%

and one is intending to generalize his results to the population at large. In this

study the rate of ge was estimated by the Newfoundland Teleph

Company to be approximately 4%. If this proportion were to increase much
beyond this point, random digit dialing (rdd) should be seriously considered
since with rdd those with unlisted telephone numbers would be as likely to fall
into the sample as those with listed numbers. This is important when a large
proportion of households have unlisted numbers and people belonging to these

to

households tend to exhibit certain ct istics. For example,
Lavrakas, in the United States the most likely group of people to have unlisted

numbers are lower income minority Americans.

In estimating the number of telephone numbers required in our sampling pool to
achieve a given number of completed questionnaires, the cluster size, cstimated

response rate and the estimated number of residential numbers in the scction

of interest in the h directory were idered. In addition to these,

through a pilot study or possibly by contacting the telephone company, the
number of ‘not-in-service’ numbers among the eligible houscholds could have
been estimated. An inflation factor might have also been used to compensate

for other ‘non-respondents’, such as those whose numbers produced no answer
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after seven calls and those who could not answer the questionnaire due to
illness, for example. This might have eliminated the need to increase our sample
pool size after the study had started. When this was increased it was done
to compensate for the ‘not-in-service’ and ‘no answer’ numbers and for the
decrease in the sample cluster size from the quoted census cluster size of 2.3
from Statistics Canada. Replacing such households if they were refusals could
bias the results, but replacing them due to ‘not-in-service’ and ‘no answer’

numbers should not have this effect unless persons belonging to such households

are not randomly distributed throughout the population. Before replacing these
numbers in the future, it would be worthwhile to contact the telephone company

for a breakdown of reasons for, and proportion of, ‘not-in-service’ lines.

With respect to the field work it is strongly advised that the effort be made
to directly supervise interviewers, particularly less experienced interviewers.
In the event of space limitations, on each day one or two interviewers should
be scheduled to conduct their interviews at the field office while the others
carry theirs out at home. This should take place with as many interviews
as possible at the beginning of the study with the frequency of supervised

interviews dropping off as it progresses.

For future questionnaires it would be advisable to break down the ‘non-response’
rate for each eligible member of the household into several categories, such as
‘no response’ after seven attempts, due to illness or due to absence during the
survey period. A more thorough breakdown of reasons for ‘non-response’ could

be useful when planning a similar type of survey in the future.

In addition, all eligible households should have a household sheet completed

even when no response is elicited from the unit so as to record whether this
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was due to a not-in-service number or due to complete houschold refusal or
non-response.

For complete household refusals, the attempt should be made to find out the
number of eligible household members. This would increase the accuracy of the
estimated number of refusals among these households. As it was, the number
of refusals was estimated based on the sample cluster size from thosc 1675

households where the information was available.

Despite these practical problems, the survey was highly successful with a very

low non-response rate.
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Chapter 3

The Analysis of Data

The purpose of this study is to examine many socio-medical questions pertaining
10 people’s lifestyles, health practices and utilization of health services. As such,
information was obtained on some of the many variables associated with these aspects

of people’s lives.

The data were collected and first briefly explored by looking at frequency dis-
tributions and descriptive statistics. As is the case in many studies in the social
sciences, the data collected in the present survey were, for the most part, categorical.
This chapter, therefore, will deal with analytical tools for categorical data. Since

categorical data are often presented as cross-tabulations, we will look at two-way

and multi-way tables. Tests of hypoth of ind d will be considered as will
several of the many measures of association developed for just such analysis of cate-
gorical data. Strengths and weaknesses of these measures will be discussed. As the
emphasis is on the application as opposed to the mathematical development of these
measures of association, they are not rigorously dealt with from the mathematical
point of view. After this preliminary analysis we will further examine the manner in

which variables interact with one another. To this end we generate models for given

sets of variables. To do so we employ such statistical tech as logistic i
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and loglinear analysis.

Many interesting questions existed for the research team so that during the
analysis many different variables were explored. From the perspective of the rescarch
team and from the socio-medical point of view, all those explored are of interest. It is
not the primary purpose of this report, however, to present medical findings. For this
reason, only a small number of the variables are focused upon since to do otherwisc

would result in much repetition in this chapter. This subset of variables will suffice as

illustrations throughout the remainder of this report and will be discussed in varying

detail at the time of illustration.

SPSS-X and BMDP were the primary statistical packages used in the analysis.
Minitab was also used to a lesser extent. All analyses were done on the VAX Cluster
running VMS in the Department of Computing Services at Memorial University of

Newfoundland.

3.1 Contingency Table Analysis

A contingency table classifies data according to some categorical criterion. We may
have an rXc contingency table, for example, which crosses r levels of variable A with
c levels of variable B. Our data are classified according to the particular category
of A and B to which they belong. The categories of a given variable are mutually
exclusive and any given person or item can fall into one and only one cell of the the
contingency table.

In ex; ' ring our data in this study, we wanted to see if two variables in our table

ind 1 i 1

were and if not i

to what degree they could be considered

related or associated. Our hypothesis is given as:
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Ho: There is no association, versus

Hi: The null hypothesis is not truc

In the sections which follow, we shall test this hypothesis and discuss, in gen-
eral, the measures of association which may be sed to examine to what degree the

variables may be related to one another.
3.1.1 Tests of Independence in Two-Way Tables

In studies such as this one, a simple random sample (of households in this instance)
is taken and only the sample size n is fixed. A variety of questions are asked of those
in the sample. This is as opposed to the instance when marginal totals are fixed.
This would be the case, for example, if prior to the study one were to fix the number

of males and females to interview. No marginal totals were fixed in our study.

We consider a two-way (rxc) cross-tabulation of two discrete categorical vari-
ables, A and B, where f;; is the frequency of observations in the cell of the contin-
gency table corresponding to row i and column j — that is, corresponding to levels i
and j of variables A an B, respectively. The marginal row frequency f; = T, fi;
is the sum of the frequencies of level i of variable A over all levels of variable B.
Similarly, the marginal column frequency is f; = Y1, fij. The total frequency of
all subjects is given by [, = n. Expressed in terms of observed proportions, pi; is

= P = Dju, Py and

the observed proportion in row ¢ and column j. P(4 =
P(B = j) = Pj = ¥0y Py. Under the assumption of independence of A and B,
P(A=1i,B = j)= P,P; = P; where P, and P; are the marginal probabilities and
P;; is the joint probability.

In what follows, fi; and pi; will denote observed frequencies and proportions,

respectively while #; and P;; will denote the corresponding estimated expected val-
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ues. The standard maximum likelihood estimates of the marginal probabilitics are

fin and filn.

‘We may test the independence of A and B by looking at the X2 test statistic,
X2, which is commonly used to test for homogeneity or independence of variables.

As is well known, under our null hypothesis of ind ds X? has an

Xfr-1)(c-1) distribution where

The lower bound on this statistic is 0, which is achieved when f;; = F for all
4,j. Provided there are no zero marginal totals, the upper bound is n(q — 1) where
q =min{r,c}. Cramér (1946) states that any row or column consisting cntircly of
zeros may be discarded and Blalock (1972) shows how, under this assumption of
non-zero marginal frequencies, the upper bound on X? is n(q — 1). Without this

restriction there is no upper bound.

Although X? is easy to calculate and apply and is frequantly used, it should be
used with caution when the sample size is large, as is the case here. Being sensitive to
sample size, the test statistic will grow as n increases and hence the null hypothesis
may well be rejected simply because n is large, rather than because the hypothesis is
not true. In discussing X?, Reynolds (1977a), for example, comments that “onc can
always find a significant relationship by making the sample large enough. In public
opinion surveys, where n often exceeds 1500, the difficulty of separating substantive

from istical signil is icularly acute.” Also recall from our section on

sample size that we must be careful in our reliance on X2 if our table contains cells
with zero frequency. As mentioned in that section, it is generally suggested that this
test statistic be used only if there are no cells with zero frequency and a minimum of

80% of the cells have 5 or more observations.
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Yates’ x? corrected for inuity: X?

X? is known as the Pearson X? test statistic. Theoretically it is appropriate
only when the expected values in the contingency table are large, as only then can

X2 distribution. Therefore the suitability - or

it be assumed to have an
indeed the validity — of this test statistic may be questionable when these values are
small. Yates suggested a factor to correct for this situation in a 2x2 table. We will

denote Yates’ corrected X? by X2 where

x2 = Mlfufun = fuful - 3
= fhfafa

Maxwell (1961, 1978) is a proponent of X? claiming that it should be favoured
over X2 even if the expected values are at least 5 and that, in any event, it must be
used when the sample size is small. Everitt (1977) also recommends it while pointing
out that there has been debate regarding its use in all cases. Fingleton (1984) avoids
using it in his discussion, citing Fienberg. And Fienberg (1977) suggests that the use
of X? may not be appropriate if the reason for using it is to correct X? so that it
more closely approximates a x2 distribution when the sample size is large. He, like
Grizzle (1967) and Conover (1974) before him, warns that X2 may lead to a test that
is too conservative; the null hypothesis is not rejected as frequently as it should be in
2x2 tables. There are many contributions to the literature which debate the merits

of the continuity correction X? over X2
Fisher’s exact test

Another alternative to X? for 2x2 tables is Fisher’s exact test (Everitt 1977,
Reynolds 1977a, Upton 1978) which is given by

AT
FalfialFul ol 1

Rather than imating a X2 distribution, this calculates the exact
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As with X2, this may be used when the expected cell frequencies are small. This test
statistic may be recommended when the sampling scheme involves fixing marginal
totals. Fisher’s exact test is a one-tailed test as opposed to the two-tailed X? and
X2 tests. In tables with large values for cells and for row and column marginals,
this is cumbersome to calculate. For 2x2 tables, statistical packages such as SPSS-X
and BMDP calculate P only when the minimum expected cell frequency is less than
90; if this frequency is at least 20, then test statistics which have approximate X2

distributions are substituted.

When examining fourfold tables in our study, we do not require such alternatives
to the X2 test statistic since with our large sample size and our variables under
consideration, we should not have cells with such small expected cell [requencics as

would warrant these alternatives.
Likelihood-Ratio Test: G?

The likelihood-ratio test, G?, is also used to test for independence. Again, if

the expected cell f

are large, it i a x? _1y(e—n) distribution. It
34 X{r-1)(c-1)

is given by

6=

S5 fullot

where log is the natural logarithm. G?, like X?, should be used with caution if at

i

all, when expected cell frequencies are small. We are not, as a general rule, seriously

affected by this in our study particularly in lower dimensional tables.

It has been known for some time that smoking adversely effects one’s health.
Given the amount of public awareness of and concern about the effects of smoking on
health, the research team was interested in studying the relationship between smoking
habits of the general public and their self-assessed health status Sell-assessed health

status is a measure of health that has been proposed in the social nedical literature
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as a valid substitute for the very costly evaluation of health by a medical team.

Respondents were asked questions pertaining to smoking habits, and from their
answers a variable was constructed which categorized each respondent as having never
smoked, as a former smoker (having given up smoking for at least one year), or as a
current smoker. The respondents were also asked to rate their health as poor, fair,
good, or excellent. From these two variables we consider the 3x4 table below, where

the values in parenthesis are the expected values.

Table 3.1
Health Status
Smoke poor fair good excellent | Totals
never smoked 10 172 696 414 1292 G? =64.322
(20.8) (214.6) (696.9) (359.8) p= 0000
former smoker 14 125 428 250 817 X? =63.087
(131) (135.7) (440.7) (227.5) p=.0000
current smoker | 29 251 656 255 | 1191 (di=6)
(19.) (197.8) (642.4) (331.7)
Totals 53 548 1780 919 3300

The observed significance level, or p-value, which we denote by p, is the proba-
bility of getling a test statistic value at least as extreme as the value observed. Here
we reject the hypothesis of independence between smoking habit and self-assessed
health habits; these two variables appear to be related in some way. With the X?
and G2 statistics we cannot assume causality although, from a medical perspective,
one would probably surmise that if dependence is indicated then it is more likely that
sclf-assessed health status is dependent upon smoking habit than the reverse.

In this particular example there are no cells with a frequency less than 5, but the
sample size is quite large and it could be that our test statistics were large enough to
cause us to reject our hypothesis not because the variables are truly independent but

because X? and G? are sensitive to the large sample size. Because of this, with large
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sample sizes we should not rely entirely on values of X2 statistics. In a later scction we
will discuss statistics which try to compensate for this and will also consider measures
of association which may shed more light on the relationship which exists between

variables which are apparently not independent.

3.1.2 Partitioning x? Test Statistics in Two-Way Tables

1 4./ d

Often we are not i d only in the hypothesis of between variables
in a contingency table but also in subhypotheses within this table. For a medical
researcher this is the case with the hypothesis we have just explored. It was an

important table and further analysis was d by ini bhypotl

through partitioning.

There are methods for partitioning tables which enable one to divide the original

table into subtables on which

may be tested using a X2
test statistic such as Pearson’s X? or th. ‘kelihood-ratio G*. Although different.
methods exist for doing so, we shall only give an example using the method used by
Goodman (1968) (sec Reynolds 1977a or Agresti 1984, for example). As pointed out
many times in the literature, a X2 statistic can be decomposed into component parts
such that the degrees of freedom of the overall statistic is equal to the sum of the
degrees of freedom of those parts. In an rxc table, for example, we can parlition
our overall X2 into as many as (r — 1)(c — 1) component parts since there are that
many degrees of freedom. In this case, each component part would correspond to a
2x2 table cach which would be tested for independence with a X? test statistic with 1
degree of freedom. Pearson’s X2 has been used with such partitions; however we use
G? since when partitioned the component parts of X? sum approximately to the X?
of the original table whereas the component parts of G* sum exactly to the overall

G
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Let us look again at our table of smokingx health status. In that original table
we rejected our hypothesis of independence between these two variables. Prior to
examining that table we were interested in the independence of these variables with
smoking as a dichotomy -~ either one smokes or does not. With this variable still
dichotomous, we were also interested in the independence of the two variables when
an individual assesses his health status as either poor or fair, or as good or excellent.
To this end, let us re-examine our 3x4 table, applying a method of partitioning given
by Goodman as stated in Reynolds (1977a). Under this method we partition the
original 3x4 table into two parts. One subtable consists of the first 2 rows and all
4 columns to give us a 2x4 table (3.1a). That is, we drop the current smokers from
our table. Our second subtable is also a 2x4 table (3.1b) where one of the rows will
be the row ignored in the first subtable (the current smokers) and the other row is
the sum of the rows used in that first subtable, namely the former smokers and those

who never smoked. Let us look at the first subtable of our partition.

Table 3.1a
Health Status
Smoke poor. fair good excellent | Totals
never smoked 10 172 696 414 1292 G? =5.681
(14.7) (181.9) (688.6) (406.8) p=.1282
former smoker | 14 125 428 250 817 X? =582
(9.3) (115.1) (435.4) (257.2) p=.1205
Totals 24 297 1124 664 2109 (df=3)

Noting the values for the test statistics for this table, we say that they are not
significant and therefore we do not reject the subhypothesis of independence of the
twn variables when current smokers are not considered. This is a rather interesting
finding as it implies that those who have given up smoking for at least one year do

not appear to rate their health status differently than those who never smoked.
Now let us look at table 3.1b, the second partition of our 3x4 table.
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Table 3.1b

Health Status
Smoke poor __fair good _excellent | Totals
not current 24 297 1124 664 2109 G? =58.641
(former/never) | (33.9) (350.2) (1137.6) (587.3) p= .0000
current smoker | 29 251 656 255 1191 X? = 58567
(19.1) (197.8) (6424) (33L.7) p=.0000
Totals 53 548 1780 919 3300 (df=3)
This is signifi 50 we reject the subhypothesis of independence of the two variables

when smoking is dichotomized as current and not current smokers. Those who do not
smoke currently — whether they have never smoked or are former smokers ~ appcar

to rate their health status differently than those who are current smokers.

Recall that prior to examining the original table we were also interested in the
independence of the two variables when an individual rates his health status as cither
poor o fair, or as good or excellent. Continuing to partition table 3.1b, we consid~r
the tables which follow. In each case the smoking variable is dichotomized as in
table 3.1b. In the first subtable, 3.1c, we only Jook at those people with poor or fair

self-assessed health status.

Table 3.1c
Health Status
Smoke poor _ fair | Totals
not current. 24 297 321 G" =1539 p=.2148
(28.3) (202.7) = 2141
current smoker | 29 251 280 (df— 1)
(24.7) (255.3)
Totals 53 548 601

This is not significant, hence we do not reject the subhypothesis of independence
of the two variables as they stand here. It is interesting that for those who rate their
health as less than good, the "act that they are current smokers or not current smokers

is independent of whether they rate their health as either poor or fair.
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In our next subtable, 3.1d, we consider the remainder of our respondents,

namely those who rated their health as good or excellent.

Table 3.1d
Health Status
Smoke good _excellent | Totals
not current 1124 664 1788 G? =22.866 p=.0000
(1179.2)  (608.8) X?=122477 p=.0000
current smoker | 656 255 911 (df=1)
(600.8)  (310.2)
Totals 1780 919 2699
As this is signifi we reject the subhypothesis of ind d of the variables

when only those with good or excellent self-assessed health status are considc.ed.
For this sub-group, those who do and do not currently smoke appear to rate their
health status differently.

Finally we examine more closely another subtable (3.1¢) in which we were par-
ticularly interested and which prompted the second stage of partitioning. In this

instance, with all ds included, the self- d health status variable is

coded as either poor or fair, or as good or excellent.

Table 3.1e
Health Status
Smoke poor/fair _good/excellent | Totals
not current 321 1788 2109 G? =34.236 p=.0000
(384.1) (1724.9) X?=35.111 p=.0000
current smoker | 280 11 1191 (dt=1)
(216.9) (974.1)
Totals 601 2699 3300

Since this is significant, we again reject the subhypothesis of independence of the
two variables when they are both dichotomized as seen in the subtable. Those who
do not currently smoke rate their health differently from those who do smoke. The

non-current smokers are more inclined than the current smokers to rate their health
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as good or excellent rather than poor or fair. This confirms previous work which has
acknowledged for some time that smoking has detrimental effects on health. Although
we cannot assume causality here, we can state that using this dichotomy a person’s

smoking status is not independent of his self-assessed health rating.

Note that the component subtables of table 3.1b, namely tables 3.1c, 3.1d and
3.1e, give G? values which sum exactly to the G? value for table 3.1b. In this par-
titioning, the G? associated with table 3.1c contributes much less to the G? of table
3.1b than does the G? of table 3.1d or 3.1e. The contributions of the G* and X?

statistics obtained from the subtables of the original table are summarized below:

Table 3.1{

Table _/Subtable df G’ X7 p(GH) p(X?)
Initial Partitioning of Table 3.1

3.1 original 6 64.322 63.087 .0000 .0000

3.la  never vs former smokers 3 5681 5824 .1282 .1205

on assessing health as
poor, fair, good or excellent
3.1b  not current vs current smokers 3 58.641 58.567 .0000 .0000
on assessing health as
poor, fair, good or excellent
Further Partitioning of Table 3.1b

3.1c  not current vs current smokers 1 1.539 1.543 2148 .2141
on assessing health as
health as poor or fair

3.1d  not current vs current smokers 1 22.866 22.477 .0000 .0000
on assessing health as
good or excellent

3.le  not current vs current smokers 1 34.236 35.111 .0000 .0000
on assessing health as
poor/fair or good/excellent

The method used by Goodman can be further extended so that any rxc table
can be partitioned into (r — 1)(c — 1) 2x2 tables. For a nice illustration on how to
do this, see Reynolds (1977a).
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For additional discussions on methods of partitioning X2 statistics, see Lan-
caster (1949), Kimball (1954), or Maxwell (1961). In the method used in the above
partitioning, subhypotheses of interest are decided upon prior to the testing of the
overall table. Some authors comment that the subhypotheses can be suggested once
the original table has been examined. From the original table the researcher can
focus on those cells which contribute the most to the overall statistic. Based on these
cells, the researcher may then decide upon which subtables he wishes to examine.
Specific guidelines for this partitioning are given by Upton (1978), Iverson (1979),

and Freeman (1987), for example.

As convenient and attractive as Goodman'’s method is, one should be careful
when examining particular subtables based on decisions made afterstuc'ying the orig-
inal table as this is contrary to the underlyir - assumption of randomness. Maxwell
(1961) and Everitt (1977), for example, warn against this. It is advisable that de-
cisions be made a priori if the intention is to draw conclusions from the test of
hypotheses. When one has no idea in advance which subtables might be of interest,
the only option may be to choose subtables after examination of the original table.
However, conclusions should not be drawn in this instance. Rather the investiga-
tor might use this as a means of exploratory analysis and any findings may suggest

possible subtables to investigate in future studies.
3.1.3 Maeasures of Association

By rejecting a hypothesis of independence between smoking and health status, we are
claiming that some association exists between the two 1riables. This section looks

at how we might judge to what extent they and other variables are associated.

With the X? statistic, when the observed and expected values are equivalent



and hence the value of X is 0, there is no association. All else being cqual, the
larger X2, the greater the association. We must be cautious about relying on this as
a measure of association just as we must when using it as a test statistic. Since the
value of X? increases as the sample size increases, a large value for X* may simply

reflect a large sample size rather than a strong association.

Pearson proposed correcting for this by dividing by n to get a measure of asso-
ciation between the two variables. Other measures have also been proposed which are
more or less appropriate depending upon the nature of the data. To sce how much of
a relationship there is, we turn to measures of association formulated specifically for
categorical data. Which measures are used will depend on the data and the variables
of interest to the researcher. The variables, for example, may be nominal or ordinal.
Or rather than looking at the association between two variables, we may be interested
in the level of agreement between spouses, say, as they consider the same question.
We will first look at measures of association which are based on Pearson’s X?

and then at the cross-product ratio and measures based on this ratio. Following

this, we will look at measures of ional reduction in predictive crror and of

agreement. Finally we will focus on those which take account of the ordinality of

variables.

Several measures of association are described of which a small subsct are used
in the analysis, These were deemed to be the most appropriate and uscful to our
health survey data. The others, although not employed in this study, are described
because the measures more commonly used and discussed in the litcrature should be
mentioned briefly in a report which deals with the analysis of categorical data so that
one may ascertain why certain measures of association were considered to be more

suitabls than others. In any analysis of categorical data, while not all measures of



association are appropriate, one need not limit himself to one and only one ‘correct’

measurement.
Measures Based on X*

X2 test statistics were discussed as they pertained to the testing of independence
of categorical data. Now we shall look at several measures of association based on

Pearson’s X2 test statistic, X2

Phi-Squared, ¢?, The Mean Square Contingency Coefficient

Recall that X2 is sensitive to the sample size, , in as much as its magnitude is pro-
portional to n. As a result, it cannot be considered a reliable measure of association.
Pearson removed this sample size effect with the measure of association, ¢* which is
estimated as X2 divided by n. That is,

5 2
estimated by $ = XT

Since 0SX?<n(g — 1), ¢ = min{r,c} in an rxc contingency table, it follows that
0£¢%<q — 1. This is assuming that there are no zero marginal totals. Without this
assumption the upper limit of ¢? is infinity. The minimum value of zero is achieved
when there is no association between the variables. The maximum value of g — 1 is
attained when there is strict perfect association in a square table or implicit perfect
association in a non-square table. Strict perfect association, which can only occur in
a square table, is attained when each row and each column has one non-zero entry.
Implicit perfect association in a non-square rxc table means that for each row or
column (but clearly not both) there is only one non-zero cell. And all else being
equal, the closer the value to ¢ — 1, the stronger the association. Although ¢? is not

sensitive to sample size it is clear that it is still dependent on the dimensions of the
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contingency table. This can make interpretation of ¢ difficult if it docs not take a
value of 0 or ¢ — 1. Another disadvantage of ¢? is that it is sensitive to the marginal
distributions of the variables. The greater the marginal variation in the variables the
further is the value of ¢* from its upper bound. Hence this is not a good measure of
association if the marginals are highly skewed. In our study, when cross-tabulating
health practice variables by health status and hospital utilization variables, quite
often one or both marginal distributions from a table were skewed, so although an
appropriate measure occasionally, it was not one of the more favourable ones for our

study.

Since ¢* is not sensitive to n, it may be used to compare tables provided that
the marginal distributions are not highly skewed and are similar between tables. The
medical researcher might be interested in comparing tables from the study with onc
another or with those from a similar study. If the marginal distributions for the
tables are alike for the samples from each study, for instance, we might consider this

an bl ive measure of iation. If we wish to compare tables but,

the marginals are not the same from table to table, it would not then be advisable
to use this as a measure, When comparing tables or when the marginals are highly
skewed, in addition to displaying the original table Reynolds (1977a) suggests stan-
dardizing tables. Garson (1976) discusses the maximum value attainable for ¢? when
the marginals for the two variables differ, where this maximum value depends upon

the marginals.

In the special case of the 2x2 table, ¢? reduces to

_ (PuPn— PuPy)’ . i by P Unfez = fafn)?

&
PP, PyP, fifadafa

which is the same as the square of Pearson’s correlation coeflicient p, which is dis-

cussed in most elementary statistic texts. p can be considered a measure of association
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or correlation between two variables with p? being the percent of variation of the de-
pendent, variable explained by the independent variable. Of course, measures based

on X? do not assume that one variable is dependent and the other ind dent. That

is, they are symmetric measures.

Pearson’s Contingency Coefficient C

To overcome the fact that ¢? can exceed 1, Pearson introduced the measure of asso-

# ! A $
=gy tmteddy  O=\2io

which can clearly never exceed unity. This measure is theoretically bounded by 0 and

ciation, C' where

1, taking the value of 0 when the variables are independent.

The upper limit of 1 cannot be atlained in practice. The maximum value of C
which can be attained is ‘/‘q— where ¢ = min{r,c} and this occurs under strict or
implicit perfect association in a square or a non-square table, respectively. So we see
that at its maximum value under perfect association, the value of C relies upon the
number of rows and columns, approaching unity as the number of rows and columns
increases. Garson (1976) comments that for this reason some social scientists suggest
using this measure only when tables are at least 5x5. Even under strict perfect
association unity will not be reached. Since this can make interpretation difficult,
Reynolds (1977a), for example, suggests dividing C' by the maximum value of C in a
square contingency table. Given that our tables are usually not as large as 5x5 nor

square, this was not generally an approp-iate measures to use in our study.
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Tschuprow's T

Because even under strict or implicit perfect association the maximum value of C
depends upon the number of rows and ¢olumns, Tschuprow proposed another measure

of association, T', where
1

]
[r=1)(e-1)]?
Note that when r =¢c=2, T = ¢.

Recall that 0<¢?<g — 1 where g = min{r,c}. So again T will be zcro when the

variables are independent. The maximum value which can be attained is given by

[min(r— fygs 1)]% _ [min(r~1,e~ 1)]*
[(r=1)(c- 1))} |max(r —1,c-1)

Unlike C which approaches 1, this measure of association will attain 1 under
strict perfect association. That is, it will achieve unity when there is perfect associ-
ation in an rxr table regardless of how large the table is. (Recall Garson’s advice
regarding the use of C only when tables are at least 5x5.) When the table is not
square this is not true and T' < 1. Liebetrau (1983) warns that the maximum value
of T becomes quite small if r and c are not almost equal. Even though there were
some square tables in our health study, most were not and the dimensions were not
always close to square. So although an improvement over C, this again was not a

measure of association useful for our analysis.

Cramér’s V

Yet another measure of association based on X? is Cramér’s V. This quantity, intro-

duced by Cramér in 1946, is a standardized ¢ given by
1

46



where 0V <1.

Notice that when r = ¢ =2,V =T = ¢ = p and in a 2xc table, V = 4.

Furthermore, when we have any rxc table,
s i

v= (xnin(r—&l.c—n), = ([(r—n)ﬁ—m%)’ =

with equality holding only when r =c.

This measure V is preferable to T' since it can achieve unity for all rxc tables
in the case of strict or implicit perfect association. In other words, although T’ may
attain its maximum value in square tables, V may attain this value for any rxc table.
Agresti (1984) suggests using measures of association such as V' for comparing the
degree of relationship between tables as opposed to using it as an association measure
for a given table put warns against this if the marginal distributions of the tables
being compared are not similar.

For all the afc ioned measures of iation based on X2, confid lim-

its may be obtained if one calculates the asymptotic variance. See Bishop, Fienberg

and Holland (1975), Kendall and Stuart (1979), or Liebetrau (1983).

Despite their ease of calculation, these are not necessarily the best measures
of association to employ. As pointed out, they tend to be sensitive to the marginal
distributions of the variables and to the table dimensions and so unless tz variables
are independent or perfectly associated they are difficult to interpret. They can

be useful for ing tables of the same dimensions but caution is

extended here as well if the marginal distributions differ very much from table to table.
Since our cross-tabulations of health variables have marginal distributions which are

ly calculated. Other

fr ly skewed these of iation were i

measures of association are more appropriate for our health data. Nonetheless there

was occasion when we wished to compare tables with similar marginal distributions
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and given the pros and cons of the aforementioned, Cramér’s V was used for this

are not d here as such tables are discussed in the

later section on loglinear analysis.

In what follows we will look at alternative measures of association available for
rxc contingency tables and will begin by exploring those intended specifically for

2x2 tables.

he Ratio and Measures Based i

Cross-Product or Odds Ratio, a

A frequently used measure of association is the cross-product or odds ratio. It has
some excellent features and is useful in aiding in the understanding of loglincar anal-
ysis since it plays an important part in the development of loglinear models. Because
loglinear models can be an important tool in the analysis of health data like we have
in this current project, this cross-product ratio is discussed in some detail. First
we shall look at it as it pertains to fourfold tables after which we shall look at two

measures based on the cross-product ratio.

Consider the fourfold table where f;; is the observed frequency in the cell cor-

responding to row i and column j.

B
A|B, B
Al fu Sz
Az | fn [

If our two variables, A and B, are independent we would conclude that knowing
aperson’s characteristic on one variable will not enlighten us regarding which category

of the other variable he belongs to. Referring to our table we say that conditional
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upon belonging to category 1 of variable A (that is, A,), the odds of belonging to
category 1 (as opposed to category 2) of variable B are fu/ fiz. Similarly, given that
one belongs to Ay, the odds of belonging to category By (as opposed to B) are f21/ f2.
If these two ratios are equivalent, knowing whether a person has characteristic A, or
Ay does not help us identify whether he will have characteristic By or By; that is,
A and B are independent. We can think of this equivalently in terms of the cross-
product or odds ratio, . This is simply the ratio of the two aforementioned ratios

so that,

Pu/Pa _ PuPp I purn _ fufe
= ——= which is estimated b; e L
PulPu ~ PuPn YT ppn  Fufn

Clearly, if the two odds are equal then the ratio of the odds, a , is unity. Hence
we say that if variables A and B are independent or not associated, then a = 1.
This is clear when expressed in terms of the ratio of two equal odds. But what if
the variables are associated? The range of o is 0 < & < oo with the lower bound
being achieved when Py, and/or P, is zero and the upper bound being attained
when Py and/or P is zero. In other words, the upper and lower bounds may be
attained under either strict perfect (opposite cells off a diagonal are both zero) or
under weak perfect (only one cell i+ zero) association. As Reynolds (1977a) points
out, that it can achieve its upper or its lower bound under weak perfect association
may be considered a weakness by some. Agresti (1984) refers to Gart and Zweifel
(1967) in mentioning that if one has no reason in theory for suspecting P; = 0 for
any i, j then the estimator &"= {1+-32t8) might be used in lieu of & This is also
recommended by Upton (1978).

One feature of the cross-product ratio is that under row or column interchange
only, the dircction of the association changes while the magnitude remains the same.

If we denote the original cross-product ratio as « and the cross-product ratio resulting
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from row or column interchange as o, then @ = 1/a’. When 0 < a < 1 the association
is ‘negative’ and when 1 < & < oo it is ‘positive’. This is clearer if we express the
odds ratio as a log odds ratio. That is, take the natural logarithm of o to give

loga = log 1722

The measure of association, log @, now has a range of —0o < loga < oo with no
association existing when o = 1 or loga = 0. Now we sce that if the two ratios o
and o are such that & = 1/¢, then loga = log J; or loga = —loga’ so clearly the

ratios have the same

of iation but in opposite di

Given public concern about dict, the research tcam was interested in the cating
habits of the general population. To find out a little about their eating habits, one
question people were asked was if they made any conscious effort to limit the amount
of red meat in their diet for health reasons. The medical researcher was intcrested
in whether males and females respond differently to this question. The table below
cross-tabulates sex with whether or not one limits the amount of red meat in his or

her diet.

Limit Red Meat
Sex No Yes
Male | 1097 416
Female | 1024 763

If we were to calculate a X? test statistic here we would reject a hypothesis of
independence of these variables, but let us look more closcly at this table using the
cross-product ratio. If gender is thought of as being fixed, then conditional on being
male, the odds of not limiting red meat (as opposed to limiting it) are 1097 to 416,
or X% = 2,64, so that men appear nol to limit red meat in their diets more than

two and a half times as frequently as they do. Given that one is female, on the other

hand, the odds of not limiting red meat (as opposed to limiting it) are 1024 to 763,
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or 104 — 1.34 5o that women do not limit red meat less than one and a half times as

frequently as they do. The ratio of these odds is

1097/416

=g =196 sothat  loga= 68

Men appear less likely than women to limit the red meat in their diet, in a ratio of
approximately 2 to 1. So then, hete the odds ratio is a way of measuring the strength
of association between a person’s sex and his or her limitation on eating red meat; it

gives a clear picture of how these variables are related.

We may wish to have a confidence interval for this measure or may wish to
compute a statistic to test its significance. We can calculate this, as for large samples
there exist estimates of the variance of this meastre of assaciation (see Bishop et al.
1975, or Fienberg 1977).

1 1 1 4, 1 1 1 1

& _a'(—+—+'—+—) and Gy =—+ T+ 7+

@ o fu fa fa s =5 T e Ta Tm

provided fi; > 0 for all i,j. Ifany fi; = 0, one simple alternative is to add % to

cach observed cell when computing a or loga (see. for exsple, Reynolds 1977a or
Liebetrau 1983).

For large samples, & and log & are app. .1, wormally distributed with
means o and log o, respectively. For large n, the approximate 100(1 —p)% confidence

interval for log a is

log & & Zp/a(10g )
Since for large samples
(logd)?
X=
(logé)

is asymptotically distributed as x, the statistic X may be used to test for inde-

pendence of the two variables in a fourfold table. Expressing X? in this way, we
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calculate
(1097)(763)
(log (us)gmql —81.43
R R ]

On the basis of this test statistic we would reject our hypothesis of independence of

the two variables.

Aside from its relative ease of interpretation, the odds ratio has a couple of
other important properties. First, it is invariant under row and column interchange
and, as already mentioned, under row or column interchange, only the direction of
the association changes. If we change the rows only of our general fourfold table, we
get the reciprocal of our original cross-product ratio. If the columns of this table are
also interchanged then we get back our original table. So our measure of association
is symmetric; it does not matter which of our variables we consider the dependent or

independent variable.

Another feature of the cross-product ratio is that it is invariant under row and
column multiplication. If we multiply the first and second rows of our fourfold Lable
by r1 and r; and the first and second columns by ¢; and ¢z, we get the same value
for the cross-product ratio that we had in the original table. Because « is invariant
under row and column multiplication, this measure of association is not sensitive
to the marginal distributions of the variables. A favourable outcome of this is that
comparisons can be made between tables which have different marginal distributions.
This is in contrast to those X2-based measures of association such as ¢?,C, T',and V.
For this reason, and especially because of its clear intuitive interpretation, this ratio

is used repeatedly in our study either alone or with other measures of association.
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Yule’s Q and YV

Two measures of association exist which are attributable to Yule (1912) and which
are functions of the cross-product ratio. These are known as Yule's @ and Y and are
given by

Py Py — PPy

PuPp+ PaPn

a—=1

atl

a-1

+
2Y

1+Y?

B

and Y i

B

sothat @

Except under indep-~ lence, or strict or weak perfect association when Q or Y are

cquivalent, |V| < |Q|. The estimates @ and ¥ are obtained by replacing o with &.

Yule's @ and Y have a range of —1 to +1 with independence between variables
resulting in these measures taking a value of zero (a = 1). The bounds of 1 can again
be attained under weak perfect as well as strict perfect association. As previously
mentioned, this is not always an attractive feature. Pielou (1969), in specific reference
to Q, is critical of this measure of association for this reason, claiming that a measure
which attains an upper bound under weak perfect association is undesirable, at least
in some fields of research such as ecology.

By altering our table for a moment, let us see what this would mean if our
cross-tabulation of sex by red meat limitation in the diet were to have had either

strict or weak perfect association.



Limit Red Meat Limit Red Meat.
No

Sex Yes No Yes
Male 1097 0 1097 0
Female 0 763 1024 763

In the first instance we have strict perfect association with ¢ = V =

Q=
¥ =1, &= oo, C =.707 50 that all of these measures are attaining their maximum
value. That this table depicts strict perfect association is clear. Knowing thal a
person did not limit the amount of red meat in the diet, we know with certainty that
he is male. Similarly, knowing the person limited the amount of red meat in the dict,

we know with certainty that she is female,

On the other hand, in our second table, knowing the person responded affir-
matively to the question about the restriction of red meat in the dict tells us with
certainty that the respondent is female; however, knowing that the person responded
negatively to that question does not tell us the sex of that respondent with certainty.
In fact, if the respondent answered ‘no’, the odds that the person is male are 1097 to
1024. We can hardly claim that prior knowledge that the response is ‘no’ will tell us
the person’s gender with certainty. Yet while ¢, V, T, and C rellect this, @ = V' =1
and & = oo which indicate perfect association. Clearly the perfect association of this

table, however, is not the same as the perfect association of the first.

Two other features which @ and Y have in common with a are that they are in-

variant under row and column multiplication and under row and column interchange.

Again assuming that the sample size is large, both Q and Y are approximately
normally distributed. See, for example, Bishop et al. (1975), Upton (1978), or

Liebetrau (1983), for estimates of the means and variances of these measures.

In spite of the similarities of the properties of @ and Y with a, the interpre-
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tations of these measures are different. To understand the meaning of @ we should
note that it is equivalent to Goodman and Kruskal's 7 (1954) for 2x2 tables. The
reader is referred to the later discussion of this measure v for ordinal data, whose
interpretation relies on an understanding of concordant (like ordered) and discor-
dant (unlike ordered) pairs of observations from the same population. Davis (1971)
gives painstaking details on how to calculate Q and on its intrinsic meaning. In his
comparison of Q with 7, he points out that Q is used when exploring dichotomous
variables. While v can also be calculated for 2x2 tables, it should be used with
variables with more than two categories which occur ‘naturally’ as ordinal or are
constructed as ordinal from interval or ratio level variables. Fienberg (1977) warns

against using Yules measures when the variables are d from

available continuous bivariate data.

The usefulness of Y as a measure of association appears questionable. Although
Bishop, Fienberg and Holland (1975) attempt to interpret ¥, there does not appear
to be any simple meaning of this measure. This fact is acknowledged by others
(Reynolds 1977a and Garson 1976, for example), and as Kendall and Stuart (1979)
state, “nothing much seems to be gained by the use of Y". It is probably for this
reason that Y appears infrequently in the literature and also why there is no attempt
to discuss is interpretation here as it relates to our data.

Proportional Reduction in Error Measures

Measures of association exist which have been referred to as proportional reduc-
tion in error (or PRE) measures. These measures give the proportional reduction in
predictive error which results when one moves from predicting the probability of error

in classifying one variable without knowledge of the other variable, to the probability

of error in classifying the same variable with knowledge of the other. With variables
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A and B, let us denote the two probabilities of error as P(Rule 1) and P(Rule 2)

where

P(Rule 1)= probability of error in guessing to which category of one variable (A,
say) an individual belongs when the category of the other variable (B, say) to
which he belongs is unknown.

P(Rule 2)= probability of error in guessing A when B is known.

The PRE measure, %&‘S"ﬁl is the proportional reduction in the amount

of error due to knowledge of one variable’s category in predicting the category on the

other variable.

Goodman and Kruskal’s Lambda, A

One such measure, Goodman and Kruskal’s A4 gives the following rules for prediction.

Rule 1: With no knowledge of B but only of the marginal distribution of A, guess
that the individual belongs to the A category with the largest marginal proba-
bility, denoted Pn, =maxi{P.}, i = 1,...,v. Therefore, P, is the probability of

correct classification and 1 — P,,_ is the probability of incorrect cl

Rule 2: With knowledge of the B category, guess that the individual belongs to
the A category corresponding to the cel| with the largest probability in that j
column. That is, Pnj =max;{P;;}, i = 1,...,r for given j - the maximum ccll
probability in column j of variable B. The probability of error in classification

of A given B is 1 - Tfoymaxi{ Pj}=1— Tioy Pnj



Hence,

P(Rule 1) — P(Rule 2)
P(Rule 1)

(1= Pr) = (1= 55y Prj)

N =

which is estimated by

where fy, is the maximum marginal total for variable A (rows), f; is the largest cell
frequency in column j of variable B and n is the total sample size.

in error in dicting A

Just as A4 is the
given the predictor or independent variable B, the proportional reduction in error in

predicting B given the independent variable A, is Ap where,

In this way, As and Ap are asymmetric measures and might well be employed when
onc has two-way tables of nominal level variables for which one variable is independent
and the other dependent. We may, however, use the following symmetric variation

of X in the event that our table is symmetric:

§ o ket fim = fim) + (S fvs = fn)
prymy ey :

This is similar in interpretation in that we may think of symmetric A as the pro-
portional reduction in error from knowing the classification of the second variable as
opposed to not knowing it. In this instance, however, we do not treat one of the
variables as the explanatory and the other as the response variable. Half of the time
we cstimate the proportional reduction in error in predicting A given B and the other

half of the time we estimate the measure for B given A.
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The following comments apply to A4, Ag and A. For simplicity we will refer only
to A4. All the A measures vary between 0 and 1. If the variables have no predictive
association then the As are zero; the knowledge of classification on the sccond variable
in no way aids in our prediction of the first. In this case the variables are independent.
Although the independence of the variables implies that the measure is zero, the
converse need not hold. That is, s = 0 does not necessarily imply that the two
variables are independent. (See Upton 1978, or Bishop ct al. 1975, who also show
this while giving an example of As not being invariant under scale transformation.)
If no error is made in guessing A when B is known, then B is a perfect predictor and
A4 = 1. This will only occur if each column (B) has at most one non-zero probability,

that is, under strict or implicit perfect association (for columns in this case).

Confidence intervals may be calculated upon estimation of the large sample
variance for the A measures. For the formulae for these variances sce Goodman and

Kruskal (1963), Bishop et al. (1975), Reynolds (1977a), or Lichetrau (1983).

Goodman and Kruskal’s Tau, 7

Another PRE measure due to Goodman and Kruskal is 74. The interpretation is the
same as before in that it is a proportional reduction in error measurement given by
Pulep@uled)  The difference is in the rules which are used to classify variable
A with and without knowledge of variable B.

Rule 1: With no knowledge of B but only of the marginal distribution of A, classify

individuals into categories of A in such a way as to maintain thc maiginal

distribution of A. The probability of correct classification in this caseis Tiy P?

and the probability of incorrect classification is 1 — iy P?.
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Rule 2: With knowledge of the B category, we again preserve the marginal distri-

bution by classifying an individual into category i of variabl~ A within column

j (variable B) with probability 5%, The probability of error in classifying 4
given Bis 1 — Sjuy Ty B -
Hence,
P(Rule 1) — P(Rule 2)
- P(Rule 1)
(-TmP) -(-ShL )

7

which is estimated by

Iculated when we wish to sec if

As with ), there is an anal, 75 which can be
knowledge of the predictor variable A aids in the classification of B. An alternative
interpretation of 7 as given by Light and Margolin (based on Gini’s work), draws
upon analogies with the analysis of variance. See, for example Bishop et al. (1975),

Reynolds (1977a), or Liebetrau (1983). This i fon will not be elaborated on

here.

Goodman and Kruskal’s 7s vary between 0 and 1. If the variables are indepen-
dent then 74 = 0. In the event of perfect prediction (strict or implicit) of A given B,
74 = 1. For formulae for large sample variances of this measure of association, see

Goodman and Kruskal (1972).

Both Blalock (1972) and Reynolds (1977a) suggest 7 over A when the marginal

distribution of the dependent variable is highly skewed since then A may equal (or
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nearly equal) zero - not because the variables are independent but because of the

skewness. 7 is not as sensitive to skewed marginals in the dependent variable.

Let us review our table of health status versus smoking habit. Recall that for

this table the X? (and G?) test for independ. was highly signifi s

a relationship between these two variables. Let us examine the strength of this

association on the basis of the PRE measure of association.

Health Status
Smoke poor fair good excellent | Totals Noiiad
never smoked | 10 172 696 414 1292 Aymoke
former smoker | 14 125 428 250 817 1
current smoker | 29 251 656 255 1191 Fhatat
Totals 53 548 1780 919 3300 Femoke
The esti ional reduction in error in predicting health status given

the category of smoking habit to which the respondents belong is Mstar = -04880.
That is, we reduce the number of errors in classification of health status by only 5%
by knowing that the person never smoked or is a former or current smoker. Treating
smoking habit as the dependent variable, we do not reduce the number of errors in
classification of this variable at all (Aumoke = 0000) with knowledge of the health
status category although, as pointed out, a value of 0 does not necessarily mean that

the variables are independent.

If any causal relationship is to be surmised here, we might logically treat health
status as dependent, working under the assumption that smoking habit influcnces
a person’s health status. Others might argue, however, that at least sometimes a
person’s smoking status might be dictated by his perceived health status with, for
example, people giving up smoking when they perceive that their health status is
not as good as it should be. If neither variable is treated as the dependent one, we

use the symmetric variation of the measure, A = .02778 and say that by using prior
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knowledge about the classification of one variable, we are able to reduce our error in

classification by less than 3%.

Using the classification rule of 7, we find that we can reduce our error rate
by only 1% (7aster = .01066) if health status is our dependent variable. 7 is more
appropriate than ) in this case as the dependent variable health status is skewed. The
smoking variable, however, is not too skewed so there may be no advantage in using 7
over A if smoking is treated as the dependent variable. In any case, the values of the
measures are so low as to indicate that there is no significant proportional reduction
in error regardless of which of the two classification rules is used and regardless of
whether we treat this as an asymmetric or symmetric table. That is, there is not a
significant reduction in the error rate of classification. Knowledge of smoking habit
or health status does not significantly aid in the classification of the other variable.

1t is often helpful to have a in error i ion for a

contingency table. Different ones have been examinel in our study but given that our
health indicator variables are often skewed, we generally use Goodman and Kruskal'’s

 measure. This is furtner illustrated in the loglinear analysis section.

Measure of Agreement

Cohen’s «

One special measure of association is Cohen’s x (1960) which measures agreement
between two people’s categorization or ranking of an item. In our study we use this
when we are interested in the degree of agreement between pairs of people such as
husbands and wives, as they rank an item. Since each person of the pair rates an

item on the same scale, & is used in square rxr tables only. Cohen’s measure is given



by

and estimated by

where P, = $_I_, P;i is the proportion of instances in which the pair agrees. This cor-

1esponds to those cases appearing on the main diagonal of the table. P. = ¥}, P P
is the proportion of instances of agreement that one would expect to find on the
main diagonal by chance under independence. The marginal distributions for the
pair must be the same if x is to be able to achieve its maximum (all off-diagonal

elements being zero). The division by 1 — P, & to make it independent of

the marginal totals (see Cohen 1960, Reynolds 1977a, or Liebetrau 1983). In the case
of perfect agreement we would expect to find all observations on the main diagonal so
that P, =1 and k = 1. In the case of independence the amount of agreement is the
same as one would expect by chance, so P, = P. and x = 0. Although independence
implies that & = 0 the converse need not hold as there may be cases in which associ-
ation of another kind exists even though agreement dnes not. See Bishop, Fienberg
and Holland (1975) for such an example. If there is absolutely no agreement between
the pair, then P, = 0 and & = —;%. Bishop et al. give the estimated asymptotic

variance of k.

A variation on & is weighted . This considers the casc in which one does not
simply have agreement or disagreement between pairs of i rdividuals but degrees of
agreement. For example, those not falling on the main diagonal but belonging to a
cell adjoining the main diagonal may show a greater degree of association than those
falling far from this diagonal. See Reynolds (1977a) and Liebetrau (1983) for a more

complete discussion of weighted x.
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This is quite a different way of looking at measures of association and one which
we use in our study when we wish to ascertain, for instance, the degree of familial
agreement. We have already seen measures of association applied to our table of
sex by limit red meat. Now we want to know if husbands and wives responded in
the same way to the question of whether or not they consciously limit red meat in
their diet for health reasons. It is logical to hypothesize that they would as we would
expect them to share many meals and perhaps also share attitudes about diet and
nutrition. Here we are only interested in married couples for which both spouses
responded to the questi.

Limit Red Meat
Husbands
Wives [ No  Yes | Totals
No | 447 104 551

Yes [ 270 198 468
Totals | 717 302 [ 1019

This gives a value of & = .24076 which shows some agreement between husband
and wife although not as much as one might expect. If then we assume that couples
share many meals, we may surmise that in at least some instances, the limitation of
red meat in the diet is a conscious effort on the part of one member (presumably the
one preparing the meal) to have a healthful diet and not a conscious effort on the
part of the other spouse. That person may be limiting the amount of red meat in

the diet but not for health reasons.

All respondents in this study were asked how satisfied they were with medical
care in their own experience on a scale from 1 to 5 where 1 indicated dissatisfaction
and 5, satisfaction. It was desirable to see the extent to which married couples

responded identically.



Satisfaction With Medical Care

Husbands
Wives [ 1T 2 3 4 5| Totals
1 2 2 8 6 9 27
2 5 2 6 4 10 27
3 5 9 31 46 58 149
4 9 8 24 9 9 225
5 17 11 62 112 361 563
Totals [ 38 32 131 258 532 991

This tables gives a value of & = .17020. Couples do not agree identically most
of the time. Note that the marginals are quite skewed here. Most people responded
with a level of satisfaction of three or better with the majority of couples tending to
be more satisfied than dissatisfied with medical care. We might expect a stronger
association if we were to use a weighted x. That is, in our calculation we could take
into consideration the fact that couples who, for instance, have one partner completely
satisfied with health care (5) and the other almost completely satisficd (4) display a
greater degree of agreement than the pair with one partner being completely satisfied

and the other tending towards dissatisfaction.

Ordinal M of A iati

Up to this point the measures of association were primarily for nominal data
in two-way contingency tables. We will now concentrate on those tables for which
the variables are ordinal. Ordinal variables may arise naturally as in the case of a
respondent classifying his health as ‘poor’, ‘fair’, ‘good’, or ‘excellent’ or may arisc
when a continuous variable is grouped into discrete categorics such as age heing
grouped as ‘20-44’, *45-64’ or ‘>65’, or as an index of exercisc with an underlying
continuum being broken down into four categories ranging from ‘sedentary’ to ‘very
active’. Clearly there is a loss of information when we categorize variables yet such
categorization is necessary if we wish to analyze the data using measures of association

in contingency tables or loglinear analysis. Many of the variables in this study arc
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ordinal either naturally or due to grouping, hence the measures of association in this
section are important. This is not to say that we cannot use previously discussed
measures. Indecd these may be used even when we have ordinal variables but since

they ignore ordinality they do not take advantage of all the available information.

! Based on Ci d and Di: d.

There are several measures of association which are based on the difference in concor-
dant and discordant pairs in a contingency table in which both variables are ordered.
Rather than considering individuals, we must now think in terms of pairs of individ-
uals drawn at random. The pair is called concordant if one of the individuals ranks
higher than the other individual on both variables A and B. The pair is discordant if
they rank in opposite directions, that is, if an individual in the pair ranks higher than
the other individual on one variable but lower on the other variable. The remaining
possibility is that the pair is tied. This can happen in three ways; the pair may be
tied on variable A but not on variable B, on B but not on A, or on both variables.

The following notation is used:

C = the number of concordant pairs

D = the number of discordant pairs

Ta = the number of pairs tied on A but not on B
Ts = the number of pairs tied on B but not on A
T4p = the number of pairs tied on A and B

The total number of possible pairs is (3) where n is the number of individuals

in the table.

Formulae for calculating these pairs may be found in numerous texts (Kendall

and Stuart 1979, Hays 1981, Agresti 1984, or Freeman 1987).

65



Kendall’s 7s

Kendall idered the diffe between the probability of of d

pairs (P;) and the probability of discordant pairs (P,) with his measure of association,
7 = P, — P,. This measure was constructed under the assumption that the variables
in question were continuous and could be completely ranked with no tics occurring

in the pairs.

An estimate of 7 is given by 7, = (C— D)/ ('i) whare (’2‘) nchudea-all possible
pairs, whether or not tied. Thus this measure can be interpreted as the difference in
the concordant and discordant pairs over all possible pairs of individuals drawn at
random. This attains the extreme value of 1 when all the pairs are concordant and
1 when all the pairs are discordant. When A and B are independent, the chance of
having zoncordant pairs is the same as that of having discordant pairs so the measure
is zero. The converse of this need not hold. This measure of association is relatively
easy to understand but should be used with caution in contingency table analysis

since the assumption of continuous variables is violated and ties do exist.

Two alternative T measures exist. Their estimates are denoted 7 and 7. where

n c-D
(C+D+Ts)(C+D+Tp)

and
,___€-D
= Wi (m—1)/2m

See Liebetrau (1983) for estimated large sample variances of #,, 7, and 7.

where  m =min{r,c}

7, compensates somewhat for the fact that ties exist in our two-way tables.
The extreme values of 1 are attained by 7, when all the pairs of observations are
concordant (m, = 1) or discordant (m, = —1). This can only happen when the

contingency table is square so that 7, cannot attain its maximum if r#ec. As before,

66



if the variables are independent this measure is zero but the converse is not necessarily

true.

Stuart (1953) modified 7 with 7, to allow a non-square contingency table to at-
tain its extreme values. Several authors have pointed out the difficulty in interpreting

this measure, however.

Generally speaking these measures of association are dependent upon the num-
ber of categories present in the table. As the number of categories increases, the
number of ties should decrease and therefore the closer the estimated measure should
approach the true difference in the proportion of concordant and discor 'ant pairs. In

the presence of many ties, these measures tend to understate the degree of association.

Goodman and Kruskal’s Gamma, 7

Goodman and Kruskal’s y (1954) is a measure of association which is also based on

concordant and discordant pairs. Given by

_Pe—Py ) ._C-D
T=pop endetimatedby j= £
it is the diff in the probabilities of dant and discordant pairs conditional

on there being no ties at all. If the two variables are independent, 4 = 0 but the
converse need not hold. It not only attains its extreme values of +1 under strict
perfect positive or negative correlation but also under asymmetric perfect or weak
perfect correlation. See Reynolds (1977a) for illustrations of these different types
of correlation. For the formula for the estimated large sample variance of 4, sce

Licbetrau (1983).

Ifthere are a lot of ties then « tends to overstate the true measure of association;

the more ties, the greater the degree to which this is true. This might be the case
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especially as the number of categories in a table decreases as, all else being equal,
the proportion of ties will increase as the number of categories decrease:. Although
this is a problem with 7, it is an appealing measure due to its simple interpretation.

As already mentioned, it can be i in terms of the difference in proportions

of dant and discordant pairs. As explained by Mucller et al. (1977) in some
detail and by Costner (1965), it can also be interpreted as a proportional reduction

in error measure.

As a PRE measure, we are interested in the prediction of order for pairs. All

ties, of course, are still ignored. The rules follow:

Rule 1: With no knowledge of the order for a pair on independent variable B, we
guess the order for that pair on dependent variable A. When we draw a pair, we
guess that the first unit of the pair is the higher on A. The probability of error

in the prediction then, is § and the estimated number of errors is 4(C + D).

Rule 2: With knowledge of the order for the pair on variable B, guess that the order
for that pair on variable 4 is the same as for B if the number of concordant
pairs is greater than the number of discordant pairs; guess that the order for
that pair on A is the opposite of the order on B if the number of concordant
pairs is less than the number of discordant pairs. In other words, for cach pair

drawn, guess dance if C > D and di if C < D. The cstimated

number of errors is min(C, D). Hence with

_ P(Rule 1) — P(Rule 2)
L P(Rule 1)
we have
3(C + D) — min(C, D)
HC+D)

5=
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7 is the proportional reduction in error in predicting the order of pairs when rule 2
is used in lieu of rule 1. So in spite of its drawbacks we see that y has two intuitively
pleasing interpretations. Some authors suggest that if v is to be used, other measures

of association should be reported with it.

Because of its interpretation we frequently use this measure in our health study
when we have tables which have ordinal variables. With such tables we use other

measures alongside 7. Examples are given in a later section.

Somers’ d and Wilson’s e

Yet another measure based on concordant and discordant pairs is Somers’ (1962)
asymmetric measure, d. Somers’ d is the difference in the probabilities of concor-
dant and discordant pairs assuming there are no ties whatsoever on the independent
variable. Although Costner (1965) states that Somers’ asymmetric measure has no
proportional reduction in error interpretation, Reynolds (1977a) (with minor mod-
ification to rule 2) tries to give such an explanation to the absolute value of this
measurc. Denoted dsy when A is the dependent variable and B is the independent

variable, the estimate is given by

§.o_C-D
AT C+DiT,

Similarly, dp = 555 Pr; is the estimate for dp where B and A are the dependent and

independent variables, respectively.

When A and B arc independent, d (or dp) is zero. The extreme values of 1
can be reached in non-square as well as square tables although as Reynolds (1977a)
points out, when the table is not square the maximum is attainable only when the

variable with the fewer ies is the ind. dent variable. Good and Kruskal

(1972) give the asymptotic variance of Somers’ asymmetric measure.
Y1
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Liebetrau (1983) and Garson (1976) also give a symmetric measure of d which
is estimated by
b= T
2 B
Yet another similar measure is Wilson's e (1974). A symmctric measure, this

looks at the diff in the probabilities of dant and discordant pairs given

there are no pairs tied on both variables. The estimate is given by

)
TC+D+Ta+Ts

Il A and B are independent, e = 0. The measure can only attain extreme values of

+1 in square tables where there are no ties on A alone and none on B alone.

Let us review again our table of smoking by health status. Although we have
already discussed this cross-tabulation in terms of several measures of association, in
the previous discussion we treated the variables as nominal. This is acceptable but
since we ignored the fact that both variables are ordinal, we did not avail of all the

information on hand.

Health Status #
Smoke poor fair good excellent | Totals ]
never smoked | 10 172 696 414 1292 7
former smoker | 14 125 428 250 817 dyym
current smoker | 29 251 656 255 1191 ke
Totals 53 548 1780 919 3300 dhatat

74 = —.1154 implies that there is a small degree of negative association. That

is, we have more discordant than dant pairs; if an individual in the pair ranks

higher than the other person on the smoking variable, then that individual is more
likely to rank lower on the health status variable. This is the trend we would expect
to see. Although we report it here, in our study we prefer other ordinal measurcs

since the interpretation of this measure is difficult.
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In terms of discordant and concordant pairs, ¥ = —.1827 also indicates a neg-
ative association between the variables. Although the degree of association is some-
what larger with this measure, it must be remembered that ties are present yet the
measure does not allow for tics, therefore any value of 7 is likely to overstate the true
degree of association. Using a PRE measure interpretation we say that the absolute
value of 4 implies that with knowledge of the number of discordant and concordant
pairs we reduce the percent of errors of classification of the pair by over 18% from
what we would have without this knowledge. With these two useful interpretations,
we favour this measure above many of the others and use it quite extensively in our
health study when we have contingency tables which have ordinal variables. Due to
its exaggerated value when there are ties, however, we do not report this as the sole

measure.

A case may be made for the our treating the smoking variable as dependent
upon health status although if any causal relation is assumed, the reverse is the more
acceptable. Regardless of the order of causality - if indeed it is to even be thought of
as asymmetric - the value for Somers’ measure of association takes a value between
—.12 and —.11 so that we again say that there is weak negative correlation between
the variables. Similar to 7, if we give this a PRE interpretation we say that by moving
from not knowing to knowing the order of a pair on the independent variable, smoking
say, we reduce the percent of errors in predicting the correct order on the dependent
variable, health status, by 11% by predicting the order based on the number of
concordant and discordant pairs. Likewise, a similar interpretation may be given if

we treat smoking as the dependent variable,

A number of measures of association have been mentioned in this chapter. There

are others such as Mantel-Hacnszel, tetrachoric correlation, MCNemar’s test, uncer-

tainty coefficient and §) ’s rank to name a few. These shall not be
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discussed. Those dealt with were chosen because of their usefulness as measures in
this study or because of their inherent interest.



3.2 Design Effects
3.2.1 The Design Effect in a 2x2 Health Table

The analyses that are used in this study assume that the data were collected by
simple random sampling and the multinomial sampling model. As with most surveys,
however, the sampling method - single-stage cluster design ~ was somewhat more
complex than this. When analytical techniques which assume a simple sampling
design are used to study data collected under more complex schemes, a clear violation
of an assumption has taken place. Before assuming that one’s results are acceptable
then, the researcher should examine how serious this violation is. That is, he should

look at the design effects, or deffs.

The deff is the ratio of the variance estimates under the sampling design to
those estimates under simple random sampling. Clearly then, if there is no design
effect, the ratio will be unity. The greater the design effect, the further this value will
be from 1. If deff>1, then by using formulae for simple random sampling instead of
for clustering we are underestimating the variance for the variable. Likewise, if deff

<1 we arc overestimating it.

Since our data were collected using a single-stage cluster design, we must ac-
knowledge possible dependency within sampling units or households and must con-
sider the design effects. In our analysis we have been dealing with categorical data
and have becn examining cross-tabulations of variables in some detail, so we now look
at defjs for proportions appearing in cells of contingency tables of discrete variables.
We explore the effect that dependency among sampling units has on the familiar x2
test statistic, X?, as used to test for the independence between variables. We will

examine the design effects in this context and explore possible correction factors for




the statistic. We should bear in mind that in light of our previous discussion, .X? may
not be the best statistic to use, corrected or not. Earlier in this chapter we explored

the use of other statistics as measures of association.

The following table of interest to medical rescarchers will suffice as an illus-
tration. We will first briefly consider a 2x2 table of health status (11S) by health
practices (HP) and later will look with more detail at the 2x7 table from which this
was obtained. The health practices are those used in the Alameda County Survey
(Belloc and Breslow 1972, Belloc 1973, Breslow and Enstrom 1980) namely, cating
breakfast, number of hours sleep, number of alcoholic drinks, smoking, weight, and

exercise.

Consider the table below. Note that both variables have been dichotomized.
HS takes a value of 0 (poor or fair) or 1 (good or excellent) while IIP assumes a value
of 0 (0-1 health practices) or 1 (2-6 health practices). This particular dichotomization

of the original table resulted from epidemiological considerations.

Health [ Health Practices (HP)
Status (HS) [0-1 2 - 6 | Totals
0 56 533 589
1 162 2497 | 2659
Totals 218 3030 | 3248

Tet us use the following standard notation for this example where we concentrate
on those respondents belonging to the first cell.

a; = number of respondents in the ith cluster with poor or fair health status aud
0-1 health practices
m; = size of the ith cluster

So the proportion of those in the sample with poor or fair health status and with 0-1

health practices is

n = number of clusters
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The variance estimate of p under binomial theory is

Viomia(p) = (p) = 2015 (1 s o=l p)/n

Zim,

And under single-stage cluster sampling, the variance is

N . 1 58 a2 =2 5n, aimi+p? Tk m?
Vi) = Vulp) = iy ElmL S = B Ky i+ PR
> LY
mET T PR

In our example we have the following values:

n = 1648
= 56
= 328
= 132
= 58
= 7566

Note that n will change depending on the table.

The variance estimates are

Vi(p) = 5.2167839x10~¢

Vi(p) = 5.2828267x107°

Lo give an estimated design effect of

= 1.0126597
Vi(p)

deff =

So by using the formula for simple random sampling we are underestimating the
variance for the proportion for this cell. Given the proximity of this value to unity, if
the sizes of the deffs for the other cells in the contingency table are in keeping with
this deff, it would scem reasonable to say that in this example our X2 test statistic,

X?, will not be unduly aflected by our assumption of a multinomial, instead of a
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cluster sample. Fellegi (1978) mentions that deff is dependent upon several factors
and that in “well-designed surveys it ranges typically between 1 and 3 .. [with] the
most common values appearfing] to be between 1.4 and 2°. So then with this in

mind, our observed deff of 1.01 is certainly an acceptable value.

In general we note that the dependency amony, ,-usehold members may be such
that a correlation exists. The intraclass correlation cocfficient, p, is the correlation
between all the possible pairs of clements within clusters. The formula for deff can
be written in terms of this coefficient. That is, we express the estimated design cffect

as follows:

so that p is
Velp) = (p)
U(p)(m—1)

When we have independence among household members, we may ignore the
fact that we have clusters. If there is no correlation within the clusters, then p = 0
and deff= p(m — 1) + 1 = 1, clearly regardless of the average cluster size. From the
estimates for one cell in our illustration, we calculate the estimate, p = 0.0130394.
As Cochran (1977) notes, since p > 0, the estimated variances reflect that the usc of
cluster sampling here is less precise than that of simple random sampling although in
this case it is marginally less. In another table we might expect to sce a larger p; we
would anticipate that houscholds exhibit varying strengths of intraclass correlation
coefficients depending upon the variables under examination. Sudman (1976) has
a nice discussion of the interpretation of the intraclass correlation coefficient under
cluster sampling. He includes in his discussion, a table of measures of p from the Na-
tional Health Survey (Source: U.S. National Center for Health Statistics) for average

cluster sizes of 6, 9 and 18 where ‘cluster size’ refers to the number of houscholds
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in a cluster and where all members of a household were surveyed. In summarizing
this table, Sudman states that “in general, values of p for health statistics are small,
averaging around .05 or lower”. This agrees with the estimated value of p for our

table.

When we express deff in terms of p it is apparent that, all clse being equal, the
closer the average cluster size 7 is to one, the closer is deff to unity with it equalling
unity if 7 is one. This is obvious since single-stage cluster sampling reduces to
simple random sampling if the average cluster size is one. As 7 increases, even with
a small correlation coefficient the design effect’s departure from unity increases. In
our example, 2 = 1.97. Cochran notes that we would expect the variance calculated
between members in the same household to grow as the size of the cluster grows. An
average cluster size of approximately two, such as we have in our health survey, is not
large. Even so, we must consider it together with the intraclass correlation coefficient

when determining how serious we regard any deviation from one.

3.2.2 Using Design Effects to Correct for X? in a 2x7 Health
Table

Ideally we desire design effects of unity. Provided that the deffs are close to this
we can proceed with our analysis without any grave misgivings, using formulae for
simple random sampling instead of for clustering. The question remains as to what
we can do in the event that the deffs are not deemed negligible. Then the effect on X2
test statistics of assuming simple random instead of cluster sampling should not be
ignored. The least we would want to do in such a case is apply a correction factor to
the test statistic. We continue now to show how to use calculated deffs as corrections

to X2



Much has been written about how X? may be corrected in tests of independence
inrxc tables. In the literature the Wald statistic, which is distributed asymptotically
as X3,_1)(-1), is suggested as an appropriate statistic since it may be used even
under complex survey designs. See Rao and Scott (1981, 1981), for cxample, for

a discussion of the Wald statistic. The vari; i matrix of cell

which is required for the calculation of this statistic is not always readily available
although it can be calculated when the primary data is available. Fellegi (1978)
comments on the necessity of making strong simplifying assumptions in order lo

estimate covariance matrices in complex surveys.

There has been, in the i some discussion on particul i struc-
tures. Cohen (1976) examines a model of clustering which allows for positive associa-
tion only and which has clusters of units each of size two. He provides the covariance
matrix for this particular model. Altham (1976) extends Cohen’s results. Whereas
Cohen considered family clusters of size two, Altham cxamines those of sizc k and
gives the resulting covariance matrix for this somewhat more complex model. The
clusters, however, are still of a constant size. Brier (1980) takes this one step further
by looking at clusters of unequal sizes as well as those of equal sizes. Ile does so
by assuming a Dirichlet-multinomial distribution as a model. The covariance matrix
resulting from this assumption is discussed in his 1980 paper. Also sec Fingleton's
(1984) synopsis of Brier’s paper. Thomas and Rao (1987) discuss four adjustments
to X2 in tests of goodness-of-fit in cluster sampling and comment upon their com-
parative value. They look at a modified Wald statistic, Fay's jackknifed X?, and
two corrections proposed by Rao and Scott. With the exception of one of Rao and
Scott’s statistics which relies only upon knowledge of the estimated cell variances,

the aforementioned statistics discussed in this paper require the covariance matrix.
Rao and Scott (1981) show that for tests of independence in an rxc table,
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a correction to X? can be made from knowing only the cell proportions and the
estimated deffs of these cell proportions and marginals. As discussed in their 1984
paper, in three-way tables correction factors can be expressed in terms of the cells’

proportions, their estimated deffs and the estimated deffs of the one and two-way

inals, d ding on the hesis under study. It can be expressed this way, for

example, when the hypothesis is of complete independence. For other hypotheses,

involving estimation of the full covariance

however, a more
matrix, which is often not available, may be required. For the purpose of this report,
we have investigated the rxc table under the hypothesis of independence. We have
found such a minimal clustering effect with cluster sizes which are very small that
we will ignore the effect of the survey design. This has been the usual practice and
will probably continue to be until computer programs which calculate variance and

covariance esti become readily obtai This appears to be a safe practice

when examining health variables.

Rather than examine statistics which depend upon knowledge of the covariance
matrix, we concentrate on two corrections to X2 which have been proposed by Fel-
legi (1978, 1980) and by Rao and Scott (1981, 1984) for tests such as the test of
independence in a two-way table. That Fellegi’s and Rao and Scott’s tests do not
require knowing the covariance structrre in this instance, makes them more readily
calculable than some of the other proposed statistics. It has been pointed out by
Holt, Scott and Ewings (1980), however, that these tests, as well as those put forth
by Cohen, Altham, Brier and others, are conservative in tests for independence and

perform less well thar. when used in tests of goodness-of-fit. Still, their

facility of calculation makes them worthy of They were calculated by
means of a FORTRAN program written by this author. This program calculates the

deffis for a 2x7 table from our single-stage cluster sample of 1648 clusters of approx-
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imate average size of two. Note that the tedious nature of the programming required
to produce the output will probably prevent most researchers intending to use log-
linear analysis, for instance, from computing the design effects. This should change
as programs that are easily adaptable to perform the calculations required under the
design at hand become readily available. Programs that calculate variance estimates
for data collected from complex survey designs do exist but were unavailable to the
author. These include SUDAAN, distributed by Research Triangle Institute in North
Carolina, and SUPER CARP from lowa State University.

Before proceceding, let us review the notation which we will require for the

discussion of these corrections:

Let Y= 1 if the Ith observation in the ith cluster belongs to
the jkth category

=0 otherwise
where, i= 1,2,.,n n =number of clusters

i= 1,2r r =number of rows

k= 1,2,.,c ¢ =number of columns

U= 1,2, m; =number of respondents in the ith cluster
Y, = DY = number in the jkth category from ith cluster
Yl = TiLiYiu = number in the b row of the ith cluster
Y = T8 Yiu = number in the Ath column of the ith cluster

np = LiDYyu=5iY% = numberin the jkth category

3
"

Limi = average cluster size,
Nr = total number of respondents
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proportion in the jkth category of the ith cluster

pigk, = Sk o
Pik. = Yor _ mr — proportion in the jth category over all clusters
= Y o B E —
Pi. = L = =5
= proporhnn of the ]'h row marginal
po = DREN  _ LEX T g

= proportion of the kth Sl marginal

Rao and Scott describe how X2 may be corrected in tests of independence in
rxc tables. Their correction factor, d, relies upon the knowledge of the design effect,
djx, for each cell in the contingency table and upon the design effects, d;(r) and di(c),
of the row and column marginals of that table. Unlike the Wald statistic, it does not
require knowledge of the full covariance matrix of cell estimates. The calculated djis
are the ratios of variance estimates of the cell proportions under cluster sampling
to the variance estimates under multinomial sampling. These estimated cell design

effects are given by

s oM EmpamP LB (K- g
) nmin-1) Pikdik. m(n—1) Pikd.k.
since
V(p it Jbinomiat = Vi(p ) = B2 ‘;’k ) @k =1=pjk
and
V(pk)etuster = Velpju) = %ﬁ;ﬁ

Th. deffs for row and column marginals, d;(r) and d(c) respectively, are

_ TV = psmi?
Pj.q,.
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and
1

di(c) AE-D)

Finally we calculate d as

I=r= 1)(c_ 5 ,)_:”Za Pt = 31 = 2 )ds(r) = (1 = paJl)

Fellegi proposed a somewhat simpler correction, d, which requires the matrix
of variance estimates for the cell proportions but does not rely upon the knowledge
of the row and column marginals. This factor, being the average of the deffs of
proportion estimates in the jktR category over all clusters, is given by

iidik

et

al=

We will apply these formulae to a 2x7 health table. The cell and marginal deffs
d using the af jioned FORTRAN

as well as the ion factors were

program. In our previous example we cross-tabulated health status (IIS) and health
practices (HP) after both variables were dichotomized. Now we consider 1S using
the same dichotomy as before, but treat HP as the number of health practices (0
to 6, inclusive) existing in the original variable prior to any recoding. That table is

given below for both the frequencies of occurrence and for the proportions.

Frequencies of HS by HP
HP

HS 0 1 2 3 4 5 6 | Totals

0 9 47 139 199 123 63 9 589

1 22 140 451 828 751 386 81| 2659

Totals | 31 187 590 1027 874 449 90| 3248

Proportions of HS by HP

Hnp
HS 0 1 2 3 4 5 6
0027709 .0144704 .0427956 .0612685 .0378695 .0193966 .0027709 | .1813424
0067734 .0431034 .1388547 .2549261 .2312102 .1188424 .0249384 | .8186576
.0095443 0575738 .1816503 .3161946 .2690887 .1382390 .0277093 1

-
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Recall that under simple random sampling the X2 test statistic, X?, for an rxc

table is given by

where pi; is the observed proportion in the ijth cell, and B and P; are the es-
timated expected proportions for the row and column marginals, fespectively and
X2~Xfr1y(e-1)- In our example, X?= 40.227980 with df=6 so we reject our hypoth-

esis of independence.

As given caclier, under simple random sampling, to calculate the estimated
variance uf a proportion, V4(p) in any given cell we compute values by the binomial
formula, p(1 — p)/n where p is the proportion in the cell and n is the total number of

individuals in the sample. Applying this formula to our data yields the next table:

Variances of proportions under SRS (Multi ial /Bi ial) i
HP
HS 0 1 2 3 4 5 6
"0 |.0000009 .0000044 0000126 0000177 .0000112 .0000059  .0000009
1 _|.0000021 .0000127 .0000368 .0000585 .0000547 .0000322  .0000075

The formula for calculating the estimate of the variance of a proportion under

cluster sampling, ‘Z:(p), was also given earlier and the cross-tabulation of these values

follow:
Variances of proportions under Cluster § li
HP
sl o 1 2 3 4 5 6
0 |.0000008 .0000045 .0000125 .0000178 .0000110 .0000062 .0000008
1 |.0000020 .0000125 .0000390 .0000594 .0000602 .0000360 .0000077

The cell deffs are given below:

83

{
i




Design Effects, dji: Tlle ratio of the variance of the proporhons
Mul

under Cluster S to the under
ling for the individual cells
HP
HS 0 1 2 3 4 5 6
0 | 9968768 1.0233425 .0008524 1.0070701 9804897 1.0571659 9987280
1 | .9885748  .9830058 1.0596248 1.0157695 1.1100599 1.1174185 1.0297006

The correction factors due to Rao and Scott (d) and Fellegi (d) are
2=0995075 and  d= 1.025620
so that our corrected X% are
X3=10427083 and X% =00.223085

Clearly these statistics are so close in value to the uncorrected X? that they do not
change our conclusion that we reject our hypothesis of independence. At a glance,

we have the following:

Variables df @ ] X X2 X2

HPxHS 6 0.995075 1.025620 40.227980 40.427083 39.223085

In summary, our average cluster is only approximately of size two and we have a
reasonably large sample size. All else being equal, the seriousness of the deffs may be
greater for larger cluster sizes or particular covariance matrices (Rao and Scott 1981,
Thomas and Rao 1987). The cell deffs are small as are the marginal deffs. With
respect to the marginal deffs, Hoit, Scott and Ewings (1980) warn against using X2
test statistics without some correction factor if, in a two-way table, both variables
have marginals with high deffs. In our illustration the design eflects arc such that
neither our cell nor marginal deffs should cause us undue alarm as in no instance
were they as large as 1.2. Given this combiaation of factors, we conclude that it is

not necessary for us to apply correction factors to X? in this instance.
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It might be noted here that when future studies of a similar nature are carried
out by this research team, it would be worthwhile to calculate deffs for those vari-
ables in contingency tables which will be examined. Design effects allow us to judge
whether or not it is reasonable to proceed with analyses which assume simple random
sampling. So too, we may use design effects as inflation factors to the sample size if
subscquent studies are going to again employ cluster sampling of households. That
i, we calculate the sample size under the assumption of simple random sampling and

then multiply by this factor (Cochran 1977).



3.3 Logistic Regression for Health Status and Two
Health Practices

Although analysis by cross-tabulation using measures of association is interesting and
has a place in trying to get a profile of our sample, there are other analytical tools
available which allow us to explore our data further. The rescarch questions posed,
together with the nature of much of the data, led to logistic rcgression and loglincar
analysis being among the tools used in this study.

In several instances we wished to examine how variables which are thuught
to be health indicators, are related to a dichotomous self-assessed health status
variable which takes a value of 0 if health is poor (fair/poor) or 1 if it is good
(good/excellent). These variables are behaviors or practices whose presence or ab-
sence, or degree thereof, have been regarded as indicators of overall health status in

previous studies. See, for example, the Alameda County Study as mentioned earlicr.
3.3.1 Sleep and Health Status

There are many different relationships between our health variables whose investiga-

tion is hwhile. One h hesis was th»’ a

amount of slecp is associated
with good self-assesscd health status. More specifically, if sleep is associated with

health status, what is the optimum number of hours of sleep?

Excluding obvious outliers, such as an average of 1 or 20 hours of sleep per night,
our independent variable sleep took values between 3 and 10 and our binary response

variable took values of 0 or 1, for poor ot good self- d health status, respectively.

Using logistic regression to explore the relationship between these variables, we fit a



logistic regression model of the standard form

v
Plsuccess) = o—
where P(success) is the cstimated probability that the dent will have good

health status (success, Yyuat = 1) rather than poor (failure, Yyuuee = 0). u is
a linear function of the independent variable, sleep. That is, u = fo + fi X iecp.

Expressed in terms of the logit, or log of the odds, u = log ({Zipezel.).

T=Plouccess)
‘We begin by fitting a simple linear model and plan to move to a more complex
model if it is needed. Using the statistical computer package BMDP, a stepwise
logistic program LR, was run to fit a linear model in the variable sleep as described
above. In the BMDP program, a model was specified with the interval variable Xypee
as the independent variable and the grouped self-assessed health status variable,
Yihstat, as the dependent variable. BMDP was initialized to commence with these
variables in the model, including a constant term, and allow terms to move into or
out of the model based upon the maximum likelihood method of sclection of terms.
The resulting modei is

P(Yyhstat = 1)
1= P(Yphotat =1)

log(odds) = log ( ) = 74192 + 10486 X s,

or
ezp(.74192 + 10486 X i)
T+ czp(T4192 + 10186 ecp)

P(success) = P(Yypotat = 1) =
Examination of the results shows that this model does not at all fit the data. With
a p-value close o zero for the goodness-of-fit X2 test statistic, the hypothesis of the
model fitting the data is rejected. Plotting the number of hours of slecp against the
natural log of the ratio of good to poor health status (figure 3.1), immediately reveals

that one reason for this is that we are fitting a linear model to what is clearly not a

linear phenomena.



g Odds versus Hours of Sleep
odds=ratio of good to poor self-assessed health status

log(odds) = .74192 + .10486 X,tccp

e

Log Odds

10G 0DDS

» Goserved
i

Number of Houts Sleep

Figure 3.1: Log Odds versus Number of Hours Sleep (Linear Model)

Given the curved shape of the observed data, the program was run again, this
time allowing for the independent variable X,ecs, and its square XJ,., to enter into
the model. That is, since the plot suggests a curvilinear relationship between odds
of good to poor health and the independent variable sleep, a quadratic model in the

variable slecp was fitted. The resulting model is
log(odds) = —5.2570 + 1.8718 X ecp — .12654X 2,

Based on the corresponding p-value of .901 we do not reject this model. The values
predicted by the model are in close agreement with the observed data. Below we

have a summary of selected results from this logistic regression program:



Summary of Selected Results
Number Number Number Observed Predicted Predicted Standard

of Hours of of Log Odds Log Odds Odds Residuals
Sleep  Successes Failures
v=1)  (Y=0)
3 3 T -.8473 -.7805 4582 - 1124
4 16 13 2075 2055 1.2281 .0069
5 80 34 .8559 9384 2.5559 -.44825
6 317 90 1.4326 1.4183 4.1301 1479
7 962 175 1.7043 1.6451 5.1815 9857
8 1060 223 1.5589 1.6188 5.0470 -1.1852
9 140 35 1.3863 1.3394 3.8168 12890
10 50 20 9164 .8070 22412 6091

The optimum average number of hours of sleep per night is 7 in that the pre-
dicted log odds are maximum at 7 hours sleep. At that point the predicted odds are
5.1815 (log odds= 1.6451). That 1, under this model, given 7 hours slecp per night,
the odds of reporting good health status (as opposed to poor) are 5 to 1. For those
reporting only 3 hours sleep, the predicted odds of reporting good health status arc
14582 to 1 (log odds= —.7805). In other words, these people are less likely -~ more
than twofold - to say that they have good (versus poor) health. So then, people
with 7 hours sleep are 11.3 times more likely than people with 3 hours of sleep to
report good health; the odds ratio for people with 7 hours slecp versus 3 hours slecp
is SI818 or 11,3084, On the other end of the spectrum, those with 10 hours of sleep
per night do not fare as badly as those with 3 or 4 hours per night but are worse, with
respect to self-assessed health status, than those reporting 5 to 9 hours per night.
The predicted odds ratio for those indicating an average of 10 hours sleep per night

is 2.2412 to 1. This is clearly quite a bit less than the optimum ratio of 5.1815. The

odds ratio comparing 7 hours sleep to 10 hours sleep is $181 = 2.3119 indicating that
people with 7 hours sleep are 2.3 times more likely than people with 10 hours slecp
to report a good health status versus a poor health status. This new model fits the

data very nicely as is seen in figure 3.2.
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g Odds versus Hours of Sleep
odds=ratio of good to poor self-acsessed health status

log(odds) = —5.2570 + 18718 X teep — .12654 X7,

Log Odds

106 00DS
OFreacied
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Number of Hours Sleep

Figure 3.2: Log Odds versus Number of Hours Sleep (Quadratic Model)

The standardized residuals are very reasonable, fluctuating between —1.1852
and .9857 and showing no discernable pattern (figure 3.3). With the limited number
of points, of course, any pattern might be difficult to perceive.

The probability plot of the predicted probability versus the observed proportion
is very satisfactory (figure 3.4). As we would hope, our data are linear along a 45°
angle. Plotting the predicted log odds against the observed proportion should result
in a logistic curve. Given the few data points, it was difficult to claim this curve was
definitely exhibited. The plot, however, was not unreasonable; it did not seem to

deviate from a logistic tread.
Classification results for a variety of cutpoints are provided by BMDP. Using a
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Figure 3.3: Standardized Residuals Plot (Sleep)

cutpoint of 813 gives the most satisfactory result overall. Using this cutpoint, based
on our model a case will be said to belong to the group of those with poor health
status if the predicted probability of success is < .813, and bclong to the group of
those with good health status if that predicted probability is > .813. At this cutpoint
75.22% of the successes (good health status) but only 33.33% of the failures (poor
health status) ate correctly predicted with an overall correct prediction of 67.16%.

These classification results are not lar but nor are they startling. That is

to say that although the data fits the model more than adequately, sleep alone is
not sufficient for predicting the health status of an individual. Given the complex

nature of health practices and their interactions with one another and with health
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Figure 3.4: Probability Plot (Sleep)

status, this is ot surprising. Nonetheless, our results are interesting and it remains
that we can see from the logistic regression that the average number of hours sleep
is associated with the binary health status variable with 7 hours being the optimum

number of hours sleep for success of reported health status.

Note that there are other factors that the medical scientist might take into
account to more fully describe the relationship between health and sleep. Age and
sex are two such factors. So too is sleeping pattern. For instance, 7 consecutive hours
of slcep might not have the same effect as 5 consecutive hours at night with a 2 hour
afternoon nap each afternoon. As well, the effect of sleep may interact with daily

activity levels and stress levels. For example, 7 hours sleep might have a different
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effect on a person with a job requiring much physical activity but associated with
low stress, than on a person with a stressful desk job requiring little physical activity.
‘We can see then that even what appears to be a simple variable such as sleep may be
quite complex and have complex interactions with other variables. This means that
it is difficult to isolate and describe a pure sleep cffect and to disentangle its cffect

on health status.
3.3.2 Drinking and Health Status

For some time it has been said that a moderate amount of drinking is not detrimental
to one’s health. In fact, it has been suggested that those who report having a drink
a day also report having the best health. We study this relationship with our data

set.

In looking at drinking behavior, we exclude those respondents who are not cur-
rently drinking but who did drink in the past. Although this subgroup are currently
not consuming any aleohol at all, it is oversimplifying matters to include them in the
same group as those who have never drank or who drink but very infrequently (less
than once a month) as they differ somewhat from this group. Of the former drinkers,
64% said they had good health status. This is quite different from those who never
drank of whom 78% claimed to have good health. The entire group of respondents
excluding only the former drinkers, boasted almost 83% with good health. And we
note that of the 127 former drinkers, 33% of them said they stopped drinking duc
to health reasons. Finally, we find that the distribution of drinking quantitics dif-
fers substantially between former and non-former drinkers with the former drinkers
consuming more alcohol when they did drink than the non-former drinkers currently

consume.



In our first exploration of this variable’s proposed association with health status,
we use BMDP logistic regression with Xgriax as the independent variable and Yjh,at
as the response variable. As was the case when we studied the relationship between
sleeping and health status, we find that a lincar function is not sufficient to describe
the relationship between these variables. An examination of the plot of the number of
drinks against the observed odds of good to poor health, suggests that it would again
be appropriate to provide a quadratic term for possible inclusion into the model.
When a quadratic term is included, the outcome is more successful resulting in a
non-rejection of the hypothesis that the model fits the data (p-value=.849). The

model is given as

log(odds) = 1.3167 + 34536 X arink — .04875X7% ;.

‘When the former drinkers are included in this analysis as current non-drinkers,
the overall trend is almost identical to what it is with them exclnded and although
the corresponding gencrated model does not fit the data quite as well (p-value=.677),
it certainly fits adequately. This would in part be due to the fact that the former
drinkers only made up for less than 4% of the total surveyed group so even though
their behavior is different from other segments of the population (as outlined above),
they constituted such a small number that the results would not have been unduly
confounded had they been kept in the data set coded as current non-drinkers.

The optimum number of drinks per week is between 4 and 5 (figure 3.5). This
quantity corresponds to a predicted log odds of good to poor health status of 1.9181
(0dds=6.8080). In other words, those drinking 4 to 5 alcoholic beverages a week
claim to have good health almost 7 times more frequently than poor health. This
ratio decreases somewhat as the number of drinks decreases with those not drinking at

all or drinking very infrequently boasting good health almost 4 times as often as poor
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Log 03ds

Log Odds versus Number of Drinks/Week

odds=ratio of good to poor self-assessed health status

log(odds) = 1.3167 + .34536 X srink — .04875X2,,.,,
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health (odds=3.7311). The odds decrease more as the number of drinks increases.
The worst group consists of those who consume at least 29 drinks a week. That is,
the group with the least favourable claim to good health average more than 4 drinks
a day. For these people the predicted odds are 1.6095. So then, the odds of being in
the good health category given one consumes the optimum of 4 to 5 drinks per week
are 3228 or 4.2 times higher than the odds of being in the good health category given

odds of reporting good health are $33% or 1.8 times higher for those drinking 4 to §
alcoholic beverages a week than for those not drinking at all. This supports previous

Figure 3.5: Log Odds versus Number of Drinks per Week

one consumes at least 29 drinks per week. That is, people are four times more likely

to report good health if they drink moderately than if they drink excessively. The
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claims that moderate drinking (although not as much as a drink per day) is most
often associated with good health. Although each category of drinking sees more
people stating they have good rather than poor health, the ratio changes depending
upon which category a person belongs to with the odds maximized for those drinking

moderately and minimized for those drinking excessively.

The standardized residuals are acceptable, ranging from —1.2365 to 1.2413. The

probability plot (figure 3.6) is also reasonable.
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Figure 3.6: Probability Plot (Drinking)

The best we can do for classification results is to use a cutoff point of .813 which
gives a 63.60% correct classification of successes and a 48.74% correct classification

of failures for an overall correct classification rate of 61%. As before, this means that
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one is categorized as belonging to the good or poor health status group depending
on whether the predicted probability of success is > .813 or < .813, respectively.
The percent correctly classified is not exceedingly high but the same rationalization
exists here as with the health practice, sleep, namely that although a rclationship
clearly exists between drinking behavior and health status, this variable alonc is not

sufficient for predicting health status.

3.3.3 Drinking and Health Status, Controlling for Educa-
tion

Health status is related to the amount of alcohol consumed. We speculate that pat-
terns of drinking might change with educa. onal level and hypothesize that health
status improves with an increase in educational level. To see how alcoholic consump-
tion and educational level interact and influence health status, further cxamination

of these variables is required.

The logistic regression program is run as before but this time the variable educa-
tion is factored into the equation. A person’s educational level is catogorized as being
cither at most high school (educ=1), post-secondary but not university (educ=2), or

at least some university (educ=3).

With education, drinking and the square of drinking considered for inclusion
into the model, the hierarchical rule was followed. That is, at any point no term may
be in the model unless all its lower order terms, including main cffects, are also in
the model. The model generated by BMDP LR follows:

log(odds) = 1.8025 + 15275 X arink — -029506X 70 + .043818X (1)eaue

+ 89772X (2)educ + 039198 Xarink X (1)educ — 11140 X drink X (2)educ
where the odds are the ratio of good to poor health status. The p-value from the
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above model is .362 so that the hypothesis of the model fitting the data is not rejected.

The standardized residuals, depicted in figure 3.7, range from ~2.2131 to 1.9219,
although most are between —1 and 1. The data in the probability plot (figure 3.8)

follow a reasonably linear trend along a 45° angle.
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TFigure 3.7: Standardized Residuals Plot (Drinking, controlling for Education)

The best cutoff point the model provides is between .783 and .813 when our
percent correct classifications are 61.36% for success, 67.45% for failure and 62.42%
overall. When we considered the relationship between health status and drinking,
we found that although there is an association, our drinking variable alone was not
sufficient for predicting one’s health. When we control for education we discover

that we cannot improve upon the power of prediction. While an 7ssociation exists
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Figure 3.8: Probability Plot (Drinking, lling for Education)

between drinking, education and health status, it remains cleav that we are dealing
with a complex phenomenon. Knowledge of both one’s drinking behavior and educa-
tional background is still not sufficient for us to be able to predict one's self-assessed
health status with any great degree of confidence. Including more variables might
improve our power of prediction but then too our model will become more compli-

cated. Intuitively this is what we might expect; we acknowledge that there are many

behaviors and i ions between beh which will influence our overall health

and well-being.

Regardless of the inability of the model to predict health status with a greal

degree of confid there are some i things to be gathered from it. Let us
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examine it in more detail.

The design variables, X (1)etue and X(2)edue a5 seen in our model, take the
values of —1 and —1 at the lowest educational level, educ=1. They take values of 1
and 0, respectively if educ=2, and values of 0 and 1, respectively at the educational
level of at least some university, educ=3. Substitutiug these into the model produces

the following three equations:
educ=1 log(odds)= .860962 + .224952 X rinik — 029506 X2,

educ=2 log(odds) = 1.846318 + .191948 Xurink — 029506 X7,;x

educ=3 log(odds) =" 2.70022 + .04135 X arini — 029506 X,

Log Odds versus Number of Drinks/Week, controlling for Education
odds=ratio of good to poor self-assessed health status
log(odds) = 18025 + 15275 Xarink ~ .029506X 3rint + 043818X (1)educ

+ 80772X (2)edue + 039198 X drink X (1)educ = 11140 Xarink X (2educ

Log Odds

Number of Drinks

Figure 3.9: Log Odds versus Number of Drinks per Week, controlling for Education
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In spite of the fact that the data do not fit the model as neatly as when education
is not included, when we control for educational level a couple of interesting patterns
are uncovered. In the first place, figure 3.9 immediately shows that regardless of
the relationship between drinking and health status, in gencral one’s health status
improves as one’s educational level increases. Secondly, the rclationship between
drinking and health status is extremely similar for the two lewest educational levels
but this relationship differs markedly from that observed for the highest educational

level.

When we look at the group having at most a high school diploma, we sce that
the ratio of good to poor health status peaks at 4 to 5 drinks per week and is worst at
29 or more drinks prr week. This was the same as with the original inodel which did
not factor education into the equation; however, the difference between the maximum
and minimum odds ratios is not nearly as pronounced as :vhen all educational levels
were taken together. In both cases, at alcoholic consumption levels of at least 29
drinks per week, the odds of reporting good to poor health were less than 2 to 1
(odds=1.6). On the other hand, at the level of 4 to § drinks, when all education
groups were taken together the odds were almost 7 to 1; this drops to under 4 to |

for the same drinking category for the lowest education group.

The pattern for those in the next educational level is almost parallel to those
belonging to the lowest level with the odds being greater at each drinking category
for the higher educational group. It should be noted that the peak is now 3 drinks
(0dds=8.6) instead of 4 to 5 (odds=8.5) although the difference is barely discernable.
This is the reverse of the lowest educational group, but for both cducational levels
the two categories of drinking with the best reports of health status (3, and 4 to §

drinks per week) were extremely close.
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The curve for the highest educational level is more dramatic than those of the
two lowest levels. The group of people belonging to this highest level displays a
different relationship between drinking and health. Good health is reported most
frequently for those drinking one or no alcoholic beverage a week and the frequency

steadily declines thereafter. As with the other groups, the greatest amount of alco-

holic i ds to the odds ratio of good to poor health, At
this point, people report good health only twice as often as they report bad health.
For these heaviest drinkers, this is a better ratio than for the heaviest drinkers with a
maximum of high school but it is not as good as for the heaviest drinkers in the middle
education group. For people with at least some university, the dramatic increase in
good health status reporting belongs to those at the other end of the spectrum where

having one o no drinks per week corresponds to reporting good health 15 times more

frequently than reporting poor health, The predicted odds arc 15.1 and 14.9, respec-

tively, for these two drinking classifications. Although the ratio values drop off after
this, they do not drop below even 9 to 1 uniil the drinking category increases to 6
or 7 drinks per week. Even then, we can continue to state that people in the highest
cducational group have better health than those in either of the two lower groups at
almost every drinking level. Also, while a moderate amount of drinking is associated
with reporting good health most frequently in the two lower educational groups, for
those in the highest education group, consuming only one alcoholic beverage a weck

o not drinking at all is associated with the most frequently reported good health.
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3.4 Hospital Utilization: A Loglinear Analysis

We have considered sev +al models which look at the relationship between health
status and health habit indicators such as sleeping and drinking practices. We now
continue to examine health habit indicator variables further. A primary purposc of

this study was to look not only at health practices but to examine how they relate to

medical care utilization as d by hospitalizations and visits to the doctor. In
what follows, we wish specifically to sec if practising good health habits is associated
with whether or not one is hospitalized. We first develop models involving health
habit scores and hospitalizations. From there we wish to develop a model considering

the additional variables of sex, age, and education.

As described in chapter 2, the data were linked with hospital utilization data
accumulated for the previous four years. This variable is coded as 0 or 1, where 0
is 1o hospital days for the previous four years and 1 is one or more hospital days in
that same period. Hospitalizations due to pregnancy or delivery were ignored. The
time frame of four years for hospital utilization data clearly differs from the snapshot
in time of health practices as elicited from our sample in the questionnaire. Thus, in
our analysis we assume that the health habits of the respondents at the point of the
study are the same habits that they would have had for the previous four years. A
currently on-going longitudinal study will track reported health practices and enable

such assumptions to be validated.

3.4.1 The Health Practice Score

A considerable amount of effort went into creating an index of health practices. The

following health practices — or lack thereof - are considered standard: eating break-

fast, smoking, drinking, slecping, of weight, and exercising (sce Belloc
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and Breslow 1972, Belloc 1973, Breslow and Enstrom 1980, and Segovia et al. 1987).

After various preliminary exploratory analysis, such as the examination of mea-
sures of association, the breakfast variable - cating breakfast every day, occasionally
or never — was dropped as a health practice. Its association with health status was
negligible and consequently it was not included in the composite index of health
practices. A person was considered to have a good health practice with respect to
weight if he had correct weight as measured by the Quetelet index (Metropolitan
Life Tables) where the Quetelet value is calculated as a function of a person’s weight
and height. A score of a moderate to very active exercise habit was coded as a good

health practice as was an average of 7 to 8 hours sleep per night.

Some of the complexitics inherent in gauging whether or not a person has a
good drinking habit were discussed in the previous section. All things considered, a
person is here accepted as having a good drinking habit if he o she has an average

consumption of at most 5 alcoholic beverages per week.

It is also ambitious to try to categorize smoking habits as simply good or bad.
Obviously it is a good if an individual never smoked. So too it is not good if an
individual does smoke, although the degree of ‘badness’ changes substantially de-
pending upon the amount smoked and the duration of the habit. Former smokers
are much more difficult to classily as having a good or bad smoking habit. Much is
written that acknowledges that smoking cessation is unquestionably good. However,
the amount of time required before an ex-smoker approaches the same risk level as
‘never-smokers’ of diseases known to be worsened by smoking - such as heart disease
and lung cancer - is dependent upon such factors as the length of time since cessa-
tion, the amount of smoking while a smoker, and whether cessation occurred after

the onset of smoking-related diseases. Although the benefits of cessation are almost
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immediate, the literature suggests that dependent upon the aforementioned factors,
an ex-smoker does not approach the same risk level as ‘never-smokers’ until after 5,
10 or even 15 or more years. For this reason, for the purpose of our analysis we only
count those who have never smoked as having a good smoking health practice. For
discussions of smoking and consequences of cessation, see Cook et al. (1986), Griffith
and Garcia (1989), Warner (1989), Belt (1990), Miller et al. (1990), and the U.S.
Department of Health and Human Services (1990).

Although each health practice was coded as either good (1) or bad (0), they
do not carry equal importance as health habits. The frequency distribution of cach
variable was studied and each one was cross-tabulated against self-assessed health
status to provide measures of association to assist in the assigning of appropriate
weights for a health practice score. This, together with an examination of logistic

analysis led to the following weights:

Weighting Factor Positive Health Practice
smoke (never)

4 exercise (moderately to very active)

3 weight (correct - Quetelet index)

2 drink (maximum of 5 per week)

2 slecp (7 to 8 hours per night)
Other weights have been studied with this data set (Segovia et al. 1987) but given
the exploratory analysis, the above is a reasonable weighting distribution for a health
practice score. This score ranges from 0, when all health habits are negative, to 15
when they are all positive. We might express the health practice score as an equation
with weights,

Health Practice Score =y, wip;

where w; is the weight of the ith health practice and p; is an indicator variable for

the ith health practice, taking a value of 1 if the health habit is practised and 0 if
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it is not. The scores calculated from each possible combination of health practices
were studied after which a grouped health practice score of three levels was created.
Scores of 0 to 7 belong to those with the lowest level of positive health habits. This
is followed by those with scores between 8 and 10. The group with scores between
11 and 15 have the highest level on this grouped health practice score. We may uote
at this point that we could look at logistic regression using the full health practice
score from 0 to 15 rather than a grouped score. This, in fact, was examined briefly

before continuing with a loglinear analysis.

3.4.2 Modelling for Hospitalizations and Grouped Health
Practices

In trying to determine the relationship between the dichotomous hospitalization vari-
ableand the health practices information, various models were fitted to the data using
the procedure, LOGLINEAR in SPSS-X. Although it is common to treat all categori-
cal variables as nominal, the grouped score for health practices is an ordinal variable.
Agresti (1984) discusses how one might take this ordinality into account by testing a

somewhat more complex model than that of simple independence of the two variables.

With the hospitalization observations as the nominal row variable H, and the
grouped health practice score as the ordinal column variable P, we test the row effects
model

log Fyj = pt+ M + A + 7i(v; - )
which uses the standard notation where y is the grand mean of the logs of the expected
frequencies and A/’ and A} are the terms for the main effects of hospitalization and
the grouped health practice score, respectively. In the last term, v; is the jth score of
the column variable P, and 7; is the slope for row i (i = 1,2) of the deviation within

that row, of log Fi; from the simple independence model, log Fij = j + A¥ + ).
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Furthermore, T\ = TP = ©r = 0.

With a likelihood ratio G2 = 0.094 with 1 degree of frecdom and a corresponding
p-value=.759, we do not reject the hypothesis that the row effects model is a good
fit. That s, the model fits the data well when the grouped health practice score is

treated as ordinal.

‘When the simpler model of independence which ignores the row effects term is
fit to the data, it gives a likelihood ratio value of G*=2.640 with 2 degrces of freedom
and a p-value of .267. Again we do not reject our hypothesis that the model fits the

data well.

For the test of the hypothesis of independence given row effects, we calculate
G? as the difference in G*s between the independence and row cffects models. This
produces G?=2.546 with 1 df which leads to a non-rejection of the hypothesis; given
that the row effects model is satisfactory, we additionally claim that health status
and health practices are not associated when the ordinality of the health practices

score is considered.

In summary, we partition G? to give the following table:

Model i a?
Independence model log Fyj = p+ M + AP 2 2640
Row effects model log Fyj = p+ A 4 AP 4 7i(v—8) 1 094
Independence, given row effects 12516

It is reasonable not to reject whichever of these models of independence we adopt.
As is generally the case under such circumstances, we fit the simpler model. The
simpler independence model implies that hospitalization is independent of health

practices. It is commonly understood from medical studies, however, that good health
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practices can improve one's health and longevity. We would thus strongly expect
health practices to be related to hospitalizations. The fact that this relationship does
not appear here may not necessarily be due to the absence of the existence of sucl, 2
association. Variables such as health practices and hospital utilization are complex
and may not be captured by these models and, in particular, by our current variable

measures.

3.4.3 Examination of the Row Effects Model

Although we fit the independence model, the row effects model was not rejected
50 it is interesting to briefly study this model a little further. Let us examine our

contingency table in terms of the row effects model.

Grouped Health Practices (P]
Hospital (H) [T=low (0-7) | 2=medium (8-10) | 3=high (11-15) | Totals
0 days 117 667 504 2288
(1115.59) (669.83) (502.59)
[1130.69] [666.16] 491.15]
STday 285 159 105 59
(286.41) (186.17) (106.71)
[211.31] [159.84] [117.85)
Totals 1402 826 09 2837

The first entry of a given cell is the observed frequency, the second is the expected
frequency under the row effects model and the third is the expected frequency under

the independence model.

From running the SPSS-X loglinear program for the row effects model, we have
# = .048, and since ;7 = 0, it follows that #, = —.048. While the slopes are
close to zero, their direction is as we would expect. For the first row (H=0) # is
positive, while for the second row (H=1) #, is negative. Since 7; > 7, of the two
hospitalization groups, the first group is the one with the better health habits where 2

better health habit is reflected in a higher grouped health practice score if we accept

108



the ordinal nature of this variable. It is not surprising that this positive trend is
exhibited by the group without any hospital days. On the other hand, the negative
slope for the second group reflects the decreasing probability of at least one hospital

day as the health practice score increases.

Put another way, with the row fixed at i = 1, the positive slope # reflects the
increased probability of no hospital days as the number of health practices increases.
With the row fixed at i = 2, the negative slope #, indicates that the probability of

having at least one hospital day increases as the health habits index decreases.

If we think of this in terms of odds ratios, under the row effects model we
say that conditional on belonging to the first row - that is, having no hospital days
- the odds of having a low score (P=1) as opposed to a medium score (P=2) arc
1559 — 1.67. The odds change only slightly to 2241 = 1.83 for those belonging to
the group having at least one hospital day. The odds ratio, therefore, is :22 = 0.91,
so that the odds of having a low number of health practices rather than a medium
number, are almost the same for the group with no hospital days as for the group
with one or more days in hospital. The same value for the odds ratio exists for the
other two adjacent columns - that is when comparing hospitalizations for those with
a medium health practice score to those with a high score. This ratio is very closc to

1and is even closer to unity under the simple independence model which ignores the

ordinality term.

The odds of having a low rather than a high health practice score are 2.22 and
2.68 for H=0 and H=l, respectively. The resulting odds ratio of .83 is still close
to unity although not as close as when we examined adjacent columns. Although
the odds ratio for the adjacent columns were the same, the magnitude of the ratio

changed for the extreme columis due to the ordinality of the column variable. Under
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the simple independence model which ignores the ordinality, the odds ratio for the
extreme columns is the same as the ratios for the adjacent columns, that odds ratio
being essentially unity.

‘The odds ratios for the adjacent columns can also be computed directly from
the slopes 7;, i = 1,2 since the difference between them is equal to the log of the odds
ratio. And since v; = j, the odds ratios for the adjacent columns are equivalent (see
Agresti 1984). That is,

Iufe _,

Jufs _, .
Tofan = Fafn !

og &

Ty~ =log

so that

G =eth = 996 = g

‘We note here that the above contingency table is a small two-way table and the
cell frequency counts arz reasonably large. We therefore also looked at the relationship
between health practices and hospitalizations without grouping the health practice
score into three categories. Instead the health practice index was kept in its original
form as a weighted score taking values from 0 to 15. It was then treated first as an
ordinal and then as a nominal variable. The same conclusions were drawn however
- namely of no association between health practices and hospitalization - which
suggests that our grouping cutpoints into the three categories are reasonable. It is
necessary to have such a grouping as we add variables to the model thus increasing
the number of cells in the contingency table. Then, even with our reasonably large
sample of approximately 3000 individuals, the number of variables involved requires
that categories be collapsed in order that the expected frequencies in the cells of
the contingency tables be acceptable. As the number of cells increases so too does
the possibility of too many sampling zeros which makes the asymptotic sampling

distribution assumptions invalid.
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3.4.4 Fitting a more complex model

The model of independence was not rejected. When we test for association between
health practices and hospitalizations, G*=2.640 and df=2 for a p-value of .267. los-
mer (1989) mentions that if we are going to continue to add terms to a model,
individual terms which when tested for significance give p-values of magnitude up to

approximately .25 might not ily be i diately discarded as inzignificant

A term may interact with other variables in such a way that it could remain in a
more complex model as part of an interactive term. We wish to further examine
our hospitalization variable when sex, age, and education are included in the model.
The health practice score is left in as it may be associated with onc or more of these

variables as they in turn interact with the hospitalization variable.

The SPSS-X hierarchical loglinear program, HILOGLINEAR, with backward
elimination was run. This program commences with the saturated model and deletes
one term at a time until a simpler model is generated, As a first step the following
variables were entered into the model: hospitalization (H), grouped health practice
score (P), sex (S), age (A), and education (E). Age was grouped as 20-44, 45-61, or
>65 years old. Education was coded into two levels - at most a high school education

or at least some post dary education. Other cutpoints were tried with these two

variables but the results were the same in as much as the same models were gencrated

under these different groupings. The cutpoints given above then, appear acceptable.

The saturated model is given by
main effects 2.way interactions
log Fijeim =+ M + 0+ 05 + M+ AZ+MIP L \IS 4 AIE

H S HPA SAE "PSA HPSE PSAE HIPSAE
FNEES R NP - X0 MRS AGERE 4+ MRERE +

3,4,5-way interactions

which includes the fifth order interaction term and cach two, three and four-way
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interaction term as well as the main effects ~ hence the word hierarchical’ to describe
the model. A more convenient notation for this model is [H PSAE) which is the five-
way interaction term, All simpler interaction terms and main effects are implied by

this notation.

The results of the tests that the k-way and higher order effects are zero for

k=1,..,5 and that the k-way effects only are zero are given below:

k-way and higher k-way
df G”__ p-value k df G p-value
4 3.012 5558 1 7 3066.252 .0000
20 29.283 0823 2 19 559.576 -0000
45 104.200 .0000 3 2 74917 .0000
4
5

64 663.776 0000 16 26.271 .0503
71 3730.029 .0000 4 3.012 5558

— e & o]

From the first table, we do not reject the hypothesis that the 5th order effect is zero
and at the 5% level of significance, we also do not reject the hypothesis that the 4th

and 5th order interactions are zero.

In testing that the k-way effects are zero, we conclude that the 15t, 2nd and
3rd order effects should be added to the grand mean in the model. While the 5th
order effect nced not be included, it is questionable whether we should include any
4th order terms. The test that these effects are zero yield G?=26.271, df=16 with
p-value=.0503 so using ezactly a 5% level of significance, we would choose not to
include four-way interaction terms. It would be desirable if no 4th order effects were
included but if instead a simpler model, with at most three-way interaction terms,

were to fit the data reasonably well.

The hicrarchical model that is produced has generating class [AE,PE,PSA,HS A]
which, in recalling the hierarchical notation, means that all lower order terms are also

in the model. With G?=53.106, df=43 and p-value=.139, we do not reject the hy-
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pothesis that this model is a good fit. Upon closer examination of the contribution
of the two 374 order terms to this model, it seems likely that as it exists here, both
these higher order terms will need to remain in the model for it to fit the data. well,

This will be discussed presently.

There are associations in this model. It would be useful, thercfore, to know
the underlying nature of the dependency. One possibility is to model for lincar
dependency by considering the possible linear trends in the odds ratios due to the
ordinality of the variables. While in our hierarchical model each variable is treated as
nominal, the three levels for both age and grouped health practices are ordinal. To
examine this more closely, we take the model as generated by the HILOGLINEAR
program and run the LOGLINEAR program with the same terms specified but now
treating the variables age and grouped health practice score as ordinal, The design
specification is

log Fijkim =t +M + A0+ 0] 4 M 4 A5 + MS +7/M(vy —3) + 7S (u; — )

+B"4(u; =)0 = T) + 7B (uj = W) + 774 (v = 9) + 745 (0 — 7)
15 (u; = )0 = 9) + iS40 - 7)

where

ZH =EXN=SN=EM =S\ =M =s{f ="
=Zff =P =Tt = Lrff = £l = Dl = St =0,

Note that 7 = 1,...,hj = 1,...,p;k = 1,...,80 = L,...,¢;m = 1,...,¢, so that

this model has the degrees of freedom given below. This is left unsimplified so as to

indicate the degrees of freedom for each estimated parameter.

df =hpsae—[1+(h=1)+(p=1)+(s—1)+(a—=1)+(e=1)+(h=1)(s —1)
Fh=1)+(s=D)+1+(e=1)+(s—=1)+(e=1)+(s=1)+(h=1)(s = 1)]

HS is an interaction term between two nominal variables. The association terms

for HA, PS, PE, SA and AE are the different row effects similar to that which
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was discussed earlier in the row effects model which had only the two variables,
hospitalization and health practices. The PA term is a linear-by-linear association
for the two ordinal variables, grouped health practices and age. The PSA effect is
an association between these two ordinal variables with the nominal variable sex.
Finally, HSA is the association term for the nominal variables hospitalizations and

sex, and the ordinal variable age.

This model gives a goodness-of-fit test statistic, G?=86.77069 with df=55 and
p-value=.004 so that the hypothesi. that the model fits well is rejected. Whatever
dependency is exhibited between the variables in the hierarchical model, it cannot be
explained in terms of a linear trend by simply adding vhe ordinal effects of age and
grouped health practices into the model. The hierarchical model was also adjusted
to account for the row effects terms for age or health practice score alone while the
other variable was treated as nominal. The models produced from this also led to

rejecting the hypotheses of a good fit.

Since the ordinality of two of the variables does not explain the association in
our model, we return to our ouginal hierarchical model [AE,PE,PSA,HSA] which
was an acceptable fit. While it is a good fit, closer examination might suggest terms

which could be dropped without setiously reducing the goodness-of-fit.

When the estimates for this model are exzmined, for instance, we see that for

one of the four estii for the th it ion of health practicc
score by sex by age, the hypothesis that the parameter is zero is rejected at the
5% level of significance. Dropping this three-way interaction term while retaining
the lower effects generated by it would siinplify our model somewhat and make it
more readily interpretable. For the partial association of this term in the saturated

model, however, the observed significance level is very small for this association,
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implying that it might be an important term to retain in the model. When this term
was dropped from the hierarchical model, the resulting model was not a good fit so
it was rejected. The results would be similar if the other three-way cffects term,
hospitalization by sex by age, were dropped while keeping its implicd lower order

effects. The remaining Z-values of the esti for the hi hical

model were such that all the corresponding terms were kept in the model.

As well as investigating the possibility of dropping terms from our model, there
may be other terms which are not added by the HILOGLINEAR procedure but which
we intuitively believe should be in the model. The interaction between hospitaliza-
tions and grouped health habits, HP, is one such term. While the only two-way
interaction terms missing from this model are HP, HE and SE, it is HP which is
the the most notable. For what we are studying, it may not be too interesting that
such a model does not indicate a significant relationship between sex and education
when all the other variables are considered. The lack of association between hospi-
talizations and education may be more interesting but not too surprising. We might
well expect, however, that hospitalizations and health practices interact in such a
way as to contribute significantly to the fit of the model. In our carlier indepen-
dence and independent row effects models, however, this was not the case. This lack
of association between these two variables was reinforced again in this more com-
plex hierarchical model so we do not add the term to the model. Our final model,
therefore, is the one which was generated by the HILOGLINEAR procedure, namely
[AE,PE,PSA,HSA] or

log Fijttm = +MT 20+ A5 4+ M A5 4+ MS 4 A4 4 05
FARA 4 LB 4 M4+ MIE 4 AESA 4 M54
This indicates three-way interactions between our main variable of interest, hospital

utilization, and sex and age, and between health practices, sex and age, together
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with the two-way i i ing from these iati The other two-way

interactions which exist are between health practices and education, and age and

education. These associations will be discussed presently.
3.4.5 Residuals for the Hierarchical Model [AE,PE,PSA,HSA]

It remains to exumine the residuals. Of our adjusted standardized residuals for the
72 cells, only three exceed 1.96 with values of 2.05, 2.30 and 2.41. This is reasonable
since we would by chance expect 5% of the residuals to exceed 1.96. Of the remaining

residuals, all but nine do not exceed 1.645 in absolute value.

Adjusted Residuals versus Expected Normal Values
for hierarchical model [AE,PE,PSA,HSA]

Expected Normal Valus
s

Adjusted Residual

Figure 3.10:  Adjusted Residuals versus Expected Normal Values,
[AE,PE,PSAHSA]
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The normal plot of the adjusted residuals against the expected normal values
(figure 3.10) is almost linear along the diagonal with the small deviation that does cx-
ist being predominantly for negative residuals. The correlation between the adjusted
residuals and their expected normal values is .988. A correlation test for normality,
equivalent to the Shapiro-Wilk test (Minitab Reference Manual 1989), results in a

non-rejection of the hypothesis that the adjusted residuals are normally distributed.

Expected Counts versus Adjusted Residuals
or hierarchical model [AE,PE,PSA HSA]
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Figure 3.11: Expected Counts versus Adjusted Residuals, [AE,PE,PSA,HSA]

The plot of the expected counts against the adjusted residuals is shown in
figure 3.11. There is a slightly discernable pattern displayed here showing that the

comparatively largest residuals correspond with those cells for which the expected
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counts are comparatively smallest. This suggests that the model does not fit as well
for cells with smaller expected frequencies as it does for cells with larger expected

frequencies.

3.4.6 Summary

Our hicrarchical model is a reasonable one. All the main effects are included in
this model. As well, most of the two-way interaction effects are there. The three-
way interaction of grouped health practice with sex and age (PSA) is such that
the strength of association between health practices and age is somewhat greater for
males than for females. First we note that for males the value of Cramér's ¥/ is .115
while for females it is .083. Although both values are very low, we note that while

Cramér’s V is not a useful measure of association in and of itself, it can be useful

in ing the itude of iation across several tables. Hence we can say
that it appears that the strength of association between grouped health practices and
age is greater for males than for females. Since our marginal distributions between

the two tables are not dissimilar, we have some additional degree of confid in

this measure. In spite of this, we would not rely upon this as a sole measare of

relationship.

‘With both grouped health practices and age being ordinal variables, we use
7 as one measure lo test the strength of the association between these variables,
controlling for sex. For males, 4 = —.274 and for females 4 = .150. Neither of

these values is strong and in addition we recall that 7 tends Lo exaggerate the true

Nonetheless the weak relationship is i ing to look at in terms of

the difference in the direction of association of the sexes. Recall from the earlier

of measures of iations that one i ion of 7 is in terms of the

diff in of

and di pairs of individuals. In the
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case of males, 7 is negative so that the number of discordant pairs is greater than the
number of concordant pairs. That is, there are more pairs for which if one male rates
higher than the other male on grouped health practices or age, then he rates lower
on the other variable. For females, on the other hand, 7 is positive so that there
are more concordant than discordant pairs. In other words, there are more pairs
for which one female ranks higher than the other female on both grouped health
practices and age. Although weakly associaled, it seems that while men become less
active as they age, women become more active. Looking at this in terms of a PRE
interpretation, we recall that + is the proportional reduction in error in predicting
the order of pairs when we move from having no knowledge of their order, to using
the knowledge of the number of concordant and discordant pairs to guess the order of

each pair. As pointed out by Mueller et al. (1977), the signs show that we should use

A

our knowledge of the number of dant and discordant pairs to guess d:
for males and concordance for fernales when looking at grouped health practices with
age. The proportional reduction in predictive error is 27.4% and 15.0% for males and

females, respectively.

‘We examine the PSA interaction a little further. Let us look at the relationship
between grouped health practices with the nominal variable, sex, for the different

age groups. For age groups 20-44, 45-64 and 265, we get V = .036, V = .339

and V = .347, respectively which implies that the degree of association between
grouped health practices and sex is stronger for the two older age groups. We must be
somewhat cautious using Cramér’s V here, however, since the marginal distributions
differ somewhat across the contingency tables for the three age groups. In addition,
therefore, we examine these tables using the cross-product ratio which not only is
not sensitive to the marginal distributions but also reveals underlying relationships

in such a way that they are easily understood. From this we discover that there
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is no difference in the number of health practices between males and females for
the youngest age group. After examining several other measures of association, we
conclude this regardless of which association measure we use. For the older age
groups, however, there is a sex difference with females tending to have better health
practices (as measured by the level of the grouped health practice score) than males.
This tendency is strongest for the eldest age group where females are 4.6 times more
likely than males to have the highest rather than the lowest health practice score.
For the middle age group this odds ratio is 2.3. The difference between the sexes only
appears when we compare those with the least number of health practices to those
with a moderate or high number of practices. With odds ratios of approximately
unity, no difference between males and females is apparent when the two highest

levels of grouped health practices are compared.

The other three-way interaction in our model is between hospitalization, sex,
and age (HSA). If we first look at the interaction between hospitalization and age for
males and females, we note that the difference in the marginal distributions between
the two tables is not so severe as to discard Cramér’s V as a comparative measure of
magnitude of association. For males, V' = .207 while for females it is somewhat less
at V =.103. As before, however, we wish to look at additional measures.

Let us try to put a PRE interpretation on this relationship. There are several

measures we could use in order to do so. We shall use Goodman and Kruskall’s

asymmelric measure T where we treat hospitalization, H, as the d dent variable.

As mentioned in our earlier section, Blalock (1972) and Reynolds (1977a) suggest
7 over Goodman and Kruskall’s PRE measure A when the marginal distribution of
the dependent variable is highly skewed since 7 is less sensitive to such skewness.
In our case, although the marginal distributions are similar across the contingency

tables for males and females, they are very highly skewed on the dependent variable,
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hospitalization. For the bulation of hospitalization with age, the values of
are .043 and .011 for males and females, respectively. Given the proximity of thesc
values to zero, we cannot say for either sex that knowledge of a person’s age reduces

the error in correctly predicting whether or not that person is hospitalized.

Although very close to zero, we recall that while independence of the variables
implies that the measure is zero, the converse nced not hold. A look at the cross-

product ratio still uncovers interesting differences in behaviors between the sexes.

sex age odds ratio
(0 hospital days to > 1 hospital days)

Male 20-44 9.07

45-64 3.96

265 1.97
Female 20-44 3.60

45-64 3.38

>65 1.84

For those in the two elder age groups, the odds of having no hospital days rather
than at least one day in hospital are very similar for males and females. For these
age groups, the odds decrease from 3.96 to 1.97 for males, and from 3.38 to 1.84 for
females as we move from middle to old age. That is, for both sexes the odds of having
zero rather than at least one hospital day, are approximately twice as high for those
in the middle age group than for those in the eldest category. The difference in the
sexes is manifested in the youngest age group with males 2.5 times more likely than
females to have not been hospitalized at all as opposed to having spent at least one

day in hospital.
It remains to look at the two-way interactions AE and PE. Let us express AL in
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terms of a proportional reduction in error measure. Treating education as dependent
upon age we note that since the marginal distribution of the dependent variable is
highly skewed, we again use Goodman and Kruskall's 7 measure. The proportional
reduction in error resulting from moving from no knowledge of a person’s age to
knowledge of this independent variable, is 7g=.120. Considering the cross-product
ratios, we observe that young people are 3 times more likely than middle age people
and almost 10 times more likely than old people, to have at least some post-secondary
cducation rather than a maximum of a high school education; middle age people
are over 3 times more likely than old people to have at least some post-secondary

education rather than at most high school.

The final interaction in our model is that between grouped health practices
and education, PE. The association between these two variables is not very strong.
If we ignore those with the lowest grouped health practices score, then there is no
difference in health practices for the two educational levels. On the other hand, if we
include this low scoring group, we see that those with a low educational level are 1.7
times more likely than those in the higher ~ducational level to have a low grouped
health practice score versus a middle score; the low educational group is 1.9 times
more likely than the higher educational group to have a low health practice score

versus a high one.

The associations which exist in our model are discussed above. As mentioned
in previous sections, there is no dependency between the health practice score and
hospital utilization although we might expect that one’s health habits would have
some bearing on whether or not a person is hospitalized. As suggested by our analysis,
it may be that this relationship does not exist, at least this simply. It may also be that
the grouped health practice score as it is currently constructed for this analysis, is not

a good health habit index mcasurement. This may be partly due to the individual
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health practices being often too complex to dichotomize as either ‘good’ or ‘bad’.
This was already discussed in some detail. Another plausible explanation is that the
health indicator variables which we have used here and which have been traditionally
used in the literature are not only too complex to reduce to simple scores, but may
not always be the best nor most appropriate variables for gauging health status.
What may be required are additional variables and/or new constructions of current
variables which are more appropriate for measuring one’s level of health practices.
The concept of a health practice score is a very complex one. More social medical

study might be necessary to reassess and revise a better index.

123



Chapter 4

Conclusions

exist between p

An effort was made primarily to ascertain if
studied health indicator variables (eating breakfast, smoking, drinking, sleeping,
weight, and exercise) and self-assessed health status, and between the health in-

dicator variables and hospital utilization.

The analyses employed had the underlying ion that the subjects were
selected by means of a simple random sample. Instead, however, a single-stage cluster
design was used to collect data on a sample from the adult population of Metropolitan
St. John's, Newfoundland. For this reason design effects were calculated for two

contingency tables known to be important to the analyses. Since in neither case were

the design effects signi the lytical techni were used with confidence in
their validity under the more complex sampling scheme.
Interactions between health habits and health status were explored using a va-

riety of measures of association. Which measures were chosen reflected the particular

table being i igated, the infc ion that was desired, whether or

not the table was symmetric, whether the variables were nominal or ordinal, and so
on. The strength of association varied with the health practice, with one’s habit of

cating breakfast being so weakly associated with heaith status that it was dropped as
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a health indicator variable from the remainder of the analyses. The other indicator
variables were more strongly related, although based on measures of association none

were overwhelmingly related to health status.

Logistic regression was used to study in more detail the association between
health status and sleeping, health status and drinking, and health status and drink-

ing while controlling for education. Whereas slceping and drinking were treated as

grouped ical variables in the i table analysis using measures of as-
sociation, they were now treated as interval level, and health status was dichotomized

as being either good or poor.

The logistic regression uncovered patterns to the association between these
health practices and health status that were not apparent from the exploratory anal-

ysis. ination of the i i b jated previous studies which showed

that the frequency of reported good health status is optimum for those who sleep
approximately 7 hours per night with the frequency declining. for those with less than

this and declining, but less dramatically, for those with mor than 7 hours.

The association between drinking and health status was not as clearly defined
as that between sleeping and health status. Even so, the logistic regression showed
that, in general, people claimed to have good health less often as the amount of al-
cohol consumed increased; good health was most often reported by those who drank
moderately or infrequently. The pattern of association changed somewhat once edu-
cational level was controlled for. Although it still held that moderate or infrequent
drinking was best, this was most dramatically depicted for those with the highest
level of education. In addition, it was clear from this analysis that, all elsc being
equal, the higher the educational level, the more often health status was reported to

be good.
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Individual health indicator variables were studied and from these a weighted
health practice index was constructed. We wished to see if health practices, as mea-
sured by a composite health habit index, are associated with hospital utilization once
sex, age, and education level are controlled for. Loglinear analysis was used to build
models Lo study the interactions between these variables from this five-way contin-

ncy table. ing i ions were with the most important, as
ge

reflected in our model, being between age and education, health practices and edu-
cation, and between the two three-way interactions of health practices, sex, and age,
and hospital utilization, sex, and age. The most notable interaction missing from
our model was between the health practice score and hospitalizations; this was the
interaction we had set out to examine in the loglinear analysis. One would expect
a relationship between a health practice score and hospital utilization with people
who have good health habits being hospitalized less frequently than those with poor
health habits. Since this is not surfacing in this health study, it is suggested that
the composition of the health index requires further study. In addition, it might be
worthwhile to consider a more in-depth look at the hospitalization variable, both in

terms of the frequency of and the reasons for the hospitalizations.
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INTERVIEWER D

HOUSEHOLD [IT111
swsr [T

BATCH NO. [N

Memorial University of Newfoundiand
Faculty of Medicine

DIVISION OF COMMUNITY MEDICINE AND
BEHAVIOURAL SCIENCES

LIFESTYLE, HEALTH PRACTICES AND MEDICAL CARE UTILIZATION
SURVEY QUESTIONNAIRE

** TO BE REMOVED BY FIELD OFFICE BEFORE DATA PROCESSING

SUBJECT'S NAME. TELEPHONE NO.

ADDRESS




'CONSENT STATEMENT READ

O int.

1.D.  Household

Subject 3
(M.C.P. NUMBER)
FROM Q. 65

a

WE ARE GOING TO ASK ABOUT YOUR EATING AND SLEEPING HABITS NOW.

1.

How often do you eat breakfast?

PROBE: (EATING BREAKFAST MEANS MORE

THAN A CUP OF COFFEE ONLY)

Every day, or amost every day 1 [

Sometimes (3-4 times a week] 5 D

Rarely, or never 3
Do you make any conscious effort to limit the amount of red meat in
your dist for health reasans?

Yes 1 l:l

No 2

Do you make any conscious effort to limit the amount
of animal fat in your diet?
PROBE: (REAL BUTTER, WHOLE MILK, EGGS)

ves 1 [ ]
v o2 [

How many hours do you sleep per night?
(PROBE: SIX, SEVEN?) ~ CODE NUMBER OF HOURS DIRECT

How tall are you?

(WRITE THE ANSWER IN THE UNITS GIVEN BY THE RESPONDENT)

O[O~ =0

How much do you weigh?
RECORD THE ANSWER IN THE UNITS GIVEN BY RESPONDENT

Do you consider yourself to be . . . .

. overweight 1 D
underweight 2 D
... about average 3 D
oK + [

Yousra...Male 1 [] Femaez []

:[n

:]12




THE NEXT QUESTIONS ARE ABOUT SMOKING AND DRINKING

9. Did you ever smoke regularly?
PROBE: REGULAR SMOKING MEANS ONE CIGARETTE.
PIPE, CIGAR A DAY FOR ONE YEAR

YES 1 NO 2 GoToQ. 18
o

10. Are you smoking now?

ves 1 [] o 2 [[Jeomarz
N = [FRa—

11. Do you smoke. . . ... CURRENT
Yes No
o c:glunu " .
pipe
1 2
. . cigar
1 2
12. Did you ever regularly smoke ...  ASK WHATEVER NOT MENTIONED
ABOVE

23 NEVER

IF YES TO ANY OF THE ABOVE

13. How old were you when you stopped smoking?  THE ABOVE
++ ... cigarettes
. pipe CODE AGE DIRECT
NA 99

oo cigar
ASK ALL SMOKERS PAST AND PRESENT

14. How old were you when you started smoking? ASK WHATEVER MENTIONED

CODE AGE DIRECT
cue...cigar
15. During the period when you smoked most, how many cig/pipes.cigarsidid you
smoke a day?
444444 cigarettes
CODE AGE DIRECT
...... pipe NA 99
... cigars
16. Do/Did you inhale tho smoke? .y
1
1
1 2 NASS

ASK CURRENT SMOKERS
17. During the past two years, did you make a serious attempt to stop smoking?

ves 1 []No 2 Dms

:lia
:u

21
22
23

24
25
26

27
28
29



18. Do you drink any alcoholic beverages, that is beer, wine or liquor?

Yes 1 D

No 2

19. Did you ever drink alcoholic
beverages once a month or more?
Yes 1 No 2
GoToaq. 25
20: On the average how often On the average, how often did you
do you drink alcoholic drink alcoholic beverages such as
beverages such as beer, beer, wine or liquor?
wine or liguor?
Every day 1
5.6 days 8 week 2
3.4 days s week 3
1-2 days 2 week 4
2.3 times a month 5
Once a month [
Less than once a month 7
21,
On the days you drink, about how
h On the days you drank
many dripke s you biave par cay about how many drinks did
CODE DIRECT m you have per day?
cooeomect [ ]
22. | Have you recently fin the past &
months) changed your drinking habits
because o a health problem?
Yes 1 D No 2 N.A. 9
E] When did you stop
drinking?
CODE YEAR DIRECT
M
Did you stop for
health reasons?
2,

ves 1[ ]

NoZD

:|34

3:5

T
mE
1] =
[«




THE NEXT SECTION IS ABOUT YOUR PHYSICAL ACTIVITIES

25, Are you now suffering from any disability
(PROBE: A CONDITION THAT STOPS YOU FROM DOING YOUR

ROUTINE ACTIVITIES)
Yes 1
No 2 GoToaQ. 29

26. Is it a temporary condition?
(PROBE: A CONDITION THAT WILL DISAPPEAR IN A FEW WEEKS)
ves 1 [ ]
N o2 [ |
DK 9
27. Was it caused by an accident or Injury?
Yes 1
No 2 GoToQ29
28. Did this accident or injury happen . .
. athome 1 1
. outdoors 2 1
. waffic 3
Catwork 4 L |
29. How many times in a 2 week period How much time did
do you usually do any of the follow- you spend on each
ing exercises or recreational occasion?
activities?
READ No. of Mins  Mins
Times 1410 18+ NA
1. Walking (including to and 11
from school or work) 0 . 1 2 9
2. Jogging or running 1 1 2 9
3. Calisthenics (doing
physical exercises) 1 1 2 9
4. Bicycyling lincluding to
and from work) 1 1 2 9
5. Bowling L1 | 1 2 9
6. Vigorous dancing - 1 2 9
7. Skating - 1 2 9
8. Team sports (such as
baseball, saftball etc) - 1 2 9
9. Swimming (- 1 2 9
10. Gardening o - 1 2 9
11. Racquet sports - 1 2 9
12. Golf 1 1 2 9
13. Other (Specify) L1 | 1 2 9

45
47

:]41

:Iu

:143

:]44

46
43

50

52
54
56
58

60
62
64
66
68
70




30. Are you more, less, or equally active in winter?

More 1 D

Less 2

O
Equaly 3 ’:]

AND NOW SOME QUESTIONS IN RELATION TO MEDICAL CARE

31. In the last year, that is from of 1984, did you havza
consultation with a doctor?

Yes 1 D

No 2 D Got0033 — 089
32. How many visits did you have in the last year?
CODE DIRECT
NA or DK 99
33. Do you have a family doctor? D —
(PROBE: A DOCTOR WHOM YOU ALWAYS CONSULT)
Yes 1 O
No 2 D
34. Within the last vear (from 1984) have you stayed at home because
of an illness, or not feeling well
Yes 1
No: 2 D GoTo Q. 37
35. Did you stay in bed?
Yes 1 |:|
o o2 [
36. How many days did you stay in bed?
CODE DIRECT D:D
37. In the last year (same period) have you been a patient in a hospital overnight?
(PROBE: DID YOU SPEND AT LEAST A NIGHT IN A HOSPITAL)
Yes 1
— [[] comoa. 40
38. How many days did you spend at the hospital?
CODE DIRECT D:D
FOR FEMALES ONLY
39. Was the hospitalization due to pregnancy or delivery?

Yes 1

v o2 [




40. We would like to know how satisfied or dissatisfied you are, in general with
medical care in your own experience. On a five-point scale in which 5 means
that you are very satisfied, and 1 means that you are very dissatisfied, what will
be your score?

(PROBE: THINK OF A LADDER WITH FIVE RUNGS, WHERE THE HIGHEST
OF THE FIVE IS THE BEST, WHERE ARE YOU ON THIS LADDER?)

SATISFIED

<]

: u
TiCK| DK 8

2]

1]

DISSATISFIED

NOW LETS GO BACK TO YOUR OWN HEALTH AND WELL BEING
41. Would you say that your health is . . . .

« « « . Excellent 1
‘ Good 2
« .. Fair 3

- Poor 4

42. Over the past year, has your heaith caused you. . . .

. no worry at all

Hardly any worry

1
2
... .Some worry 3
....Agreat deal of worry 4

43. Do you have any of the following chronic conditions?

(CHRONIC MEANS THE CONDITION HAS BEEN PRESENT
FOR THREE MONTHS OR MORE)

READ LIST:
CIRCLE CODES THAT CORRESPOND
Anemia o1 High blood pressure 13
Allergy (OF ANY KIND) 02 Kidney disease (stones etc.) 14
Arthitis, theumatism 03 Mental illness 15
Asthma 04 Missing arm(s) or leg(s) 16
Cancer 05 Missing finger(s) toes 17
Cerebral Palsy 06 Paralysis of any kind 18
Diabetes 07 MALES: Prostrate disease 19
FEMALES: Dysmenorthea Recurring backaches 20
(menstrual problems) 08 Recurring headaches 21
Emphysema 09 Stomach ulcer 22
Epilepsy 10 Thyroid trouble or goitre 23
Heart disease 1 Tuberculosis 2
Hemorrhoids (piles) 12 OTHER
Specify. 25
None 88

]ez

]aa

91



44,

45.

49.

Compared with other people your age. would you say you have . . . . .
... . much more energy 1

« somewhat more (energy) 2

+ ... averag|

mount of energy 3
« . . somewhat less {energy) 4
«« .. much less mnergy 5
In general, how satisfied are you with your overall physical condition. . . .
+.. . are you very satisfied ;
... satisfied 2
-+« . NOt toO satisfied 3

-...not atall satisfied 4

During the past few weeks, how often have you felt. . . .

CIRCLE
would you say . .....Often  Sometimes  Never
- ... on top of the world 1 2 3
+ .. - lonely 1 2 3
- .. . that things were
going your way 1 2 3

restless 1 2 3
depressed, o unhappy 1 2 3

Allin all, how happy are you these days? Would you say
. .. very happy 1

pretty happy 2

+ .. not too happy 3

+ ... unhappy 4

How many close relative do you have? These are people that you feel at ease
with, can talk to about private matters, and can call on for help. (DO NOT IN-

CLUDE SPOUSE)

CODE DIRECT

How many close friends do you have? These are people that you feel at ease
with, can talk to about private matters and can call on for help.

CODE DIRECT
N

[ Joo




NOW SOME QUESTIONS ABOUT PREVENTIVE HEALTH:

50.  How often do you brush your teeth?
PROBE (DO YOU HAVE YOUR OWN TEETH?)

PROBE: More than twice a day 1
Twice a day 2
Once a day 3

Not every day
No teeth Code NA 9 9 GO TOQ. 54 ~——

51, Do you use dental floss? (WATER PICK COUNTS AS FLOSS)

Yes 1

No 2 GoToa. 53
Everyday 4

Every week 5

53.  When was the last time that you went to a dentist? 4+———————
USELIST AS PROBE: wyitpin the last year !

52. How often?

one to two years 2
more than two years 3
Never 4
DK 9

54, When was the last time that your went to a doctor for a preventive examination
when you were not sick?

PROBE: FEMALES: PAP SMEAR, BREAST EXAMINATION
MALES: BLOOD PRESSURE CHECK

CODE YEAR DIRECT ]

Never 00
DK 99

55, Do you use your seatbelt while travelling by car?

Yes 1
No 2

[ ] 102
b 103

] 104

[ J1o0s

:I 107




TO COMPLETE THE QUESTIONNAIRE WE NEED A FEW MORE DETAILS:

56.

59.

60.

62.

Where were you born? Was it Newfoundland?
IF CANADA, ASK PROVINCE. IF NOT IN CANADA ASK COUNTRY. CIRCLE

NFLD. o1 MAN. o7 ux. 13

NS. 02 SASK. 08 US.A. 14

N.B. 03 ALBTA 03 OTHER

P.EL 04 B.C. 10 AMERICAS 15

QUE. 05 YUKON n EUROPE 16

ONTARIO 06 NW.T, 12 ASIA 17
OTHER 18

What is your marital status?
PROBE: ARE YOU MARRIED?

Single
Married
Divorced/Separated
‘Widowed

s 0N

What was the last grade you complete in school?

CODE DIRECT ED

ASK ONLY IF ANSWER INDICATES THAT RESPONDENT COMPLETED HIGH
SCHOOL

Do you have any education beyond High School?
Yes 1
No 2 GoToaQ. 62

What kind of education was it?

Tradeschool, dipl 2

H- school iploma courses etc. 1 GO T0 Q. 62

University 7
2

university degree?
Yes

1
No 2

Are you now. . .. working .
.. retired .

CIRCLE

GO T0Q. 64

[

Dnz

:]H:i

Dnn




63. What is/was your job?
PROBE: WHAT DO YOU DO AT WORK?

64. What is your date of birth? E[E:ED :D:D
Y YM MDD
Tus

65.  What is your M.C.P. No.? l | | [ | JJ | | | | | '
ASK HUSBAND AND WIFE ONLY

66. What is the approximate total income for your household?
(PROBE: INCLUDING ALL WAGES, SALARIES, PENSIONS, AND ALLOWANCES)

.is it less than $15,000
. between $15,000 and $30,000 3
. more than $30,000 3 :I 119

N.A. 9

THAT COMPLETES THE INTERVIEW. THANK YOU VERY MUCH FOR DONATING YOUR TIME TO THE STUDY. IT IS
VERY MUCH APPRECIATED.

TO BE CODED FOLLOWING COMPLETION OF INTERVIEW, FROM THE HOUSEHOLD SHEET
CODE EITHER TO WIFE (OR SINGLE FEMALE) OR HUSBAND (OR SINGLE MALE}

CODE 9 for all the rest — DO NOT LEAVE BLANKS

Deceased Independent Family Nursing H. H.H.
1 2 3 a 5
67. WIFE'S
Mother
120
Father
121
68. HUSBAND'S
Mother 122
Father
123

COJE FROM HOUSEHOLD SHEET, AFTER COMPLETION OF ALL INTERVIEWS

69. Total number of subjects in H.H.

DM
Total number of children 19 or less [ 125

TO BE CODED ONLY BY FIELD OFFICE:

70. Tatal number of refusals 128
Tatal number of nan-respondents 127
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