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Abstract

As a result of the increasing requirement for structural safety of offshore
drilling platforms, the need for monitoring techniques capable of detecting
damage of subsurface structural components increases. Since it is not pos-
sible, because of limited time constraints, to carry oul tests on an actual
operating platform in the ocean, an alternative solution is to cxperiment on
a reduced model of an offshore structure. Very few experiments using a truly
hydro-elastic model of a jacket platform have been published.

This treatise deals with a detailed design and construction of a hydro-
elastic model of a typical four-legged jacket offshore platform to carry out
structural integrity monitoring. Both an indepth theoretical and experimen-
tal analysis were carried out. Experiments were conducted in a wave tank
equipped with a pseudo random wave making facility. To obtain the neces-

sary modal (€. resonant f

and damping ratios) from
the ambient response data, the recently developed Marple algorithm was
used with the very powerful Maximum Entropy Method (MEM). Regard-

in, 1 integrity itori | damage was simulated by saw
g 8! g

cutting the member(s) under consideration. In the theoretical analyses, this
was done by making the member(s) inactive in the analyses. The detection
of damage was based on the changes in resonant frequencies compared with
the intact structure.

Resonant frequencies were determined for the intact and damaged struc-

ture and the results (i.e., and th ical) were compared Lo

measure the influence of the damaged member(s) on the resonant frequen-



cies of the structure. By cutting an inclined member in a k-braced panel to
simulate damage of the member, a 39% decrease in the resonant frequency of
the 2nd flexural mode was measured on the spectral density function of the
wave induced vibration from the hydro-elastic model. The theoretical results
showed a 29% decrease. (Theoretical results from the prototype structure
showed similar trends.)

Based on the reported results and evaluations, it was concluded that the
resonant frequency changes clearly indicated the structure had been dam-
aged. Besides, the theoretical analyses showed that the global modes most
affected from the damage depended on the location of the damaged mem-

ber(s).
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Chapter 1

Introduction

The approach to design in structural engineering could be divided into four
categorics. Foremost, for small structures, where safety is almost inherent
and where ultimate collapse is unlikely, a heuristic approach is common. In
the sccond categury, very common for small structures, tables of data and
cocfficients derived from simplified or semi-empirical theories are used in de-
sign. Third, 2 computer aided approach may be used for larger and more
complex structures, where accurate and sophisticated analyses and theories
arc used. Finally, if the design of an unusual or unique structure is required
(or where inaccurate analyses could cause catastrophic consequences), a com-
puter aided design, combined with a model testing and analysis approach, is
used.

When little or no experience has been gained from similar existing struc-
tures, an assessment of the probable dynamic performance is often made.

In such cases, vibration tests on small scale model structures can provide

blished " s al 1

invaluable data. For instance, if no reliable
exists for the analysis of particular structural forms (often the case for re-
cently devised systems), if only a limited number of a particular structural

type have been constructed, or if only a short history of the performance has

1



been recorded, then it is b

| to compare d design
or data from existing structures with results from tests on model structures.
Such models can be used to test mathematical models; to find possible effects
of structural modifications; or to provide design quantitics dircctly.
Furthermore, since offshore structures are costly and the environmental
conditions in which they have to operate are hostile, it is very important that
all available knowledge and experience are used in their design. Evidently,
computer programs can be written to evaluate stresses in the structure for
various conditions of wave and current forces acting on the structure. Still,
the vibrational characteristics of the structure are usually difficul to ana-
lyze. These vibrations, which can be induced by vortex shedding as the sca
flows past structural members, can cause fatigue failure. To gain confidence
in a proposed design before fabrication commences, or to gain some under-
standing of the vibration characteristics of an existing offshore structure, it.
is, therefore, desirable to build a scale model, and to test it under realistic
sea conditions in a tank with a pseudo random wave-making facility. In this

treatise, the model testing and analysis approach is adopted.

1.1 Background

Increased activity to explore hydro-carbons in the ocean has resulted in struc-
tures being installed in deeper waters and more hostile environments. Thus,
unless some cheaper alternative source of energy (not oil or gas) is found,
this affinity towards the ocean is expected to increase in the future. De-

velopments in water depths over 300 m are using compliant structural con-

cepts, such as guyed tower pl tension leg platfe or dy icall;

positioned semi-submersible structures. Future developments may use sub-

2



Nonetheless, over the past few

ibles, sea bed, and ine facilities.
years, several conventional fixed platforms have been installed in water depths
around 300 m. If there is damage to the subsurface structural component(s),
the difficulty of inspection to detect the failure increases commensurately

with water depth, and the inspection procedure—to detect the damaged

)—b more expensive and more perilous. Classical tech-
niques, such as ultrasonic measurements or magnetic particle inspection, only
give partial results. In addition, they require long diving operations and long

periods of good weather. Furth 3, these i are usu-

ally thwarted by poor visibility, poor lighting and hazardous conditions; for
example, very low water temperatures and large water depths. Besides, ma-
rine growth and corrosion may conceal structural defects, and the following

questions remain unanswered:
o arc there any failure on an unexplored part of the structure?
e does the detected crack or failure requires immediate repair?

Cyclic loading, or a very large single load, can damage structures by
promoting cracks in certain load carrying member(s). Large stresses occur
when a structure vibrates at one of its resonant frequencies. Since each
member contributes to the mass, damping and stiffness of the structure, any
damage to a member could result in measurable changes in the structural
dynamical properties.

Techniques now exist to measure the dynamic properties of a structure,
and to represent the structural dynamic behavior in terms of its modes of
vibration. Identification of these vibration modes, within a specified fre-

quency range, quantifies the structures over the given frequency specirum.

3



Associated with every vibration mode is a mode shape and its corresponding
frequency and damping. Therefore, by accurately monitoring these modal
parameters and comparing them to a datum, so any changes can be detected,
it is possible to detect damage in the structure. The structural integrity

method is epitomized, diagrammatically, in Figure 1.1.
1.1.1 Possible Causes of Structural Damage

During severe storms, structural components may be subjected Lo forces
which exceed the designed loads, and could result in damage of the mem-

ber(s). In addition, damage of offshore structures could be cased by acci

dents or, at times, sabotage. Some of the causes reported from the field are

discussed:

o The chances of mechanical damage resulting from dropped objects or
collision by barges and workboats are significant [1]. About 40% of the

damage reported were caused by collision with other objects.

Defects induced during service are another potential cause of failure
of large steel structures. The common mechanisms which cause dam-
age are fatigue, corrosion, fretting, stress corrosion, elc. These create

surface cracks that can lead to failure on collision.

Damages caused by explosion are as frequent as collisions and weather
damages. It has been shown [2] that columns and heams loaded Lo nor-
mal design units will collapse when the temperature reaches

500-550°C.

The type of damages that could occur are: (i) failure of a single bracing,

(ii) deformation of the corner leg, or both. During impact, the steel structure
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absorbs the energy in the following ways:
1. local deformation of the cross section of the bracing or leg,
2. global deformation of adjoining frame, and
3. overall deformation of the platform.

The extent of local damage and energy absorption of the platform members

depend on the nature of the impact.

1.2 Scope of the Work
1.2.1 Modelling the Structure

Since it is not possible, as « result of the limited time constraint, to carry out
tests on an actual operating structure in the occan, an alternative solution
is to experiment on a reduced model of an offshore tower in a wave tank
equipped with a pseudo random wave-making facility.

The most common type of scale models which has been previonsly built
for testing in a wave tank is one which simulates the geometrical outside shape
of the structure (i.e., a geometrically similar model). This type of model is
usually mounted on a special balance built into the floor of the tank, which
measures the forces and moments on the structure resulting from waves and

tides. Notwith ding, the limitation of a ically similar model is

that only the undistorted non-vibrating shape of the structure is simulated;
so any effects resulting from the deflection of the structure or the vibration
of its structural components (members) are not reproduced by the model. A
much better scale model is one fabricated to deflect in a similar manner, and

to exhibit the same vibrational characteristics of the pe structure.




similar or hydro-elastic model. This

Such a model is called a d.
treatise deals with the design, construction, instrumentation and testing of
such a model to carry out Structural Integrity Monitoring.

To achieve this objective, a 1/30th scale hydro-elastic model (made from
ABS plastic) was constructed to simulate the dynamic behavior of a typical
73 m (240 ft), four legged offshore tower. The model was tested in a wave tank
equipped with a pseudo random wave making facility. Ocean wave conditions
were simulated with regular and irregular waves. For the irregular waves, two
different input wave spectra were used: 1) a JONSWAP spectrum, and 2) a
white noise spectrum.

A very extensive FORTRAN computer program (using a combination

of wave h and structural h was written to simulate the

experimental diti and to obtain th ical of the dynamic

behavior of the model structure; so a comparison between experiment and
theory could be made.

Regarding integrity monitoring to detect damage of subsurface structural
component(s), global monitoring was used.! Global Monitoring is based
on an accelerometric unit located on the deck of the structure excited by
ambient vibration. However, to get a better picture of the global motion,
and to increase the sensitivity/resolution in the resonant frequency variations
resulting from damaged member(s), three accelerometers were also installed
along the jacket. One was placed at the node where the jacket and the deck
meet (i.c., at the mean water level), and two were installed (below the water)
at the top and bottom of the bay containing the member(s) chosen to simulate
" TAn cxample of permanent global monitoring is on the BARBARA platform in the

Adriatic Sea, in 70 m of water. From the analyses of the data collected, four resonant
peaks were detected, although they were out of range of the wave frequencies [3].



structural damage. Structural damage was simulated by physically saw-

cutting the member(s) under consid

in the experimental model. (In

the computer model, damage was simulated by making the member(s) under

consideration inactive in the analyses.) Estimates of modal parameters--i.c.,
resonant frequencies, damping, etc.—from the ambient structural response
data were attained using the recently developed Marple algorithm with the

Maximum Entropy Method (MEM).
1.2.2 Estimation of Modal Parameters

Estimates of resonant frequencies and damping ratios obtained from the am-
bient response spectra of a structure by conventional FFT methods (Black-
man and Tukey [4]), have been shown to be inherently limited in resolution
[18, 72]. This results because of the required truncation of the estimated
autocorrelation function, and the implicit extension of the truncation of the
function to infinite lag with zeros. However, by applying the recently devel-
oped Marple Algorithm for autoregressive spectral analysis, with the (very
powerful) Maximum Entropy Method (MEM), the resolution of the auto-
correlation function can be improved by analytically extending the function
from its truncated point to infinite lag in a more realistic manner. It is this
extension of the autocorrelation function which forms the basis of the MIXM

method.
1.2.3 Thesis Outline

This treatise is divided into nine chapters. The first (Introduction) has al-

ready been presented. In Chapter 2, a literature review—which summarizes

the results, conclusions and of previous i



presented.
Chapter 3 contains the theoretical modelling of the problem at hand. The-
oretical formulations based on wave and structural mechanics, applicable to

the rescarch, are shown. Besides, a description of the comp )

tion to obtain theoretical estimates is given.

Chapter 4 discusses the physical modelling. This includes the develop-

ment of the modelling laws, difficulti iated with hydro-elastic mod-
elling, and the design and fabrication of the i hydro-elastic model.
In Chapter 5, a description of the i 1 study is d. This

incorporates a brief description of the instrumentation used in both the in-air
tests, Lo obtain free oscillation damping factors, and in-water tests, to study
the dynamic behavior of the structure due to wave action.

Chapter 6 focuses on the analysis of the results. Theory formulations,
whicli include the Maximum Entropy Method (MEM), are explained and
their applications (in this dissertation) shown.

The th ical and i 1 results are d in Chapter 7. An

evaluation of these results is given in Chapter 8. And, finally, concluding

remarks and recommendations for future research are outlined in Chapter 9.



Chapter 2

Literature Review

Structural integrity monitoring of offshore oil and gas drilling platforms is not

without precedence. Loland and Mackenzic [5] experi

ited on a k-braced

offshore model rig from which natural frequencics were computed for the
complete structure, and then with a single k-brace in one face removed.
Sudden changes in frequencics were observed, particularly tie higher ones.
Percentage changes as high as 30% were shown; the frequency most affected
depended on the location at which the brace was removed. Begg e al. (6]
dealt with the theoretical ideas and assumptions from which structural in-

tegrity monitoring, using vibration analysis, had been developed. At a later

symposium (1978), Begg and Mackensic [7] 1 a state-of-the-art dis-
cussion of the technique as applied to steel structures and showed possible
ways to apply the method to concrete offshore platforms.

Loland and Dodds (8] discussed operating expericnces, and presented
some of the results obtained from a structural integrity system, which had
been used for 6-9 months on three platforms in the North Sea. The objective
of that experiment was to extend the laboratory and computational studies
of Loland et al. 9]. Loland, Mackenzic and Begg (ibid.) experimented on a

k-braced model of an offshore platform in the laboratory. Changes in natu-
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ral frequencies occurred when member(s) in the k-brace was/were removed.
‘They concluded that these changes were large enough to be detected reliably,
and that the method should give positive indication of structural failure.

A state-of-the-art discussion (which focussed on possible limitations of

the technique in an offshore envi ) is p d in Refe (10). For
example, Begg showed that the higher frequencies involved only a small com-
ponent; so modes involving underwater members cannot be measured, much
less identified, from positions above the water line. Begg and Mackenzie (11]

showed that under normal ci vibration itoring provides a

back-up assurance of the ability of the platform to withstand major wave
loading. As a result, to obtain an assurance of the possible degree of accu-
racy, it is very necessary that the dynamic characteristics of the platform be
completely understood, so a good datum is obtained for later comparisons.
Hence, it is necessary to calculate the sensitivity of the platform at various
locations in order to provide a basis for identifying the damage from changes
in the vibration spectra.

A short study was carried out by Lock and Jones [12] to investigate the
feasibility of using vibration monitoring for assessing the structural integrity
(stiffness) of oil production platforms, especially those constructed of steel.
To achieve this objective, experimental work was done on a space frame model
constructed from 3.8 m and 1.9 cm 16 gauge steel tubes. The model was 3.8
m long with 0.9 m wide sides and weighed 46.0 kgf. Based on the results

obtained, they suggested that monitoring the vibration of an oil production

platform would provide inf jon about, its condition. Notwith .
the major impediment to the success of the method would be estimating the

degree of change in the natural frequency of any particular mode, since mode

u



identification, in these structures, would be difficult (ibid.).

Wooton et al. [13] discussed the developments that have taken place in
using vibration analysis to discern structural failure, and showed the way in
which these techniques could be applied more widely. Brown [14] reviewed
the various schemes, and outlined the results of recent work in the North
Sea. The scope of the work included a theoretical dynamic analysis of the
structure, the design, installation and performance of a vibration monitoring
system, and the computer analysis of measured vibration spectra to monitor
the integrity of the installation. Vandiver et al. [15] presented a detailed
study of an offshore pile-supported tower. The tower consisted of a welded
steel space frame with four primary legs braced with horizontal and diagonal
members. It was fixed to driven steel piles and stood 45.72 m above the mud-
line in 21.34 m of water, and weighed 5,978.4 kN. Statistical encrgy analysis
was introduced as a method for producing the dynamic response of a wide
variety of fixed and floating platforms to random waves. Note that statistical
energy analysis provides a means for estimating the maximum energy that a
resonant structural mode may have, independent of the structural geometry,
and dependent only on the wave height spectrum and frequency (ibid.).

In Reference [16], a study of vibration and damping in offshore structures
is involved, which includes laboratory measurements made on a madel plat-
form (in and out of water), and a full scale platform in the North Sca. The
results were used to help in designing vibration analysis monitoring systems.

Experiments were conducted on an operating eight-leg 115 m tall platform
in the Gulf of Mexico by Rubin [17). This was the first part of a pilot
study to examine the feasibility of ambient vibration monitoring, so periodic

froma | integrity viewpoint, could be done. The modes
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detected from the data recorded (lateral, vertical and angular sensors) from
force transducers at 17 locations above-water on the structure were used to
provide a basis for a future analytical phase.

Vandiver and Campbell [18] introduced the Maximum Entropy Method
(MEM) of spectral analysis as a powerful technique for estimating the dy-
namic response properties of offshore platforms. This method was presented
in making estimates of natural frequencies and damping ratios for three sim-
ilar U.S. Navy air combat maneuvering range platforms near Cape Hatteras,
North Carolina. Note that MEM has proved the capability of producing
smooth high resolution response spectra from short time histories of deck
acceleration. Also, this capability to use short record lengths substantially
decreases inherent errors arising from the necessary assumption of stationary
wave excitation forces (ibid.).

Irwin [19] examined the various methods of conducting tests on small
scale structures and the details of simple, low cost vibrating systems suitable
for tests on stiff models were presented. The analysis and interpretation of
the data derived from such experiments were also considered. In reference
[20], a rational evaluation of the structural integrity of an offshore structure,
using vibration measurements, was done for the USCG Ambrose Tower—a
four-legged fixed platform at the entrance to New York harbour. A math-
ematical model of the structure was analyzed with the SAP IV computer
program while considering the effects of mass, entrained water, soil support
conditions, equipment, etc. Also, the various parameters affecting the lower-
mode vibration characteristics of the structure were examined separately,
and their quantitative influence on the structure were investigated. From

the results attained, it was verified that the vibration analysis of an offshore
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structure, used with on-board vibration measurements, is an efficient method
to establish the integrity of the structure. Morecover, they suggested that the
determination of the causes for any subsequent frequency changes provides
an early warning system to detect potentially hazardous damages, and the
technique illustrated for a fixed platform is completely general. Accordingly,
it may be extended and applied to other structures such as jack-ups and
semi-submersibles.

Vandiver [21] showed that the error involved in estimating the changes in
live loads on the structure is one of the main limitations encountered when
correlating shifts in natural frequency with structural damage. In particular,
the liquids in large storage tanks are identified as serious sources of error.

A correlation procedure, which accounts for the sloshing of the liquid, was

P d and suk: iated by i I data. Tt was also proposed that
properly designed liquid storage tanks may be uscful as dynamic absorbers in

suppressing structural response. In a later publication, Vandiver et al. [22]

d a detailed analytical dure to account for the effects due to
liquid storage tanks mentioned previously. From the results obtained, they
deduced that in particular cases where the lowest mode of the tank is near the
flexural fundamental of the structure, a splitling response peak occurs and
the nature of the split peak varies with small changes in the depth of the water
in the tank. It was suggested that, to a lesser extent, similar phenomena could
occur if the higher modes are tuned to the structural natural frequencies.
Though their analysis had been shown only for the fundamental flexural
mode, the authors implicate that similar behavior is expected for torsional
and higher-order flexural modes as well.

The scope and results of two joint-industry research projects is discussed
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by Duggan et al. [23]. This study investigated the feasibility of using ambi-
ent surface vibrational measurements to evaluate the integrity of steel tem-
plate platforms in the Gulf of Mexico. Specifically, the projects sought to
establish whether the vibrational behavior of the platform remained stable

under varying envi and op i but changed because

of | modil It was acknowl

dged, based on the results exam-
ined from the projects, that the state-of-the-art ambient vibrational mon-
itoring techniques failed to detect the removal of jacket members on the
$8274A platform. Yet, at a later symposium (Reference [24]), Duggan cf
al. described further work intended to improve the basis for extrapolation of
the project mentioned in the previous publication (i.e., Reference [23]). To
achieve this objective, a detailed analysis was carried out on the vibrational
data from another platform—Conoco’s Main Pass 296A (MP296A)—in the
Gulf of Mexico. The results of the analysis showed excellent frequency and
mode shape stability of the first and second order modes of vibration as
measured over a six month period. But, the frequencies and mode shapes of
the third order modes were not observed to be sufficiently stable for use in
integrity monitoring. Moreover, the number of peaks in the response spectra
of the platform exceeded the number of identified modes. For instance, sev-
cral groups of peaks were classified as corresponding to single mode shapes
(split peaks). This split peak elfect was observed consistently for two of the
fundamental modes and for the third order modes. The exact cause of the
behavior was not identified, but several possible causes were postulated. It
was concluded that while it is possible to observe stable vibrational behavior
up to, at least, the second order modes on certain Gulf of Mexico platforms,

it is unlikely that surface ambient vibrational integrity monitoring would be
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a practicable prospect.

Campbell and Vandiver [25] focussed on the estimation of natural fre-
quencies and damping ratios from measured response spectra, with particular
emphasis on the dynamic response of offshore structures to wind and wave
loading. They showed that present estimate of damping ratios, computed
from half-power band width of resonant peaks in the ambicnt power spec-
trum of a structure, are highly sensitive to the method employed in estimating
the response spectrum. An alternative method, based on the Maximum Fn-

tropy Method (MEM), was d. The techni rovided estimates of
P!

natural frequencies and modal damping ratios, also approximate statistics of

the reliability of the esti C lino and Rubin [26] studied the Shell

platform SP-62C in the Gulf of Mexico. To detect ambient vibration dur-
ing normal producing operation, the platform was instrumented with sensors
at seventeen locations, between the decks and the boat landing level. The
purpose of that investigation was to report on the damage sensitivity of the
structure, Therefore, a detailed structural dynamic finite-element model of

the structure (SP-62C), with adj for improved i with

the experimental modes, was developed. This mathematical model of the
structure was employed to simulate the effect of the severance of a represen-
tative set of 32 members. The changes in the natural frequencies of the lowest
25 modes of vibration were predicted. Judgements based upon the field ex-
periments were then made, regarding the likelihood of detection of damage
using ambient vibration monitoring. In addition, to broaden the outlook
about fracture sensitivity, simplified models of generic jacket-framing con-
figurations were analysed. This approach enabled the determination of the

fundamental mode sensitivity for failures of vertical diagonal members. The
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validity of the results was compared to known results from actual platforms.
It was also possible to determine the maximum increase in member loading

resulting from such failure. These results were most helpful in putting the

and load into a general pi

Reference [27] discussed the main features of a joint research project un-
dertaken in 1980 by Lepert et al. about techniques using the dynamic prop-
erties of an offshore steel structure to detect structural damage. A relation
was established between the occurrence of a failure and the modification of
the dynamic properties of the structur.. Based on many parts of experi-
ments, using the scale model of a platform, and on modal analysis theory,
the investigation showed that such a relation exists which depends on the size
and position of the defect. From that investigation, two methods for the me-
chanical detection of damages were presented and compared, both from the
technical and economical viewpoints. A third method, using the adjustment
of a theoretical model by the measured modal parameters, was proposed to
monitor the residual integrity for a damaged platform. Next vibro-detection
was presented as a powerful tool for future offshore surveys, and an efficient

I to the jonal uctive testing methods. It was em-

phasized that the technique can directly relate any structural damage to the
resulting loss of integrity of the affected structure.

Burke et al. [28] prese-.ced a least-squares method for calcnlating a re-

sponse shape vector at each discrete frequency of the matrix auto and cross-
spectral density functions. The resulting shape vectors provided: (1) a single
function of frequency (the squared norm) for displaying peaks in the spectral
density function, (2) a quantitative measure of the mode shape associated

with the peaks, and (3) a measure of the goodness of fit of the vector data.
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These results provided a quautitalive and greatly simplificd basis for interpre-
tation. Furthermore, a derivation of the method, a description of its design
(including a listing of FORTRAN computer code), an cxample using mea-
sured data, and suggestions for further developments were presented (ibid.).

1t should be ioned that the les ill d the bility of the

method to quantify mode shapes, d 1 with distinguishi

between closely spaced modes, and the degree to which the resulting response
shapes are stable in time. Additional work was done by Burke and Sosdian

[29] in 1982 to define more than one shape vector at a particular frequency,

in order to expand the capabilities for quantifying mode shape i

The purpose of this updated development was to reduce the recorded ambient,
vibration structural data to a form that would allow quantitative evaluation
of mode shapes and natural frequencies of the structure. This paper includes:
1) the theoretical model, 2) a derivation of the non-lincar, least-squares solu-
tion method, and 3) the formulation and implementation of synthetic ambi-
ent vibration data reported in the previous paper (i.., Reference [28]). The

results showed the bilities and limitations of this least-sq method

for identifying mode shapes.

Two new methods (vibro-detection, and modal analysis) were field tested
on a living quarters platform in the Arabian Gull by Crohas and Lepert
(1982). Reference [30] describes the concepts, equipment and operating pro-
cedures developed, and the significant results obtained. It was concluded
that the full-scale experiments, using vibro-detection and modal analysis,

have shown that the techni have iderabl bility for structural

integrity monitoring, and potential as design aids and increase officiency and

cost savings in periodic surveys. They also suggested that although the tech-
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niques are immediately useful, they are still in their infancy stages and should

sec substantial devel in terms of refi and wider appli:

Briggs and Vandiver [31] presented the results of an extension of the single
channel Maximum Entropy Method (MEM) to multichannel applications. A
transfor function! estimate using the multichannel MEM was used in mode
shape identification for an Amoco Offshore Caisson platform located in 27
m of water in the Gulf of Mexico. Comparison of these relative accelera-

d

tion to the relative obtained from a

finite clement model of the Caisson platform, gave reasonable agreement.
It was suggested that the MEM technique can be a useful tool (with the

stud h

pectral esti; of phase and in mode shape
identification for offshore platforms. Cook and Vandiver [33] made a detailed
investigation of the dynamic response characteristics of an operating single
pile platform. Wind, wave and response time histories recorded on the plat-

form formed the basis for ison of predicted and d response.

In the predictive analysis, the components of the total modal damping were
scparately computed. These damping components included the steel hys-
teretic damping, the wave radiation, the viscous hydrodynamic, and the soil
damping. Responses in the two fundamental bending modes of the structure
were predicted applying the principle of reciprocity for ocean waves. Good
agreement between the predicted and measured response levels was attained.
Note that the combination of the results of the response prediction method
with a dynamic finite element model of the platform lead to a versatile ex-
pression for the mean rate of accumulation of fatigue damage.

" lvansfer function estimates, obtained from multichannel spectral analysis, are superior

with that obtained using auto-spectral methods in their relative insensitivity to input and
output noise (32].



In 1983, Nataraja [34] carried out a program of structural integrity mon-
itoring through vibration measurements of three fixed steel platforms in the
North Sea. His objectives were to develop monitoring systems to operate
continuously over a period of two years and to prove the feasibility of such
systems to detect structural damage. The results showed that only the lowest
natural frequencies could be identified without ambiguity, and these frequen-
cies were stable throughout the monitoring period. Temporary reduction of
these frequencies, caused by an increase in deck mass associated with drilling

activity, was detected. It was suggested that deck mass should be monitored

to distinguish the fi variation iated with primary structural
damage and found stiflness red It was ack ledged that the
vibration monitoring systems ing of accel at the water sur-

face and deck of the structure can only detect. global changes. Nevertheless,

ambient itoring systems were | for i monitoring

of the global condition of an offshore platform (ibid.).

Jones et al. [35] described the latest safety and performance monitoring
techniques that are employed on structures and vessels eigaged in Canadi-un
offshore oil and gas exploration projects. The results of several monitoring
programs were discussed. In reference [36], a system identification technique
which uses a state space equation was used. It was proposed that once the
eigenvalues and eigenvectors of the system are determined, the mass, stiffness
and damping can be obtained. Hence changes of the matrix elements will
provide the identification of the location and severance of the structural dam-
age. Moan et al. [37] presented a brief description of the likely conditions for
offshore steel platforms. The theoretical basis for two finite element methods

for non-linear collapse analysis was presented, followed by a brief ontline of
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the system behavior of trusswork platforms. Shahrivar et al. [38] applied the
structural integrity monitoring technique to a 1/50th scale plastic model rep-
resenting the structural system of a typical full-scale tower in 66 m of water.
The effect of severance of diagonal bracing members on selected frequencies
and mode shape parameters, measured at the deck, were presented.

In 1988, Tsai et al. [39] p i a system identification technique for

detecting and characterizing the existence and location of crack damages in
offshore structures. Numerical and experimental tests were carried out on a

1/14th scale model of an offshore platform in the Gulf of Mexico. Significant

changes in both the mass and flexibility of the identified system
model were found after a through-cut damage was created on one horizon-
tal bracing. These results were consistent to that obtained experimentally.
Based on the results obtained, they concluded that the technique was use-
ful in identifying, localizing and, also, evaluating the damage for an offshore

platform.
2.1 Practical Limitations

‘There are limitations to the Structural Integrity Method in its practical ap-
plications. Some of these are discussed and, where possible, solutions are

suggested. Resonant Frequency changes may occur due to reasons other

than primary | damage—e.g., soil fc failure and changes in
deck mass.

Soil Foundation Failire. A possible solution is to use a computer
model with two or three resonant frequencies. The type of failure may be

deduced by ~xamining the relative shifts in frequency. For instance, if the
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elastic properties of the soil change, they will influence the flexural resonant
frequencies in both the x and y directional modes. Whereas, a damaged
member may often contribute principally to stiffness in one direction only.
Computer models present the means for drawing the correct conclusions from
experimental evidence.

Changes in Deck Mass. Changes in live loads on the deck of the

structure is one of the main limitati d when lating shifts

in resonant frequencies with structural damage. The addition of significant,
mass of drilling equipment and consumables may cause shifts in certain res-

onant i ies (particularly the fund 1 sway and torsional modles).

However, the frequencies that are affected will return to their original values
once the extra mass is removed. To detect whether those frequency shifts
mentioned above were attributable to the extra masses, strain gauges could
be mounted near the top of the main legs to detect changes in topside mass.

Besides these periodic deck mass changes discussed above, liquid in large
storage tanks has been identified as serious sources of error [21]. This results
if there is a coupling belween the platform resonant frequencies and the
sloshing liquid in the storage tanks. These effects on resonant frequencies
are exhibited as split peaks in the mode(s) affected (ibid.). Such changes
could give erroneous indications that the structure had been damaged, when,
in fact, it has not. To eliminate the problem, measures should be taken to
isolate the sloshing problem mentioned above. A possible solution is to use
computer models with the measured data from the actual structure. Vandiver
(ibid.) has developed an analytical method which could be used to isolate

the influence of the sloshing liquid on the resor:ant frequencies.
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Chapter 3
Theoretical Modelling

This chapter prescnts the mathematical modelling of the problem. The the-
orctical formulations based on wave and structural mechanics, applicable to

the investigation, are given. In addition, a description of the computer im-

I ion (Lo obtain th ical esti of the dynamic behavior of the

structure) is presented.

3.1 Wave Forces

Wave forces on offshore structures are 1  using i d

wave theory. Generally, three different methods are used: 1) Morrison-
O'Brien’s theory, 2) Froude-Krylov Hypothesis and 3) Linear Diffraction
theory. The Morrison-O'Brien’s theory considers the force as being com-
posed of an inertia and drag component linearly added. This method is
usually applicable to smaller objects (i.e., smaller compared with the wave
length). If the inertia forces predominate, but the object is still not very
small, the Froude-Krylov approach (F-K theory), using pressure-area method
on the surface of the object, is used. However, a force coefficient dependent

on experimental data is required to include the effects of added mass and

23



wave diffraction. For larger objects (i.e., larger compared with the wave

length) linear diffraction theory, using numerical techniques, is used. Here,

the Laplace’s equation is solved with appropriate boundary conditions in

terms of a total potential which is the sum of an incident and reflected po-

tential. This method may be mathematically more pleasing and desirable,
* but, the first two methods, mentioned previously, are more readily used.

In this treatise, the wave forces on the structure are calculated using
the Morrison-O’Brien’s equation. The inertia term includes an inertia co-
cfficient, Car; the drag term involves a drag cocfficient, Cpp. Morrison ef
al. [74] first used the equation to calculate the forces on a vertical eylinder
subjected to waves. Since then it has been applied to other orientations of a
cylinder besides other submerged shapes. Usually, the expression is applied
to small objects where diffraction and added mass effects are synonymous.
(Applications to larger objects are not unusual.)

The inertia force is proportional to the water particle acceleration, and the
drag force to the square of the water particle velocity. These are taken in the
direction of the wave force. For instance, on a vertical cylinder the horizontal
force is composed of the horizontal water particle velocity and acceleration.
(This is similar for a i.orizontal cylinder normal to the wave propagation.)
For an inclined cylinder, the velocity and acceleration are resolved into their
normal and tangential components. The normal velocity component causes

both viscous and pressure forces, while the tangential component causes only

a shear force—i.e., skin friction—tangential to the axis of the cylinder which,

often, is ignored i jons [40]. Normal are then resolved

in their hori: 1 and vertical directi These are then used

to compute forces in the respective directions in the usual way.
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3.2 Wave Theories

Works by carlicr investigators (Laplace, Gerstner, Airy, Stokes et al.) are de-

terministic. For example, in Airy’s small amplitude irrotational wave theory

[41], the basic hydrodynamic (i.e., Euler's) equations for an i
frictionless fluid, with irrotational fluid motion, are employed. When a veloc-
ity potential ¢ is incorporated into the continuity equation (i.e., conditions

of zero curl prevail, Vxl= 0), the Laplace's equation becomes:
3 92
b T‘; =o. @31

Ifthe quati Euler’s equation of moti d with con-
ditions of irrotationality are integrated, the Bernouli’s equation is obtained.

That is:
¢

“mrtg Eu+ +9Z =0, (3.2)

il

These equations are sclved subject to the appropriate boundary condi-
tions. Since the boundary condition Z = 5 (free surface) appears as an un-
known, the general solution for the wave motions is complex. But by assum-
ing various boundary conditions, different solutions for the above equations
result. For instance, the assumption of small amplitude and zero pressures
on the boundary leads to Airy’s solution for two dimensional motion. Also,
using perturbation techniques, the solutions to the above equations in the
form of series expansion in ascending powers of g—'ﬂ for very deep water and
in terms r lead to sinusoidal—i.e., Stokes" ——and Cnoidal wave forms, re-
spectively 42, 43]. (H,, is the wave height, L, the wave length and h,, the
water depth.)
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Stokes’ waves exhibit vertical symmetry, sharper crests and flatter troughs;
whereas Airy's waves are sinusoidal. The kinematics of Stokes’ waves are
described in terms of circular functions. Cnoidal waves, attributable to Ko-
rteweg and de-Vries [43], are developed in terms of elliptical functions. Be-
sides the above waves, there are solitary waves [44]. These waves risc entirely
above the still water level and result in mass transport in the direction of
wave advance. Such waves are generated by displacing a mass of water (c.g.,
dite to seismic movements). Regions of applicability—i.e., small amplitude
(Airy’s wave), and finite amplitude (Stokean, Cnoidal and Solitary waves)

I
theories—are depicted in terms of the relative depth, =, in Figure 3.1 The

Ly’
notations used in connections with waves are shown in Figure 3.2.

In the following sections, the mathematical formulations used to caleulate
the wave forces on a structure, subjected to regular and irregular waves, are

presented.

3.3 Regular Wave Forces
3.3.1 Vertical Cylinder

Based on the linearized Morrison’s quation, the i I wave force,
dFy, on a cylindrical element of length, ds, of a vertical cantilever cylinder

(see Figure 3.3) is expressed as:
dly = dFp +dFy, (33)

where

dFp = LpCpD|T = X|(T = X)ds, and
- aD? = =

dfy = p0, (0 - Ryds.
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Therefore, the total force Fir on the cylinder is given by:
P R,
Fr= Fy r)d: 3.4
= [ (Fo+ Fi)ds, @)
where

Fp = drag component of the force,

Fy = inertia component of the force,

Cp = drag cocfficient,

Ci = inertia or mass coefficient,

D = external diameter of the cylindrical element,

7 = instantaneous velocity vector of the water particle normal to the

_ member (ie, U = ui +0j),

U = instantaneous acceleration vector of the water particles normal
to the axis of the member (i.c., U = ii + 07),

7, = unit vectors in the x and y directions, respectively,

u,v = water particle velocity components in the x and y dircctions,

respectively,

i, = water particle acceleration components in the x and y directions,
respectively,

X = instantaneous velocity vector of the structural member (i.c.,

X =i +3)),

z,y = displacement components in the x and y directions of the incre-
mental section, respectively,

2
X = instantaneous acceleration vector of the incremental section of
the member (i.e., X = & + §ij),

0,8, =i velocity and acceloration of the i
section in the x and y dircctions, respectively,

ds = incremental length of the section, and

7 = instantaneous water level above the mean sea level.
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Here, U and its velocity component Uy normal to the axis of the cantilever
cylinder are synonymous. If &,& < u,u, and §,j < v, equation (3.4)
reduces to:
Fr= /_ ,’A(%/’CDDWW + pC,Ig-I;)ds‘ (35)
The drag term in the above cxpression has the non-linear quantity ||
which, for many calculations, particularly in spectral methods, makes the
solution difficult. (Note that the absolute value sign preserves the direction
of the force.) Furthermore, since frequency domain analysis requires linear
systems, the drag term must be linearized. This is done by using the method
of cquivalent lincarization [75]. The mean square error introduced by re-
placing the nonlinear term |77 with U is minimized [76]. It should be
emphasized that  is time dependent and T is a constant having directional

components:

= Ellul?]

W= (36)
and

5o Elel?

= 37

where the operator E[.. ] represents the ensemble average.

Since the input process (water particle motion) is assumed to be a zero
mean ergodic Gaussian process, the linearized output process is a zero mean
ergodic Gaussian process. So the probability density function for the water
velocity is:

1) = e exp(= 2,,,), @8)
and

(o) = r exp(— w)' (3.9)
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.where o, and o, are the standard deviation of the water particle velocity
components which, here, are equal to the root mean square of the velocity
components (i.e., Urms and vym,). By substituting equations (3.8) and (3.9)
into equations (3.6) and (3.7), respectively, the linearization drag factors for

the velocity components (u,v) become:

8
o= \/; thrmay (3.10)

@311

and

therefore,

(3.12)
Assuming a single right moving Airy wave propagating in a constant
density, irrotational and ideal fluid, the wave potential, , is expressed as:

_ wAcosh[k(z + hu)]

i)~ costke cosd + kysin0 — i + o), (3.13)

where

k = wave number,

A = wave amplitude,

2z = surface elevation above the mean sea level,

0 = angle of propagation of the wave with the +ve x-axis,
a = arbitrary phase angle, and

w = radian frequency of the wave.

But U = ui + 7, where:
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and

Therefore,

wAcosh[k(z + hy)]
sinh(khy)

= cosd sin(kzcos 0 + kysin0 —wt +a),  (3.14)

v =sind hu)l sin(kzcos 0 + kysind —wi +a),  (3.15)

and
|0 = Va? + 2. (3.16)
At a point (z, y)—arbitrarily chosen to be (0,0) on the cantilever cylinder—
for a wave propagating at 0 = 0° with the +ve x axis, the velocity? of the
waler particles is:

_ wAcosh[k(z + hw)] .
we Sy in(wt + @), (3.17)
The root mean square of this velocity is given by:

_wAcoshlk(z+hy)] 1
e = S (3.18)

‘Then the linearization drag factor (i.e., equation (3.10)) is written as:

whcosh[k(z + hu)] [8
wAcoshlb(z + hu)] [8 (3.19)
smh(khe) V27
TNB: The velocity in the vertical or z direction is tangential to the axis of the cylinder
and is, therefore, ignored for reasons mentioned earlier in section 3.1, page 24.
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So UT becomes:

= [8 WA coshlk(z + hu)] . 4 .
s ﬁ FE T ael el (320

Finally, for a single Airy wave represented by:
7= Asin(-wt + a), (3.21)
the total force on a cylindrical clement located between z; and 2 (refer to

Figure 3.3) is expressed as (s assumed equal to 90°):

Py = [Cy cos(wt) — Cy sin(wt)]f, (3.22)
where
ACpDA* . o %
G = G Sy nh(2khy = 2k) — sinh(2kh, — 2bhuza)
+ 2U(z2— =)}
CirDA . ;
& = Z%(khw)[smh(khw — kzy) — sinh(khy, — kz;)]; and
4 = specific density of the water.

3.3.2 Arbitrarily Oriented Cylinder

For an arbitrarily oriented cylinder, the velocity and acceleration of the inci-
dent wave are resolved into their nermal and tangential components. (lere
¥ and U, are not synonymous.) Then wave forces are computed in the same
way as for the vertical cylinder discussed earlier (i.c., in section 3.3.1). This
section presents the formulations used to obtain the resolved components of
velocity and acceleration.

Consider the arbitrarily oriented cylinder shown in Figure 3.4. Defining
the orientation of the cylinder in polar coordinates, the position vector of the
cylinder is:

A=ai+yj+ 2k (3.23)
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F1G.3.4 ARBITRARILY ORIENTED CYLINDER.

>

GLOBAL CO-ORDINATE SYSTEM

FIG.3.5 FORCE COMPONENTS UN AN ARBITRARILY
ORIENTED CYLINDER.
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Therefore, the unit vector X is:

z X
Na= = 3.2
i (3.24)
ie.,
Xa= e+ ¢f + o, (3.25)
where
¢ =sing cos,
¢, =sin¢ sin0, and
¢ = cosg.
Defining the velocity of the wave in its more general form as:
0 = ui v + wk, (3.26)

where w and & are the velocity component and unit vector in the # dirce-
tion, respectively—the other variables have been previously defined—, the
projection of U, 4 is:

a,

ond =

(3.27)

Since % = X4, then the vector parallel to A shown in Figure 3.5 (i.c., it lies
on A) is (T A)Xy.
Thus, the normal velocity vector to A (i.c., Up) is:
Uy =0~ (0 Xa)Xa. (3.28)
Taking the components scparately:
Un = u — e (uc; + ve, + we), (3.29)
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vp = v — ¢y(ue; + vey, + wes), (3.30)
and

wy, = w — ¢;(uc; + ve, + we). (3.31)
on

If a long crested wave is being considered, w = 0 (i.e., 51 = 0); so the

0z
above expressions will be reduced. Similarly, the normal components of the

acceleration are given by:

nz = U = Cx(azc; + aycy), (3.32)
ny = v = ¢ (azc: + aycy), (3.33)

and
ne = —C:(aze; + ayey). (3.34)

3.4 Irregular Wave Forces

For a train of irregular waves, the wave profile is decomposed into a series
of sine and cosine components. This is achieved by first digitizing the wave
profile into N discrete points, spaced at an interval of At seconds. The
discrete signal is then transformed into a series of /2 + 1 cosine and N/2

sine waves, using an FF'T algorithm as:

N/2 N2
n(t) = Y A, cos(w,t) + 3 B, sin(w,t), (3.35)
=0 a=1
2rs
)
Av= 5 3 i cos(un),
J=0
9 N=1
By= 5 3 misin(wit),
$=0,1,2,...,N/2, and



A,, B, = pseudo random infinitesimal amplitudes associated with each

wave component.
Based on cquation (3.22) and applying the superposition principle (a
linear system is assumed), the force on the cylindrical element due to a train

of irregular waves is represented by:

Nj2 Nj2
Fr(t) = Y[Chu cos(wst) — Cau sinwit)] + 3 [Chsin(wst) + Cay cos(w,t)].
=0 =0

(3.36)

In contrast to equation (3.22), the force coefficients Cy and C; are computed

for each wave component represented by s = 0,1,2,...,N/2. (Ilence, the
new notations Cy, and Cy, are introduced.)

As a result, the theoretical response of the structure is obtained by using

the force d with the above on as the input forcing function

on the finite element (FEM) model of the structure.

3.5 Mathematical Modelling of the Struc-
ture

Two methods were used to obtain a mathematical model of the structure:
1) a 3-D model, and 2) a stick model. In the 3-D model, all the DOI* of the
shrueture sre considersd, ‘This mode] roquires's Tnsge computer core slorags
and is very CPU intensive. The stick model, on the other hand, originates

from an eig izer which eli

secondary DOF from the
analysis. (It requires less CPU time and core storage.) A common technique
used to economize the analysis of large structures is the method of sub-
structures [45]. Leung [46] has presented a sub-structure procedure wherehy

the sub-structure DOF are used as master DOF. This method along with the

outlined by Zi

[47) is discussed and extended
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further. Ultimately, the resulting consistent mass matrix is diagonalized—

using a method recommended by Cook [48]—to construct the stick model.
3.5.1 Formulations for the 3-D Model

Consider a linear multiple degrees of freedom (MDOF) system with mass
lumped at N degrees of freedom subjected to the loading function f;(t),
where [;(£) is the force applied at DOF j at time t. The equation of motion

in the time domain may be expressed as:

[ml& + [elz + [klz = f(2), (3.37)
where
[m], [c] and [k] = NxN mass (added mass + structural mass), damping
(viscous damping, radiation or wave making damp-

ing), stiffness (structural + “ydrostatic) matrices, re-
spectively; and

z,#,& and f(t) = Nx1 displacement, velocity, acceleration and load vec-
tors, respectively.

The above expression is coupled, and, as it stands, difficult to solve. To sim-
plify the analysis, the equation is uncoupled using the normal mode method
(Clough and Penzien [49]). This is done by representing the displacement
vector () as a sum of orthogonal mode shapes? multiplied by modal ampli-

tudes. Hence:

z(t)= _ﬁ;éjq,‘(t), (3.38)
z(t) = [@)q(t), (3.39)

" T'The total vibration of the structure is considered s 3 linear combination of the chat-
acteristic harmonic mode shape denoted by 4.
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where
[8] = mode shape matrix of N mode vectors of length N, and

g(t) = time dependant vector of modal amplitudes.

However, the dynamic analysis of the structural system using normal
mode method requires, as a first step, the solution of the general cigenvalue

problem; thus:

[mlz + [cl+ [klz (8.40)
If the displ and acceleration of any ch istic mode of vibration,
Jy is expressed as:
z; = ¢sinwit, (3.41)
and
= —guf sinwjt, (3.42)

(where w; is the frequency of vibration of the jth mode, and g is the mode

shape or lized eigy 3), the undamped cquation for free vibration

[Klz = ~[m]i. (3.43)

Substituting equations (3.41) and (3.42) into equation (3.43) yields:

[klg; = wim]g;. (3.44)

Equation (3.44) is an cigenvalue problem in non-standard form, where the
eigenvalues ate the squares of the frequencies and eigenvectors are the vibra-

tional mode shape iated with the fr ics. Considering all possible

3NB: The amplitudes of vibration in the normalized eigenvector are only relative values
and may be scaled or normalized, to some extent, as a matter of choice.
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frequencies and mode shapes, equation (3.44) may be written as:

[K][2] = [Q][m][2], (345)

where [£2] is diagonal matrix containing the eigenvalues in order of i
magnitudes. The matrix [®) contains the eigenvectors stored columnwise in
an order corresponding to the eigenvalues in [2]. Often, the matrix [Q)] is
called the spectral matrix while [®] is called the mode shape matrix.

Since the mode shape matrix is available, a set of N normal mode equa-
tions for the structure is attained by substituting equations (3.39) into equa-
tion (3.37), and pre-multiplying by the transpose of the mode shape matrix
(i.e., [@]). Therefore,

[M]g +(Clg+ [K]g = E(t), (3.46)
where

[M] = [@]"[m][®], modal mass matrix,

[C] = [#]7[c](®], modal damping matrix,

[K] = [®]7[K][®), modal stiffness matrix, and

E(t) = [#]7 (t), modal force vector.

Assuming Reyleigh damping of the form:

le= Im);aoilm)"[kl]" (3.47)

(where a is an arbitrary constant), then the normal uncoupled modal equa-
tions may be written as N independent single degree of freedom (SDOF)

cquations. As a result for the ith mode, the equation of motion becomes:
Migi + Cigi + Kigi = ¢ Fy + ¢aFay+ - + din Fi, (3.48)

where



M; = ZT[m]Q‘., modal mass,

Ci= Q‘.T[c]é‘., modal damping,

K; = ¢][k]g,, modal stiffness,

g; = modal amplitudes,

8= mode shape vector for mode i, and

Fy, Fy, -+, Fy= forces at degrees of freedom 1, 2, ..., N, respectively.

Having solved each modal equation for the number of structural modes
being investigated, the modal response (q(¢)) is then transformed back to the

original co-ordinates using 3.39) (i.e., z(t) = T, 8,05())-
3.5.2 Formulations for the Stick Model

Tf damping is neglected, the equation of mation for the structure (i.c., equa-

tion (3.37) presented earlier in section 3.5.1) can be written as:

[w.,] 101]{.* ]+[u-,.1 M]{L] {Lm}
107] tmad | L ] L lbmad ol ] L | L a0 )
19)

(3.

B

where the column vectors z and & have been partitioned into two parts:

and

Here, the displacement gz, is assumed to depend, in a unique way, on the
displacement z,,. Therefore, z, is called the vector of slave variables. (For
simplicity, assume the mass matrix is diagonal.) Usually, z, and z, arc
chosen, so the number of slave DOF, z,, will be much greater than the
master DOF, z,,,.
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To establish the relationship between master and slave DOF, the following

transformation is introduced:

{ = }=[ﬂ]Lm, (3.50)

el
[l = )
U]

Morcover, to obtain [a], the general deformation of the structure is assumed

where

to follow a configuration attainable by imposing displacements z,, on an,
otherwise, unloaded structure in static condition. (NB: [T'] and [/] are the
transformation and identity matrices, respectively.) If equation (3.49) is
partitioned with & = 0, and since the slave nodes are unloaded, the following

expression is obtained:

[ [kas)  [kam] ]{ z } { 0 }
= : (3.51)
[kms] k) |\ 2 L)

‘Therefore:
[ksslzy + [Kom)zm = 0,
and
2, = ~[knn 7 (k] (3.52)
Thus,
7] = —[kys] ™ fhom)- (3.53)

The above expression is the Guyan transformation [50]. Substituting
equation (3.52) into (3.49) and pre-multiplying by [T']7, to preserve symme-
try, yields the following condensed equation of motion:

[M] & + [K]'zm = E°, (3.54)
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where

M} = ] + [T fmadl(T),

(K" = (] = [ [Kss] ™ [kom], and

Fr=f [T ().

Here, [M]* and [K]* are the condensed mass and stiffness matrices, respec-
tively; F* is the equivalently lumped nodal force vector; while z,, is a column
vector involving fewer variables than the original force vector in equation
(3.49). Since it requires less CPU time and core storage, the solution of
equation (3.54) is relatively simple.

Implementation: Because the slave DOF vastly outnumber the master
DOF, inverting [k,,] is CPU intensive. This problem could be overcome
by applying the following suggestion to the flexibility matrix—i.c., from the
output of the static analysis:

{ k] [kam] ]_' [ [a]  [@om] ]
= ; (3.55)
Vkm] [k [ams] [amm]
the right hand side matrix in the above expression is the familiar global
flexibility matrix. As a result:
{ [kss]  om] } [ [ass] * fasm] ] [Ul [01]
= ; (3.56)
lemo] [kmm] | L [ams] [amm] o1 (1
Based on the above expression,

[ksal{@am] + [kan)[amm] = (0];

[@sm) = —[Kaa] ™" [Kom ] amm]s (3.57)
and
= [Kaa] ™ lkam] = [amm] ™ aum] = [T]. (3.58)
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Furthermore, from equation (3.56), the following relationship is obtained:
(kmo){@am] + [Kmm][amm] = [1]. (3.59)
Substituting equation (3.57) into the above expression leads to:
[ V] = UemallKsa] ™ [kum] Namn] = 1],

or
[ k] = ko] (as) ™ [Kom] | = [amn] ™ = [K]". (3.60)
Hence, it is correct to write:
K] = [amn] ™", (3.61)
and
[T) = [mm] ™ [@om)s (3.62)
where [amm] is the flexibility matrix of the master DOF and the inversion
will give the transformation m ‘rix. (The inversion of [@mm] is less expensive,
since it is of a low order.) It may be recalled that [T'] is the matrix which
relates the displacements of the slave nodes to those of the master nodes.

Existing FEM programs such as SAP IV, GTSTRUDL, etc., could be

used to compute [amm) and [a,m]. The following steps are suggested:
() ...first, identify the master DOF;

(b) find the corresponding deflection along all the master DOF and arrange

them as the 1st column of matrix [amm]; and

(c) choose the corresponding deflection along all the slave DOF and arrange

them as the 1st column of the matrix [aum).
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Each step is repeated for the remaining master DOF, while the corresponding

are ise in their iate locations. Having

obtained [amm] and [aym], the matrix [T'] can be formed. Subscquently, the
condensed mass and stiffness matrices, and the load vector are computed.
(Refer to equation (3.54), section 3.5.2.) To construct a stick model of the
structure, the reduced consistent mass matrix is diagonalized using Cook’s
method. (A summary of the method is presented in section A.1, Appendix

A.) Consequently, the condensed form of the equation of motion is solved

using the Houbolt r dure [51]. This numerical scheme incor-
porates a finite difference and step by step integration procedure—a synopsis
of the algorithm is presented in section A.2, Appendix A. At this stage in the
analysis, the responses computed are only at the master DOF sclected ini-
tially. Therefore, to compute the responses at, the slave DOF, the responses

at the master DOF should be multiplied by the Transformation matrix [7'].

3.6 Computer Implementation of Analytical
Models

Two analytical models were used to analyse the structure: 1) a 3-) model,
and 2) a stick model. In this section, the computer implementation of cach
analytical model is summarized. Figure 3.6 shows the simulated 3-) and

stick model.
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3.6.1 Implementation of the 3-D Model

A finite element approach was used to analyse the structure. The method is

epitomized as:

discretize the structure (i.e., sub-divide the structure into components);

o select a interpolation function which represents the assumed number of

degrees of freedom;
o select the element properties;
» assemble the element properties to obtain system properties;

o solve the system equations; and

interpret the results by making additiona) calculations if necessary.

For analyses (i.e., computations to estimate natural frequencies, mode
shapes, etc.), a computer generated Finite Element Analysis (FEM) dis-
cretization was generated. In the model and prototype there were 85 nodes
or joints and 278 beam elements. These are shown in Figures 3.7 and 3.8 for
the prototype. The corresponding diagrams for the model are depicted in
Figures 3.9 and 3.10. All the tubular members of the frame structure were
modelled using 2-D beam clements, while the deck was modelled using 36
eight noded 3-D solid elements. Finite clement analyses were done based on

the following assumptions:
1. rigid connections at the joints,
2. lumped masses at nodes,

3. rigid deck,



o

prismatic heam members,

o

. six degrees of freedom per node for each beam clement (three transla-

tional and three rotational),

kel

three degrees of frecdom per node for each 3-D solid element which
forms the deck (three translational—a total of 24 degrees of freedom),

and

~

the mass distribution throughout the structure is fixed.

Natural frequencies and mode shapes were computed using the subspace
ileration technique. For the submerged members, the hydrodynamic added
mass was assumed equal to the mass of water displaced by the member
52, 53]. The inertial resistance due to the added mass of water was assumed
1o apply to components of acceleration normal to the member axis for such
imembers [55, 54]. To compute the nodal wave forces, resulting from wave
action, a structural mechanics approach was used: Fach element was sub-
divided into n sub-sections (here, n = 10), and the wave forces at each
section were computed using the linearized Morrison’s equation presented
carlier in section 3.3.1 The force at each section was then transferred to the

joints as nodal forces and fixed-end moments, as is usually ‘one in structural

hanics. (This ion is shown di ically in Figure 3.11.) Thus,
the nodal forces and moments at each node were computed as the algebraic
sum of all the forces and moments resvlting from each point load on the
member, respectively. Finally, the total force and moment were computed
as the algebraic sum of all the nodal forces and moments sharing the same
joint. As the waves propagated through the structure, the above numerical

scheme was repeated for each time step (At).
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FIG. 3.1l ACTUAL AND EQUIVALENT LOGADING
FOR A CONCENTRATED TRANSVERSE
FORCE (NB:l=a+b).
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The equation of motion for each element plus all the boundary points
at connecting nodes between each element were computer generated from
the geometrical and physical properties of the input data for each element or
member as depicted in Figure 3.12. Ultimately, the equations of motion were
assembled by the computer into one equation representing the structure, and
the analyses were done. (All analyses were carried out with a special purpose
program compiled by the author.)

It should be emphasized that since it would be difficult and very time
consuming to obtain exact analytical solutions for the structure considered,
numerical analyses of the physical model, based on certain approximations,

are i d in the com pproach

3.6.2 Implementation of the Stick Model

To obtain a svick model of the structure, it was first necessary to select the
master DOF, so the nodes chosen represented the expected global motion of
the structure. Since the structure did not have any central nodes at each
horizontal level on the jacket (the most suitable position for a master node),
one corner node was chosen from each level on the broad side of the struc-
ture; that is, starting from level # 1 and proceeding in a zigzag manner to
level # 7. Therelfore, the flexibility matrices of the master and slave nodes
were obtained by applying unit loads at the corresponding master DOF,
successively, in the global x direction, and static analyses were carried out
to compute static displacements. There were as many load cases as mas-
ter DOF. The above procedure was accompliéhed with the same computer

program used to analyse the 3-D model of the structure.
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From the static dispiacement results, the master flexibility matrix, (amm],
and the slave flexibility matrix, [a,m], were formed. Similarly, the master
mass matrix, [mmm), and slave mass matrix, [m,,}, were also computed.
By applying equation (3.61), the condensed master stiffness matrix, [K]*,
and from equation (3.62), the transformation matrix, [T, were determined.
Then the condensed mass matrix, [M]*, was obtained (i.e., [M]* = [ [mmm]+
[T)7[m,s][T]]). Likewise, knowing the forces at. the various slave and master
DOF, the condensed master force vector, E*, is computed with the expression
Er = [ +[T)"f,(t). Since the resulting mass matrix, [M]", is a consistent
matrix, it was diagonalized to form the stick model, using the method rec-

ded by Cook refc d earlier in Appendix A. Thus, equation (3.54)

was cstablished.

Natural frequencies of the system were solved (i.e., setting fn(t) = 0) us-
ing Cholesky’s procedure and the response was computed using the Houbolt
algorithm referenced earlier in Appendix A. The wave force vector at each
master node was generated with the same program used to solve the 3-D
structure discussed in the precious section.

Damage Simulation: Structural damage or failure in the 3-D and stick

model was simulated by making the member(s) inactive in the analyses. This

was lished by ing the k and the iated
from the computations. Since the flexibility matrix used to generate the stick
model was obtained from the 3-D model program, the influence of member
removal was present in the flexibility analysis attained from the unit load(s)
static displacement analyses. (A summary of the computer analyses is pre-

sented in flow chart form in Figure 3.13.)
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Chapter 4
Physical Modelling

In this chapter, the physical modelling of the problem is discussed. It in-

cludes the P of the

laws, difficulti iated with

hydro-elasti delling, and a description of the design and fabrication of

the experimental hydro-elastic model.

4.1 Development of Modelling Laws

Three basic methods of partial analysis are commonly in use: 1) dimensional
analysis, 2) the method of force ratios and 3) the method of governing equa-
tions. Each aims at sorting out the relevant variables of a system in such
a way, 50 a better understanding of the physical phenomenon is obtained.
The Method of Synthesis (due to Barr [56]) is the most modern and powerful
method of partial analysis, because it guides the analysis to a convenient,
rather than a merely correct solution [57). This results because the method
permits considerable choice and redundancy not directly available with other
methods. Any non-dimensional equation in n terms can be considered to have

di sonally h

originated from an (n + 1) term uation. For
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instance, the non-dimensional cquations:

JCS5 5 R )

(X, X3 Xs Xy

X' X2 X' X (4.2)
or
XXX X
(Xa’ X' X' Xa (4.3)
could have origi d from the di ionally | uation
B (X1, X2, X3, X4, X5) = 0 (4.4)

(where X1, X2, X3, X4, and X5 have the same dimension), provided the

following rules are applied:

1. the terms in equations (4.1) to (4.3) must contain all the terms of

equation (4.4),

2. the terms of equations (4.1) to (4.3) must be linked by the terms of
equation (4.4), and

3. the number of terms in cach of the equations—i.c., (4.1) to (4.3)—must

contain one term fewer than equation (4.4).

From equation (4.4), many forms of non-dimensional cquations, other than
the ones given in equations (4.1) to (4.3), may be derived.

An examination of equations (4.1) to (4.3) suggests that if the dimen-
sionally homogeneous equation (i.c., equation (4.4)) is available, rather than
the non-dimensional equation, some choice is readily available. The addi-

tional choice results because of redundancy. This is the primary objective of
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the Method of Synthesis, which uses di ional ing to form combi-

nations of variables having dimensions of length rather than to develop non-
dimensional groups, directly, as is more usual. The combinations are made
by combining-cach variable not having length dimensions (e.g., V; g, 1,1, etc.)

with cach other variable, two at a time. Any relevant density is excluded,

cxcept where necessary, to eliminate a mass di ion. These combi

have been called linear proportionalities. Usually, if there are m variables
available to combine—i.e., all variables excluding density (used to eliminate
mass densities), temperature difference, and relevant lengths of the system
being investigated—it is theoretically possible to form ™C; linear proportion-
alities (i.c., (m=1)+(m—2)+++-+1). Only m—1 of these are required in
any correct dimensionally homogeneous equation [57, 58]. For completeness,
this equation must include all the original variables together with any actual
lengths of the system. The following section summarizes the development
of the modelling laws necessary to design the hydro-elastic model, using the

Method of Synthesis.

4.2 Wave Modelling

Before a dimensional analysis can be carried out, the characteristic vari-
ables of the wave(s) should be first defined. There are only five variables®
involved: Ly (wave length), H,, (wave height), hy (water depth), g (gravita-
tional acecleration), and T, (wave period). Only four of thesr are necessary
and sufficient to characterize the wave, because three are interdependent. A
" TFor the case of decp water or intermediate and short, waves, the effects of water

viscosity—present in the oscillatory boundary layer—and the roughness of the seabed can
be disregarded.
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functional relationship relating these variables can be written as:
¥(Tws 9, Luy by Hu) = 0. (4.5)

By the method of synthesis, the variables are combined in such a way, so

each has dimension of length. Therefore,
@ (129, Lus huy Hy) = 0. (4.6)

Using Ly, as the repeating variable to non-dimensionalize the above expres-

sion, the following expression results:

Ty’ bu Hy
‘b( To ' Ta' In =0, (4.7)
or
T’ _ o (hw Ha
o = \Lo'T) @8
After compounding the above expression, the lollowing cquation is obtained:
T g (e B
Toyf- =@ (Lw’ ) (1.9)

The function ® may be obtained from a convenient wave theory (c.g., Airy's
small amplitude wave theory, Stokes’ 37d or 5th order wave theories, cte.)
depending on the application. For instance, if small amplitude waves are
being considered (the wave steepness %;“ isirrelevant), cquation (4.9) reduces

to:

T Z”— = tp(i‘—) . (4.10)

For deep water and small amplitude waves (since hy is no longer relevant),

the equation is further reduced to simply:

T"‘\/ Lu
6

(1.11)
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The ratio :—: characterizes the still water depth. Since three variables
Ly, Hy, and T, are interdependent, only two can be used to define the wave.
Often the variables? H,, and T,, are chosen, and L, is determined as a func-
tion of them in addition to the ratio Z—: The following section is concerned
with a fixed but flexible structure in deep or intermediate depth water, and

is subjected to progressive gravity waves (classified as short, waves).

4.3 Modelling the Sea Structure Interac-
tion

The variables involved arc:

(a) structural variables
Ly, psy E, ¢, and
shape ratios of the l.ype o and — (whcrv D and d repre-
sent the exterior diameter and wall thickness of a memb
respectively), L—‘ L—‘ and T‘ (coordinates of the structural

joints), relative roughness, etc. ...

or,

(b)  sea variables
Hy, Tus by puy 1,9, and

shape ratio ﬁ;

(c) p ord d iabl

F, (instantancous force due to wave action),
or
w, (instantancous displacement due to wave action);

2For an irregular sea state, described by a spectrum, the variables adopted are: 1f,
(significant wave height), 73 (mean zcro crossing period) [59, 60].
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where

F, = instantaneous force at time t,

u, = instantancous displacement at time t,

E = modulus of clasticity of the structural material,
g = gravitational acceleration,

v = kinematic viscosity of the liquid,

II,, = wave height,

T,, = wave period in seconds,

1= time,

pw = density of liquid,

L, = characteristic length of ponent being i

ps = density of structural component, and

¢ = structural damping ratio (non-dimensional).

Besides the shape ratios, there are eleven variables from which the func-
tional relationship can be formed:

Fy = @(E, g,v, Hu, Tuyt, pur Ls, s, (, shape ratios). (4.12)

or alternatively,

e = O(E, g,y Huy Tust, pus Ly pi, €, shape ratios). (4.13)
The homogeneous equation is given as:
O(Fsy B, 9,0, Hus Tar by pun Lins i, shape ratios) = 0. (414)

Since ¢ and the shape ratios are dimensionless, they are ignored from the
dimensional analysis, with the understanding that they will reappear after

the above equation has been non-dimensionalized.
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Using the method of synthesis,? there are six terms available to form lincar
proportionalities—i.e., Fi, %,a,v,T, and t. Applying the rules prescnted
earlier in section 4.1, page 58, it is possible to form 15 (i.c., °Cs) lincar
proportionalities using each of the densities (p,, py,), independently, with the
six available terms. But since F; and v, and ¢ and T, cannot combine to form

linear proportionalities, only 13 of the 15, mentioned above, are formable.

This yields a total of 26 linear fonalities. Still, six combinations (i.c.,
Fo By Ty g v g, T gandt g)will not need either of the densities
to form linear proportionalities; so each of these combinations will appear
twice. As a result, six of them should be excluded, so nonc is repeated. This

yields the following set of linear proportionalities:

v [pa
p'k T e Co

Not all the above proportionalities® are required; there are redundancies. Us-
ing the rules of the method of synthesis, five linear proportionalities should
be selected, from the above set, to include F, E, g, v, Ty and L. But, since
there are two densities (i.e., p, and py), an extra linear proportionality is
required because these densities can be combined to form a dimensionlesy
ratio. Hence six linear proportionalities should be chosen from equation

(4.15) to include F}, B,g,v, Tuy s ps and py. Thus, using these torms and

34 table of dimensions in terms of M, L, and T, for all the variables used, in
equation (4.14), is presented in Table 4.1.
“These lincar proportionalities can be casily formed by using Table 4.1 in Sharp (58].
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Table 4.1 Symbols, Units and Dimensions for Variables used in Modelling.

Units and Dimensions
Units Mass, Length, Time
Dimensions
force, Fy N(kg.m/s") ML|T*
Instantaneous displacement, u; m L
Modulus of elasticity, £ Pa(N/m") M/LT?
Gravitati fon, ¢ m/s L]T?
Kinematic viscosity, » m?[s LT
Wave height, Hy, m L
Wave Period, T s T
Time, t B T
Density of water, pu, kg/m® M/L?
Ch istic length, L, m L
Material density, ps kg/m® MJL?
Still water depth, by 1 L

NB: M = mass, L = length, and T' = time.



actual lengths of the systems:
o2, omu Vit 129, 2, £, 1,1, =0, (1.16)
P peg’ Pull
== T

The above equation is one of the many expressions that can be obtained
from equation {4.14). The important feature is that cach term in equation
(4.14), except for the non-dimensional terms and shape ratios, is included.
Variables of interest are included only once if possible.

Each term in equation (4.16) has dimension of length. Therefore, using L,

as the ing variable to di ionalize the iou, the following

expression results:

oL LT YT BBty i
L,V pug’ L, ' L’ Ly ' Lipsg’ Lapug’ Ly '
Linking the terms of the above di 1 equation th { by one
or more terms results in:
Bt Ty (B Hols pp Hy o [0 )
‘P(pw.qL,”Tw’L 7 T pe Lo E ) (18)
b ly, di ionless ratios (including ¢ and the shape ratios) for the
fluid i ion may be d in an explicit form as:
B _ g9 ps Ho Tu HuL, "
=Y (T.,, T Togt i s shape ratios )
(4.19)

or alternatively,

L,
ying

2 L ¢, shape ran‘us) . (4.20)
Ty

The functions ®(...) and f(...) may be obtained from any of the wave theo-

ries mentioned earlier in section 4.2. Observe that the final equation satisfies
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the Buckingham 7-Theorem (i.e., 12 terms — 3 dimensions = 9 7 terms).
Since 20 linear proportionalities are available in equation (4.15), at least
¢4 x 8 (i.e., 310,080) non-dimensional equations can be formed. It is not
suggested that these could not be obtained by other methods of partial anal-

ysis. or de analysis starts with equa-

tion (4.14) and would lead directly to one dimensionless equation, probably
of the form given in equation (4.19) or (4.20). Other solutions would then
be attained by compounding. The method of synthesis, on the other hand,
develops equation (4.15) as a first step in the analysis, but proceeds directly
from that to any of the t least 310,080 possible results.

An examination of equations (4.19) or (4.20) shows the dimensionless ra-
H.,, L,

is an alternative way of accounting for viscous action; it might

be termed an alternative form of Reynolds number (i.e., Re = UeLs ) Also,

tio

. . Hy .
the dimensionless ratio 7. isan alternative form of the Keulegan-Ca.rpenler

number (i.c., K =

waves. These alternative forms result because the maximum orbital velocity
U, at the free surface of the ocean can be substituted, in any dimension-

s . H -
less ratio where they appear, by the ratios T—'" Further examination of the
w

i . p . T, [E
equations mentioned above also reveals the dimensionless ratio L_w"; ex-
s

presses the ratio of the wave period to the natural representative period of

the structure.

4.4 Modelling the Tower

Earlier, the non-dimensional products necessary to model the structure, for

the fluid-structure-interaction, were presented. To interpret the results ob-
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tained from the scaled model of the structure, it is necessary that these non-

di ;

I ratios in equations (4.19) and (4.20) have the same (or

approximately the same) value in both the model and the prototype. This

means that (subscripts m and p refer to model and prototype, respectively) :

L] e
[l [ 2
%=1, ()
;ﬂ\/?}m = [?ﬂ\/,’?]r (4.24)
—f%i]m = %]P (1.25)
[ = €0 (4.26)
t 9

= [H]p (1.21)

in order for
E R

and

Z—:]m = H, (4.29)
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‘That is, equations (4.28) and (4.29) are truly justified if and only if equations

(1.22) to (4.27) are satisfied simult ly®. On many occasions, however,
it may not be possible to satisfy this condition. A summary of the difficulties
involved in attempting to satisfy the above requirements is presented in the

following section.

4.5 Difficulties Associated with Hydro-Elastic
Modelling

Difficulties arise when attempting to model the soo-structure interaction.
These are related, fundamentally, to the practical impossibility of using any
liquid other than water in the model, and to the problem that gravitational
acceleration is the same in both the model and prototype. These difficulties®

may be described as:

1. the different relations between period and geometry due to periodic

motions governed by gravity and inertia forces and with that governed

by clastic and inertia forces (i.e., Cy =Ty I and C, =
Vi,
T, and T}, represent the period of the wave and structure, respectively,
while C, (i.c, Froude’s Law) and C. are arbitrary constants’ chosen
to represent the dimensionless products—the other variables have been
previously defined;
SIf the maximum value of F; or u; is desired instead of the instantaneous values,
cquation (4.27) should be excluded—i.e., the dimensionless time ratio.
OThe soil-structure interaction, which also cuuses serious problems in modelling, is not
considered in this treatise.

For the clastic and incria forces (c.g., free vibration of elastic structures in air), the
variables involved (Ly, ps, E, and T,) combine to give the dimensionless product Ck.




2. the interaction between inertia forces in the lignid and those i the

structure; and

3. the presence of viscous forces in the liquid and of damping in the struc-

ture.
In the following sub-sections, those difficulties are explained in more details.
4.5.1 Difficulties due to Froude’s Law of Similarity

Based on Froude's law (i.e., Cy), it can be shown that the time scale factor

is equal to the square root of the geom=tric scale factor; thal is:

2], - ]

Tup Tigi”

However, if the model were fabricated with the same material as Lhe proto-

=

type, the time scale factor, resulting from the constant C., would be equal

to the geometric scale factor, and not with the square rool. More explicitly:

ARG
=) &)

T

therefore, if the material in the model and prototype is the same, then:

=

Tom _ b

Ty Lup’

Assurning the prototype experiences resonance at a certain wave frequency
and wave length, the natural frequency of the reduced model would be greater

than the frequency of the corresponding wave(s) as scen by the constant
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C.. Hence, if the dynamic amplification in the response of the prototype is

ifi this di should not be accepted, even in the presence of

structural damping.

To avoid this problem, it will be necessary to modify ;E:’ so the time
scale factor resulting from Froude’s law (valid for waves) is also valid for the
structure. This objective can be achieved if the material of the model is
different from the material of the prototype. As a result, the scale factor for

; L
,.E must be equal to the geometric scale factor (i.e., —LL"-). Therefore,
3 »

Top

Tom = ..,,,/ll—’:, (4.31)

where Ty and T, arc the period of the model and prototype, respectively.

(4.30)

so0

4.5.2 Difficulties due to the Interaction between In-
ertia in the Structure and in the Liquid
From a practical viewpoint, equation (4.31) can only be justified if a material
which has a smaller modulus of elasticity, a greater density, or both is used.
Nonetheless, the adoption of this solution will be restricted, because as a fully
or partially submerged structural component vibrates, inertia forces will be
produced in the liquid. (The effect is sometimes described, in a manner
conceptually not rigorous, as the added mass of the liquid.) This new imped-
iment would, therefore, satisfy equation (4.22); that is, (’;—"") = (iﬂ) ;
From the viewpoint of the flud structure interaction, this could be achieved

by using a material in the model with the same density as the prototype
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(i.€.y Puim = Pup)s but with a modulus of elasticity reduced to the general

E, Ly 2 .
geometric or model scale ratio (i.e., E”l = T)‘ which is applied to the ex-
' P

ternal dimension(s). Practically, it may be i ible to construct such a
model, since the material may be difficult to obtain. A possible solution to
this dilemma would be to resort to a distorted model.

Distorted Modek: To avoid having a linear scale ratio equal to the
moduli scale ratio, & certain geometric distortion can be used, since both the
model and prototype will be composed of thin walled section members. This
distortion can be achieved by applying a geomelric scale factor to the wall
thickness of the model, Yet, to reproduce the hydrodynamic wave forces in

the model®, the external dimension of the model member(s) must be main-

D, L,
tained at the model scale ratio (i.e., # -Lﬂ 3
For this reason, the distortion should occur in the wall thickness of the
structural member(s), such that:
dn\ _ 1 (Dnm a9
(%)-1(%): -

where

€ = the distortion,

dpm,d, = wall thickness of the model and prototype, respectively, and
Dy, Dy, = exterior diameter of the model and prototype, respectively.

Based on the foregoing, the ratio of the modulus of elasticity should be:

En L
=l=c|l-). 4.33
( E») ¢ ( Ly ) )
Making use of the above expressions, equation (4.32) now becomes:
dpn D\ ( By (Lm
=)= l=ll=) 515 4.3
(8)-G) @ i

8As shown in equation (3.3), Chapter 3, the wave force is a function of the external
dimension(s) of the structural members.
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where (-Ill—m) is the general geometric or model scale; it is different from
P

(iﬂ), the member(s) wall thickness scale, Since (ﬁ) - (5'1) then
4, D, L,
cquation (4.34) can be reduced to the following expression:

(#)-E) @) s

To satisfy the above expression, it will be necessary for the material of
the model to hive a density pym*, so:

Pra ‘;J d; = pap Ll;’d,”. (4.36)
where p}, and p,, are the material densities of the model aud prolotype,
respectively—the other variables have been previously defined. Observe that
the products Dpdm and Dyd, are proportional to the cross sectional areas of
the structural component(s) of the model and prototype, respectively. The
above expression results because the submerged weight to the hydrodynamic
force ratio® should be held constant [59]. Rearranging equation (4.36) results

in the following expression:

o "’"(i_:) (dﬁi) (4.37)

Since models constructed of a material having a low modulus of elasticity
(c.g., plastic) often have a lower density than p, ", then it will be necessary
to add flexibility and conveniently distribute extra masses to compensate for

the difference’®; that is:

Apsm = Pam” = Pam- (4.38)

mDmdm oF pyp Dydy) (thdmdynamt‘g o D2, or D3).
.¢.g,, for the model being investigated in this treatise, py,m" is 2.087 x 10~3 kg/em®;
while pym for ABS plastic is 1107 x 10~ kg/cm®.

(Frubmerge
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4.5.3 Difficulties due to Viscosity-Forces and Struc-
tural Damping

Viscous forces, due to the liquid, and structural damping create problems

in modelling. Viscous forces are important if the external diameter (D)

of the 1 p is small 1 with the wave height, I,

59, 60]. The variables which are important are: 1) U (maximum orbital
velocity at the free surface), 2) D (external diameter of the member(s)), and
3) v (kinematic viscosity of the liquid). These variables can be combined to

produce a Reynolds number.

The lusion is that the similitud. dition cor ling to equality
of Reynolds number cannot be satisfied in both model and prototype [60].
Since this problem cannot, be eliminated, a reasonable possibility is Lo accept
this limitation, and to assess its consequences.

On many occasions, the influences of variation in Reynolds number are
not so critical; for example, member(s) having large external diameter(s), and
member(s) having rough surface(s). Conveisely, for member(s) wiik smooth
surfaces and small external diameter(s) compared with the wave height, [,

the effects of variation in Reynolds number should not be ignored. This is

mainly because the prototype is, often, in a 1, and the model in

a subcritical regime.

Thus, if the prototype has a certain roughness, then the model should
present the same relative roughness. It is not always possible to satisly this
condition.

Structural damping creates a problem in hydro-clastic modelling, because

it is not always easy to reproduce the same damping in the model as that in

73



the prototype. Damping is defined by the damping ratio:

4]

(= o (4.39)

where
C = the structural damping constant, and
C. = the structural critical damping constant.

The condition ¢ = ¢, should be at least approximately satisfied.

4.6 Model Design and Fabrication

The reduced model, fabricated to observe the dynamic behavior in air and
in water, was designed to be hydro-clastically similar to the main struc-
tural system of a typical full-scale four-legged tower prototype. For practical
reasons, an cxact reduced scale replica of the prototype was not possible.
Nevertheless, the modelled tower was designed to have the following salient

features.

4.6.1 Description of the Prototype

The prototype structure is a 73 m tall conventional steel jacket platform (i.e.,
a combination of k-bracing and diagonal bracing) operating in 50 m of wa-
ter, and has overall structural external dimensions depicted in Figure 4.1-4.2.
A 3-D view simulationis shown in Figure 4.3. Tables 4.2 and 4.3 depict the

member sections and material ies. (The ical confi ion and

member section properties of the structure were obtained from Ref. [61, 62].)
In table 4.3, modified refers to the material and section properties of a mod-
ified version of the prototype. This modification in certain member section

properties was carried out to simplify the design of the reduced model, and
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Table 4.2 Prototype Structural Data (Original Structure).

Prototype (Prismatic Member Properties)

Cross-sectional Area

Outer Diameter

Wall Thickness

Moment of Inertia

A [mm?] D [mm] d [mm] Tymm?] | L mm?]
Horizontal Jacket Bracings
Members 1-49 1,367.74 355.60 12.70 2.01 x 10° | 2.01 x 108
Diagonal Jacket Bracings
Members 50-77 1,774.19 457.20 12.70 4.38 x 10°® | 4.38 x 10°
Horizontal Deck Beams
Members 122-193 (36WF194) 36,836.64 - = 5.04 x 10° | 1.48 x 108
Deck Column Members
83, 84, 90, 92, 93, 100 & 107 1,548.38 406.40 25.40 4.38 x 10° | 4.33 x 108
Jacket Column Members
78-82, 85-89, 94-98 & 101-105 123,161.04 1,066.80 38.10 1.63 x 10'° | 1.63 x 10"
Deck Bracings
Members 108-121, & 194-278 1,548.38 406.40 12.70 4.38 x 10° | 4.38 x 10°

Material = Structural Steel,
E = 206.89 [kN/mm?],
ps =185 x 107° [kg/min%].




“[gma/3y] 501 x ey'1="d
‘owmm/Ny] 68°902 = T
991G [eINPNIIG [eHBIR]Y

s01 % 8EF | s0T X 8E'F 0Lg1 0¥°908 [E8YST 812-F61 ‘12T-801 S1qULI
sSupelg Yoo
801 X 8E'F | 01 X 8EF (U4 0e"L8¥ BTFLLT £61-221 sIequIajy
sureagy Yoa(] [2IUOZLIOK
601 X 60 | 601 X 602 0¥'se 00°29L 197686'C 201-8L s12qUBY
suwnjo) urey
s01 X 86% | 01 X 8E'F oLgt 0F'90% 8C'8YS'T L1-0 s1equidjy
sBupeag jeyoep [euoferq
80T X 10 | §0T X 10 oLt 09°98¢ PLLIET 6p-1 staquiajy
sSuelg joxde[ [2JU0ZLIOT]
[pww]y | [poow]™y [wu] p [war] @ lpow] v

»1}I2U] JO IO

SSOWPI, (B

Japwel(q 100

ATV [RUOID9S-55010)

(sanaadorg Jaquidpy onyewsig) ad4jor01g

*(21n30n13g PayIPOIN) e3E(Y [eanjonLG 2dAj0j01d §F AARL

9



to obtain a model which has its domi fi ies within the

range of the wave maker in the wave tank facility.
4.6.2 Design of The Reduced Model

In Table 4.4 the model structural data—scaled from the modified version of
the prototype—are shown. These values were computed using the modelling
laws presented earlier in equations (4.35) to (4.38), section 4.4, Sample

A

Iculations are 1 in Appendix B. Figures 4.4-4.5 depict the overall

external di i The ding 3-D view simulation is shown in

Figure 4.6.

The geometric scale of the model to that of the prototype was computed
by using the ratio of the mean water depth of the model to that of the
prototype—i.c., ’I‘l“'T';‘ or 1:30. Since the experimental model was being tested
in the wave tank facility at Memorial University of Newfoundland, the mean
water depth was chosen as 1.6 m. This value was selected, because previous
rescarch by other experimentalists (e.g., Ref. [63]) suggests that at 1.6 m,
the influences of wave reflection from the mechanical beach of the wave tank

facility will be minimized.
4.6.3 TFabrication of the Reduced Model

The experimental model was fabricated using Acrylonitrite-Butadiene
Styrene (ABS) plastic tubing. This material was selected because of its ma-
terial properties (i.c., low modulus of elasticity, low density and low material
damping ratio). Table 4.5 summarizes the appropriate material property

values.
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Table 4.5 Relevant Material Properties for ABS Plastic.

ABS Plastic Properties Chart

ASTM. | Impact Acrylic
Test Method | Molding Compound
Tensile Strength, p.s.i- DL708 5000.-9000.
% DI708 20.0-70.0
Tensile Modulus x 105, p.s.. DI1708 2.0-4.0
C ive Strength, p.s.. D695 4000.-14000.
flexural Yield Strength, p.s.. D790-66 7000.-13000.
Hardness, Rockwell D785 R105-R120
flexural Modulus x 105, p.s.i. D790 24-38
Compressive Modulus x 10°, p.s.. D695 24-3.7

Excerpt from 1971-1972 Plastics Encyclopedia [73].




Each member of the model was fastened at the joints with ABS solvent
glue. Glueing was chosen over welding, because of the size of the wall thick-
ness (1.586 mm) of the members. Had welding been used, the joints might
have been damaged by the amount of heat and weld necessary to provide
an appropriate bond; besides, welding is more time consuming. Preliminary
tests on sample joints—to assess the bonding strength of the glue—showed
that the glued joints are capable of withstanding over two times the load(s)
that would be experienced by the model during testing. In the prototype
structure, the joints are welded to provide rigid moment resisting connec-
tions. From the preliminary tests on the glued specimens, it was concluded
that the joints (as used in the model) would be capable of providing similar
connections.

The deck of the model consisted of a 965.2 mm x 635 mm X 4.76 mm
ABS plastic plate. It was fastened to the trusswork structure, composed of
tubular members, also with ABS solvent glue. Figures 4.7-4.9 epitomize the
various stages of fabrication. ‘To simulate a rigid base connection, the legs
of the tower at the base were attached to four specially designed connectors
bolted unto a circular plywood plate. One advantage of the base connectors
is that they can be rotated; so the structure can be easily levelled in place.
Tigures 4.10-4.11 show the various stages of the installation.

At all the nodes along the main columns below the mean water level,
ABS weight holders were attached. (See Figure 4.12.) These were installed
because, as discussed previously, extra weights were needed to compensate
for the difference between the density of the material required (p},,,), and the
actual density (ps,m) of the ABS material—refer to equation (4.38), section

4.5.2, and Appendiz. B for sample calculations.
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FIG. 4.8 DECK UNDER CONSTRUCTION (C—=D)
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FIG. 4.10 BASE CONNECTORS BEFORE ATTACHMENT
TO STRUCTURE (E+F).
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FIG. 4.1l BASE CONNECTOR BEING ASSEMBLED TO STRUCTURE (G-*H).
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Since the deck section of the structure (because of its geometrical con-
figuration) is inherently more flexible than the jacket (i.c., the section below
the water level), it was considered that the extra lumped masses should be
distributed in the region where more flexibility was required. llence, the
locations of the weight holders were selected at the nodes along the main

columns of the jacket, into which the extra lumped masses were inserted.
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Chapter 5

Experimental Study

This chapter deals with the dynamical testing of the experimental model.

Dynamic testing is very advantageous, because it can be used to:
(i) verify the analytical model,

(ii) diagnose (trouble-shoot) the vibration problem,

(iii) assess design changes in the structure, and

(iv) devise a dynamic model for parts of the structure too complicated to

model analytically.

For all these cases, the objective of the dynamic testing procedure was to
excite and identify the modes of vibration of structure and to determine
the dynamic response. In both the analytical and experimental phases of

this investigation, the common entity was the set of modal parameters. The

lationship is st ized di ically in Figure 5.1.

5.1 Equipment Installation

A brief description of the equipment used in the experiments is presented

in this section. First the wave maker system is described, followed by the
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instramentation of the model structure, then the equipment used for the

impact tests, and, finally, the response circuit.
5.1.1 The Wave Maker System

The wave tank facility at Memorial University is 58.27 m in length, 4.57 m
in width and 3.04 m in depth (see Figure 5.2). However, the hydraulically
operated piston type wave generator also shown in Figure 5.2, installed be-
hind the wave board at one end of the tank, restricts the actual operating
length to approximately 54.74 m. The walls of the tank are of reinforced con-
crele construction, while the wave board is fabricated from aluminum with
a waler tight teflon scal along its sides and bottom. Several large viewing
windows arc convenicntly located in one of the tank’s walls, enabling visual
and photographic analysis of a model’s response at surface and sub-surface
clevations.

Both regular and irregular wave spectra can be generated by the transla-
tory motion of the wave board. The force capability of the hydraulic actuator
shown in Figure 5.3 (it drives the board over a 0.5 m stroke) is specified at
48.8 kN and limits the actual operating depth to about 2.13 m or less. As
shown in Figure 5.4, wave heights and frequencies are governed by the mo-
tions of this actuator. Electronic control for the board is provided from the
control room through an MTS$ closed-loop servo-controlled system with error
detection and compensation applied through an LVDT feedback loop. (Refer
to Figure 5.5.)

Located at the far end of the tank is a parabolic beach consisting of an
aluminum frame covered by wooden slats and layers of nylon net. This device

is intended to absorb and dissipate the energy contained in the incident wave

96



CONTROL R
MEZZANINE FLOOR
T e s e e e =

s

CARRIAGE

I.Lﬂl—\ e -
SECTION A-A 6 & 6

% —° BEACH

=

L6

DOWN

4 [LA]

WAVE B8
GENERATOR -4 030 I
304 —
| 183 max
. ¥ A
NOTE All dimensions
o e ok in meters

SECTION B-8

F16.5.2 DIMENSIONS OF WAVE TANK FACILITY .

WL




LOCATION OF EXPERIMENT

" HYDRAULICALLY OPERATED
L PISTON TYPE WAVE
| GENERATOR

FIG.5.3 VIEW OF WAVE TANK FACILITY
98



“NUdS 40 L3S B Y04 SJILSIHILIOUHUHI OHU08 3AUM ¥°S "9I1d4

[ZH] _AIN3ND3Y4
ov1 021 001 03'a 05°Q

of

S
N

NUJS 0WH08 3AUM %S
NUJS OWUOE 3AUM %01 — ——
NUJS OHUOS JAUM 7%GT  —%—
NUdS QUUOS JAUM 7%0Z ~ —o—
NUdS OWUO8 JAUM 7SZ  —G—

-
w4
I

sf
(W3] LHOI3H 3ALM

/ftr.t/L
~]
S

™~

\\L_




001

7.1

I |
SERVO VALVE

CONTROLLER DRIVER

CONTHOL

SIGNAL
TRANSDUCER

SIGNAL MODEL 408.11
CONTROLLER CONTROLLER
CLOSED HYDRAULIC ACTUATOR
FEEDBACK LooP
/\/\/\’\
s/v
WATER

FIG. 5.5 SERVO CONTROL LOOP FOR THE WAVE BOARD.



and maintain a minimum reflection cocficient.  Wave filter plates alfixed
directly to the front of the wave generator are used Lo reduce the presence of

cross tank oscillation in the tank.
5.1.2 Instrumentation of the Model

The experimental model was bolted onto a 152.4 em diameter, 2.54 em thick,

circular water-proofed plywood plate—which in turn was bolted to the bot-
tom of the wave tank—and levelled in place by the specially designed base

connectors mentioned earlicr in scction 1.1; refer to igure T'he model

was installed at a distance of about 12.8 m from the zero position of the wve
board. Threo capacitance type wave probes were wsed to measure the incom-
ing waves; these were designated P1 to P for case of reference. Each probe

is equipped with a capacitance meter to convert the change in capacits

(resulting as the waves interact with the probe) to a d.c. voltage. The probes
were calibrated in units of distance in centimeters per volt. Therefore, the
changes in wave elevation above or below the mean water level could be com-
puted. Probe P1 was located about 1 m in front of the model; that is, along
the centerline of the broad side of the structure. Probes P2 and P8 were
installed adjacent to the narrow side at distances 0.6 and 1.2 m, respectively,
from the wall of the tank shown carlicr in Figure 5.3. These two probes were
used to determine if there were any cross-tank oscillation effects. This would
be shown by any major dissimilaritics between the signals measured with the

first probe and with those measured with the sccond and third prol

Five accelerometers were used to measure the acceleration of the struc-
ture. These were designated Al to A5 for case of reference; refer to Figure

5.6. (Specifications and calibration settings for the tests are presented in
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section C.1, Appendix C.) Accelerometers Al and A2 were submerged,! and
A3 was placed at the mean water level, and Ad and A5 were installed at
the center of the deck of the model structure. Accelerometers Al to Ad
were used to measure the acceleration of the structure in the direction of
the incoming waves—i.c., the designated x-direction of the global xy system

of the structure). The accclerometer designated A5 was used to measure

the acceleration at 90° to accel Ad (ic, in the dosignated global
y-direction).

To keep the deck weights of the structure in place, six aluminum weight
holders were riveted onto the deck in a rectangular configuration. Iach

weight holder held 19.16 kg—a total deck mass of 114.59 kg.
5.1.3 Instrumentation for Impact Testing

To carry out impact tests on the model, six impact locations (designated
HI to H6 in Figure 5.6) were selected. At cach of these locations a metal
attachment was fitted as shown in Figure 5.7. These were used as impact
points to transmit the pulse (resulting from the impact) through the struc-
vute Pigure 5.7 also shows the modally vusiad impist hasiner; the power
unit, and accelerometers Al to A5 before they were made water-tight. The
response of the structure to the impact tests were also measured with these

accelerometers. A calibration curve for the impact hammer is depicted in

Figure C.1, Appendix C. As will be cxplained later, in more detail in scction
5.2.5, impact tests were necessary Lo validate the results obtained from the

wave excitation experiments.

Accelerometers Al, A2 and A3 were made water-tight by coating them with an inner
layer of silicon, and an outer layer of heavy duty wax scal.
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5.1.4 Response Tircuit

Data acquisition and much of the subsequent analyses were carried out in
the control room of the wave tank facility, with some on-line equipment pro-
ducing real time analyses. Each acceleration signal was passed through a
charge amplifier where it was calibrated and then through a low pass filter to
remove extraneous noise occurring above the maximum cut-off frequency de-
sired. Voltage measurements from the probe meters were filtered in a similar
manner. (Data from the accelerometers and wave probes were in an ana-
log format.) Subsequently, all data were digitized with an analog to digital
converter. Then the digitized data were transmitted via an Ethernet link
system to the Faculty’s VAX 8530 computer for storage. The VAX computer
provided additional analysis packages, decreasea computation times and in-
creased mass storage capability in a universal format. For diagrams showing

the entire i al 1l

refer to Figure 5.8 and 5.9.
5.2 Experimental Procedure

Three modes of testing were used: 1) frec vibration testing in air and in water

to determine the free oscillation damping

of thie model structitre,
2) wave testing to determine the dynamic response to compute the modal pa-
rameters (i.e., resonant frequencies, and wave induced damping coefficients)
and 3) impact testing to validate the values obtained for the resonant, fre-

quencies in the wave tests.
5.2.1 Free Vibration Tests

Before the structure was placed in the wave tank, free vibration tests were

carried out in air. These experiments were done to determine the damping
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coeflicient (i.e., Cair) of the model structure in air. Two locations, designated
F'1 and F2 on the deck of the structure (refer to Figure 5.7), were selected.
First, free vibration was initiated at location F1 by giving the structure an
initial displacement and then releasing it to obtain a record of the oscillatory
motion such as those shown in Figure 5.10-5.11, and to measure the rate of
decay of amplitude of motion. The procedure was repeated ten times, and
each time the oscillatory motion (in the direction of the initial displacement—

the global x-direction) was d with an 1 located at the

center of the deck. Second, the procedure was repeated at location F2,
and the motion was recorded in like manner in the direction of the initial
displacement (i.c., the global y-direction).

After the structure had been installed in the wave tank, free vibration
tests were accomplished in the same manner as the in-air tests. These tests
were carried out to compute the free vibration damping coefficient of the
structure in water (i.e., (uater), 50 the effect of the fluid on the free vibration

of the structure could be investigated.
5.2.2 Wave Simulation

Since a Lrue sea state is a random phenomena, where waves are continually
changing in height, length and breadth, it is impossible to characterize or
define it exactly in terms of its pattern or shape. It is possible, however, to
define the sea in terms of the total energy it contains. Furthermore, it is also
possible to define the contributions made to its total energy by each of its
components. That is, for any given sea state, a wave energy spectrum may
be developed which expresses the wave energy density distribution of the sea

as a function of wave frequency or as a function of wave number. This is
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the basis upon which the irregular wave spectra were simulated by the wave
maker system.

Two different spectra were used in the tests: 1) a white noise spectrum,
and 2) a JONSWAP spectrum. The spectral deusity equations used to define
these respective spectra are:

2
Sw(f)={ () o7 <r <o (51)
o, otherwise
for the white noise spectrum, where: H, is the significant wave height, Af
is the frequency resolution of the signal, and [,z is the maximum cut-off
frequency. (In the experiment, H, was st cqual to 16 cm and foux, 1.2 112.)

For the JONSWAP spectrum,
A B
Sif)= Fexp(—}.—;)‘r“, (5.2)

where

202f3
o = 0.07for f < fo,

- [~(f—fu)’]'

o = 0.9 for [ > fo,

124
A = My <qen,

167}

= 5l

B = 5

(5.3)
and where: fy is the peak frequency; H, is the significant wave height; and
7 is a peak enhancement factor.? (The values used for /f,,, and fy in the
experiments are: 10 cm, 1.0, and 0.6 Hz, respectively.)

Two different spectra were used for the following reasons:

20y = 1, equation (5.2) is reduced to a Pierson Moskowitz spectrum.
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(a) Because the objective was to excite the higher modes of the model
structure, it was decided that if a flat spectrum (i.e., white noise) were
used, it might have been possible to excite the higher modes more easily

over a specified frequency range.

(b) The JONSWAP spectrum was used to examine the behavior of structure

under realistic sea conditions.
5.2.3 Irregular Wave Simulation

To simulate cach irregular wave spectrum, the following five steps v.ere car-

ried out:

1. Having defined the desired wave spectrum, the spectral density curve
was calculated using either equation (5.1) or (5.2), depending on which
spectrum was being simulated. For the white noise spectrum, inputs to
the equation included: the significant wave, H,, the frequency resolu-
tion, Af, and the maximum frequency, fmar; While for the JONSWAP,
the inputs included: the peak frequency, fo, the significant wave height,

H,, and the peak enhancement factor, 7.

o

. An initial digitized time-history drive signal was calculated by the com-
puter. This signal was subsequently converted to its analog form to
drive the wave board and create an irregular sea state in the wave

tank.

o

Then an achieved wave spectrum was calculated from the waves gen-
crated by the initial drive signal. This was achieved by recording the
time history daia with a wave probe located about one metre in front

of the broad side of the model structure (i.e., probe P1). The data were
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then manipulated by the computer software to create an achieved wave

spectrum,

IS

. Any discrepancies between the desired wave spectrum and the achieved
‘wave spectrum was corrected via an iterative process. Variations be-

tween the two were determined by the and additional drive

signals were created until the differences between the desired and the

achieved were within acceptable limits.

o

The corrected time history drive signal was applicd to the wave board

to create irregular waves for model testing. Collected data were finally

d by the system software to create spectral den-

sity information.

Approximately four hours were required in complete the wave simulation
process for each spectrum. (All computations for the above steps were ac-
complished with a special purpose program (SPECGEN) developed by Mr.
Lloyd Little, project engineer at the wave tank facility.)

5.2.4 Wave Structure Interaction

As a result of the frequency resolution desired, and the memory limitation
of the data acquisition computer at the wave tank facility, the duration for
the wave test was set at three minutes. Therefore, to collect sufficient data
to allow transfer function analyses, ten separatc runs, for cach test, were
carried out. (A set of ten runs lasted approximately cight hours.) This was
accomplished by running a test for three minutes (while collecting data), then
stopping the test and allowing the water in the tank to scttle. The water

was considered scttled, when the wave probe readings showed a particular

13



pre-determined value. Figure 5.12 shows the structure in still water, and as
it is acted upon by waves. For each spectrum, the stopping and starting
procedure was repeated.

Wave tesls were carried out for both the intact and damaged structure.
For the damaged case, the member under consideration (member 70, see Fig-
ure 5.13) was severed in three stages. Initially, an incision was made halfway
through the member at node 18, by saw cutting, to investigate if there would
be any noticeable changes in the frequency response of the structure. Second,
the member was cut-off at the joint (i.., node 83). In so doing, the stiffness

of the structure was reduced iably, but the mass ined virtually

unchanged. Finally, the member was removed. Thus, the mass of the struc-
ture was reduced by the mass of the severed member. At each stage, the
acceleration of the structure was measured with accelerometers Al to A5.

After the first member was removed, a similar member (member 68),
located in the plane parallel to the previously severed member, was cut-off
at node 16 and the essential measurements were repeated.

Since the structural response for two separate wave spectra was needed,
the structure was excited with iivegular waves generated with the white noise
spectrum and, following, with the JONSWAP spectrum. Thus, after each
set of ten tests with the white noise spectrum, similar tests were carried out

for the JONSWAP spectrum, and the necessary measurements taken.

5.2.5 Impact Testing Response

As the response of the structure at resonarce was a major concern, impact
tests were carried out to test the validity of the location of the resonant peaks

that would have been obtained from the irregular waves tests. Therefore,
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after every set of ten wave excitation tests, impact testing were carried out

for the ding structural jon—i.c., intact and damaged.
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Chapter 6

Analysis of Results

‘Pime signals obtained (in an analog format) from the experimental investiga-
tion, described in chapter 5, were analysed to extract relevant information.
T'wo Lypes of analyses were used: 1) the conventional Fast Fourier Trans-
form (FFT) algorithm, and 2) the recently developed Marple algorithm for
autorcgressive spectral analysis, with the Maximum Entropy Method. The
conventional FFT method was used to obtain an overview of the response
in the frequency domain (i.e., transfer function, phase function and power
spectrum); while the MEM was used to compute the modal parameters (i.e.,
resonant frequencies, and damping ratios), because the method is capable of
producing higher resolution spectra.

Computations for the undistorted spectrum related to the aperiodic signal
2(t) with maximum frequency content B Hertz and duration T seconds were

accomplished using the following signal processing method:
(i) a sample frequency f, < 2B is selected (Al = fl),
i
(ii) an appropriate data block length is selected so:
T = NAt
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L}
=

=Af

To gather spectral information from the input and output signal to and
from the structure, the transfer function, coherence function, phase function
and power spectrum are necessary. The mathematical formulations used to

define these functions are ted, here, without justifi

Transfer Function: The transfer function (frequency respense function)
may be computed directly as the ratio of the Fourier transform of the ontput
to the input signal. But betler results are obtained, in practice, by computing
the frequency response of the cross-spectrum hetween input and outpul to

the power spectrum of the input. Thus:

Gay(f) ’
H(f) = 228) 6.1
) =845 (®)
where
Gz(f) = cross-spectral density between z(l) and y(1),
G.o(f) = autospectral density of z(t), and
X*(f) = complex conjugate of X(f). (6.2)

Coherence Function: Coherence is a measure of causality between any
two signals. When a transfer function is computed, extrancous inputs or
whether the system is linear may not be too evident. The coherence ranges
between 0 and 1. Zero means no coherence between input and output or, in

order words, extraneous inputs and/or the system is non-lincar. One means
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a complete coherence hetween input and output or, stated differently, only
one input and a linear system. In mathematical terms, the coherence is:
1G=(N)?

)= G e 63

Phase Function: The phase function is used to determine the phase
shift or angle between an input and output signal. This function has useful
applications, because as the structure passes through resonance, a 180° phase
shift develops hetween the input and output signal. Normally, this rule is
used as an indicator to establish if a peak (i.c., relative maxima) on the
frequency response or power spectrum results because of resonance in the
system (i.e., conditions of low dynamic stiffness in a structure). The phase

angle between an input and output signal is:

Q)
c,y(f)] ' 68

where Cay(f) and Quy(f) are the co and quad-spectrum, respectively, of

Gay(f)-

0.,(f) = tan™ [

6.1 Spectral Estimates Using FFT

The Fourier Transform relationship between the autocorrelation function

Riz(7) a1 the power spectrum is given by:

o)) = [ Realr)e=etrdr, (65)
where
1%
Ru(r)=1!i_‘?;7/zz(t)z(t+r)dt, and (6.6)
-
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7 is the time lag between sample values. Nevertheless, for numerical purposcs,

the auto and cross-correlation functions can be estimated at discre.. ¢ lags as:

Reo(r = nAt) =% f; z(t)z(t +nAt), (6.7)

Rufr =ntt) =3 35 y(0u(t+na0), (©8)
-

Ru(r=ndt)= 5 3 a(t)y(t+nA), (69)
where

S AN T

As a result, the auto and cross-spectral density functions can be estimated

for the first n = 1,2,..., N lags as:

»
Goe(f) = AL Y Ree(r = nAt)el-2rina0), (6.11)
it
2 i
Gyy(f) = At Ryy(r = nAt)el-2riman (612
w " )

and
Goy(f) = At i Ray(7 = nAt)el=imiman), (6.13)
wie
Thus, using equations (6.1) to (6.3) while making the appropriate substitu-
tions for Gzz(f), Gyy(f) and Gay(f), estimates for J1(f), v*(f) and Goy(f)
can be obtained.
As seen in equation (6.10), estimates for the autocorrelation function have

been implicitly extended to infinite lag with zero (i.c.,, z(¢) = 0 for L > NAL).

An esti; d spectrum ] using

T | is lim-
ited in resolution[72, 32, 64]. This fundamental limit in resolution results

121



because the estimated autocorrelation function is assumed zero for time lags
n > N. Furthermore, FFT procedures have the inherent problem of gen-
erating spurious peaks, because of the limit placed on the resolution. Also,
smoothing of the resulting spectra using window functions (e.g., Hanning
window) can distort the shapes of peaks and significantly influence inferred
damping. Unlike the conventional FFT methods of spectral analysis, the
Maximum Entropy Method (MEM) does not require the use of a window
function. For this reason, the Maximum Entropy Method was used to ob-
tain cstimates of resonant frequencies and damping ratios from the spectral
density function of the wave induced response of the model structure. This
is because the MEM extends the autocorrelation function in a more realistic
manner. The method provides the analytical means of extrapolating from
N + 1 samples of the known autocorrelation function, R;.(7), for example,
=0At,1AL,-++,(N —1)At, to compute the remaining values of R.=(r) for
= (N)AL(N + 1)At,- -+, 00.

6.2 Spectral Estimates Using MEM

"To obtain estimates of resonant frequencies and damping ratios {rom the wave
induced response of the model structure, the Maximum Entropy Method was
used. Entropy is a measure of the average information content contained in
a signal. Maximizing entropy, therefore, maximizes the information trans-
mitted in a signal. This method, whose development is due to Burg [64],
has been used extensively in the fields of geophysics, speech communication,
and neurophysics to list a few. Through these applications, MEM has been

accepted as a method to produce smooth highly resolved spectra from short

duration time histories. Nonetheless, its application in 1 dynam-
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ics, with a few notable exceptions, remains untried. Therefore, to facilitate
understanding of the MEM concept,  discussion of the technique as an au-
toregressive (AR) model is given. For clarity, the presentation will attempt
to obviate an extensive background in time series analyses and signal process-

ing. Assuch, the P! favours intuitive over math Lical

rigor. However, for completeness, a list of references is included, so the inter-
ested reader may draw from the rich background material available to build

a working knowledge of the technique.
6.2.1 Autoregressive Model of MEM

A simple model used by time serics analysts to explain the Maximum Entropy
Method is the autoregressive (AR) model proposed by Van den Bos [65].
This model states that if a white noise with unit variance discrete signal
w(n) is input into a lincar or shaping filter I1(f) (refer to Figure 6.1) the

corresponding output z(n) (truc or desired value) is given in the time domain

as:
M
a(n) = = Y A(k)a(n — k) + w(n), (6.14)
k=1
where
z(n) = output of AR filter, truc or desired ~alue,
A = coefficients of AR model,

I

M = order of the AR model,
n o= 123..N,
N = number of samples, and

w(n) = discrete-time white noise.
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If both sides of the above cquation are multiplied by the z operator (i.c.,
z = el~#27/80 At is the time increments between sampled data points), and
the corresponding z or Fourier Transform is taken, the frequency domain

equivalent of equation (6.14) is:

X()=- f A(k)e IR0 X (1) 4 W(f). (6.15)
k=1
Thus:
M
X {re S awerman} < wp)
k=1
() = W)
= X()) = {1+Z£'=x4(k)e"”"”‘“"}'
or
X(f) = HUHW()), (6.16)

" -1
where H(f) = {1+ T, A(k)el-27/%80}™ is the transfer Tunction of the
system.

So, the power spectral density estimate between the Nyquist frequency,

oy is given by:

X(NX())=HNHA DWW, ~Sw ST fuye (6.07)

Therefore,

Gez(f) = |H(NIPGuulf),
Guulf)
[1+ 5B, Ayet-simaof”
_ 20%(M)AL ©.18)
|1+ S, A(kyet-sinssan]”
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where 6?(M) or Gluu(f)/2At is the white noise variance or prediction error.
The 1 in the denominator is A(0).
To obtain an MEM spectral estimate of a time series, the following steps

are taken:
e caiculate the AR filter coefficients to the desired filter order;
® compute the prediction error due to a white noise signal at filter order;

® take the magnitude squared of the Fourier Transform of the AR coef-

ficient; and
o do the operations shown in equation (6.18).
6.2.2 The Determination of AR Coefficients

Autoregressive coefficients (AR) are obtained via a forward and backward
lincar prediction algorithm. For a time series 2(t1), z(t2), - . ., z(tw), assume

(1) can be estimated by:
Mo,
i(l):é,:A(k)z(t-k) for t=M+1,M+2,...,N. (6.19)
For given values of the parameter A(k), equation (6.19) provides a forward
prediction of &(t). Letting é(t) = z(t) — &(t), and adopting the least square
(LS) criterion, A(j) can be determined by minimizing the residual sum of
the squares (i.e., Ty q E¥(t)).
Equivalently, a LS solution is sought for the AR scheme of order M defined

by:

M
o(t) = S A(R)e(t k) +é(t) for t=M+1,M+2,...,N.  (6.20)
=
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Conversely, z(t) can be estimated by &(t), where:

M
#(1) =3 A(k)a(t+k) for t=1,2,...,N - M. (6.21)
p=

Then equation (6.21) provides a backward prediction of z(t), and its pa-
rameters A(k) can be computed by minimizing SN &2(t), where &(t) =
z(t) — &(2).

In the Maximum Entropy Method, it is assumed o(t) can be estimated
by a weighted sum of M previous observations and a sum of M future ob-
servations (refer to equation (6.21), using the same weights A(k) in both
directions. As a result, the MEM cocfficients A(k) of order M may be com-
puted as the LS solution to the forward and backward lincar prediction model

defined by the 2(N — M) x M matrix equation:

[XlA=Y, (6.22)
histe
(M) aM=1) ... a(l)
(M +1) M) . a2)
] = . ()
(N-1)  =(N-2) .. z(N-M)
#(2) @ =M
«(3) (1) (M +2)
HN-M—1) e(N=M+2) ... a(N)
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A={. 5 (6.24)

and

(M +1)
(M +2)

2(N)
(1)
2(2)

(6.25)

(N - M)
It turns out that the matrix [X] exhibits Toeplitz symmetry; that is, a
symmetric matrix with all the diagonal elements equal. The LS solution A

to cquation (6.22) satisfies the M x M system of normal equations:
X]T1X]A = [X]TY. (6.26)

The Marple algorithm is designed specifically for the forward and back-
ward linear prediction problem discussed earlier [66]. Unlike other algo-
rithms, all components of equation (6.22) are assumed to be complex numbers?,
and the vector Y is replaced by —Y. Furthermore, the computational effi-

ciency of the Marple algorithm is very impressive. Marple’s algorithm re-

INB: For complex data the backward AR coefficients are the conjugate of the forward
AR coefficients,
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quires about N(M + 1) +9M? arithmetic operations (1 operation = 1 mul-
tiplication + 1 addition), and about N + 4M memory locations to solve the

forward and backward problem of N data points for all k = 1,2,..., M. The

and derivations of the Marple algorithm is be-
yond the scope of this thesis. Therefore, the reader is referred to the original

paper by Marple [67], and a supplementary paper by Vetier and Porsani [68].
6.2.3 Selection of Optimum Model Order

In the previous discussion on MEM, the question regarding the most appro-
priate order of M had not been discussed. Generally, it has been observed

that, for a given value of record length N, small values of M yicld spectral

with insuffici lution, wh for large values of M—the
estimates are statistically unstable, and result in spurious details [69]. For
these reasons, various model order selection criteria have been derived. Bach,
though different in approach, leads to the same result.

The most popular criteria are: 1) Akaike’s Final Prediction Error (I'PE),
and 2) Akaike’s Information Theoretic Criterion (AIC) [32, 69]. Mathemat-

ically, these criteria® are expressed as:

FPE(M) = %—J_'—%J—PM, aiid (6.27)
ATC(M)=In(Py) + 2L, (6.28)

where M is the model order, Py is the output error power, and N is the
number of samples.
Selecting the value of M which results in an optimum order (i.c., Mop) is

obtained via an iterative process. An optimum model order is attained when

INB: FPE(M) and AIC(M) are asymptotically cquivalent; thal is,
limp—co {INFPE(M)]) = nlcw)xeo]
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a new value of 'PE(M) or AIC (M) exceeds the previous one; the iteration

is then terminated. (Both criteria are used in this treatise.)

6.3 Estimating Modal Parameters

Fstimating resonant frequency and damping ratios from the MEM spectral
estimate (i.c. equation (6.22) does not immediately appear to have any great
advantage over conventional methods (FFT). But when the expression is re-
cxamined, it is observed that the spectral estimate is actually a closed-form
equation for the response spectrum. This unique feature of the MEM spectral

estimate provides the key to [ lating the modal i and

their statistics.

6.3.1 Resonant Frequencies

Resonant frequencics can be estimated as the selection of frequencies corre-
sponding to relative maximum of the corresponding spectrum. This search
for maxima can be expressed in a mathematical form using the result of dif-
ferential calculations which states: the derivative of a function is zero at an
extrema. Thus, as the spectrum is available in the functional form, the rela-

tive extrema of the spectral density spectrum can be obtained as the solution

of:
dGs:
F =0 (6.29)
To obtain an expression which satisfies equation (6.29), the following steps
are taken:

Let
M
= 3 A(k)elI2mA0! and
=0
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(6.30)

M
= Z A(k)elirkans,
k=0

So equation (6.18) becomes:

_ 20%(k)At ’
G = (6.31)
since 202 — 0, thgn ‘i(;;) = 0. Hence, setting F(/) =
i B
T T T
M . M .
= Y A(k)eTiETRAN ST A(1)S TR (jorkAL)
k=0 =0

M M
+ Y A(k)RAN LS Al BHANS L (—jarkAL),
k=0 1=0

M M
J2rALY. Y KA(K)A(l) e84 — glmiteail=h] (g 32)
k=01=0

where k and [ are dummy variables. Using Euler’s theorem: ¢/ — ¢ = 25 sin 0,

equation (6.32) becomes:

dF M M
S5 = —an ALY S RAGR)A() sin(2mALL( - k). (6.33)
d[ k=0 I=0

So the fon of resonant f ies can be | as values of

= f, which satisfy the following cxpression :
M M
33 kA(k)A(l)sin(2r ALf(1 - k) =0, (6.34)
=iz

where f; is the resonant frequency of the system.

6.3.2 Force Response Damping

Force response damping is usually obtained using the half-power band width
method. This method is based on the characteristics of a single degree-

of-freedom system and incorporales some assumptions, which restricts the
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method to lightly damped systems [72]. The half-power frequencies are de-
fined, here, as a pair of frequencies bracketing the natural frequencies cor-
responding to spectral ordinates 3 dB down from the peak frequency. More

explicitly, the half power frequencies are the solutions of:
1
Gza(f) = 5Ge(fr)- (6.35)

which sat-

To obtain an ion for estimating the half-p
isfies equation (6.35), the following steps are taken:
After substituting cquation (6.18) in equation (6.35), and cancelling the nu-

merators on both sides of equation, the following equality results:

M . 2 M . ?
S A(R)el-e k80| =9 IZ A(k)el-mtkan| (6.36)
k=0 k=0

Thus:

M M . M M .
S S AR AN = 9375 A(R) A1) eI AUE=D,
g imiz

Using Euler’s theorem again, the above expression is rewritten #s:

M M

5 AGK)AQ) {cos(2n fAL(K — 1)] ~ 2cos[2n frAL(k — 1]}
k=0 I=(

==Y 3" A(k)A()) sinfex At (k — 1))
ke -0

0

It may be recalled that the R.H.S. of the above is the result of equation

(6.34). Thus, esti of fr ies, f, ding to half-p: values

al a given resonant frequency, fr, are computed as the roots to the following

expression:

f‘, fj A(R)A() {cos(2m fAL(k — 1)) — 2cos(2m f, Ab(k — 1)} = 0.  (6.37)
k=01=0
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At each resonant fi the half-p damping is esti: | as:

fup =2 121! L (6:38)

where Cyp is the half-power estimated damping factor, f, and fy are the
roots of equation (6.37) to the right and left of the estimated value of f,.

Resonant and half-power frequencies estimates, respectively, using equa-
tion (6.34) and (6.37) can be accomplished with many of the available nu-
merical schemes. In this treatise, Muller’s method is used.? The algorithm is
fast and easy to use. Since in the programming mode, it may not be always
possible to ascertain whether a value of f,—obtained from the solution of
equation (6.34)—corresponds to a relative maxima or minima, the second
derivation is taken to estimate the curvature of the spectral densily function
at the computed value (a method used often in differential calculus). The
{ollowing expressions! is used:

relative maximum @ [,
, indeterminate @ f,
, relative minimum @ f,.

v iA
=R-R

M M
— 3 3 k(I K)AK)A(L) cosln(l = k), Al) {
=is
(6.39)
6.4 Free Oscillation Damping

Two methods were used to estimate the damping from Uie frec oscillation test
data: 1) the logarithmic decrement method, and 2) a curve fitting technique.
The second method was used to test the validity of the results obtained with

the first method.

3This algorithm is available in the IMSL library as ZREAL.
4A derivation analogous to the one used for equation (6.34), on page 131, is applied.



L ithmic D t. By the logarithmicd method, damp-
ing is estimated from the free oscillation vibration as:

Tn
Ttk

1
(o= ggln (6.40)

where (.p is the logarithmic decrement estimated damping factor, z, is the
amplitude of the n'' peak and zn4x is the amplitude of the peak k cycles
later.

Since in the digitized-time test data there were spikes at some amplitudes,

the Longuet-Higgins and Cokelet hing algorithm (refer to section A.3,

Appendix A) was used to remove (chop-off) any spikes that would give erro-
neous results when extracting peak values. (See Figure 6.2-6.3 ) Depending
on the level of the spike at a peak value, the data were reprocessed several
times until the spike disappeared or reached an acceptable limit. The nature
of the smoothing algorithm is to remove any spikes, while leaving the rest
of the data virtually intact. Peak values were extracted by processing the
data with a sorting program to obtain all the maximum positive and negative
peaks within a specified duration, independently.

Curve Fitting. The data were curve fitted using a numerical scheme which
incorporates the modified Levenberg-Marquardt algorithm and a finite dif-
ference Jacobian. Bass and Haddara [70] have shown this method to be an
effective way of predicting damping from free oscillation response data. This
algorithm is available in the IMSL library as UNLSF. Unlike the logarith-
mic decrement method (capable of providing several values of damping per

number of cycles), the curve fitting method provides only one value.
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6.5 Impact Testing

Impact tests were carried out to test the validity of the resonant peaks on
the output power spectrum from the wave induced vibrations of the model
structure. This mode of testing was chosen, because it is a quick way to

analyse the dynamic characteristics of a structure. Besides, the method

5
short duration broadband spectra inputs that excite all frequencies within
the useful frequency range. The usable frequency range of an impulse de-
pends on the shape and time duration of the im~ulse. As a result, to ensure
there was sufficient force over the frequency range of interest, the first zero
crossing of the Fourier Transform of the impulsc was well above the maximum
frequency range of interest for each pulse. (In cases where this objective was

not satisfied, the results were discarded.) The first zero crossing occurs al

the lowest frequency (i.c, the inverse of the time duration of the pulse). This
was achieved by ensuring the duration of the pulse was 2AL—a generally
accepted rule of thumb used by time series analysts [71).

Since the curation of impulse is very short compared with the sample
length, the total encrgy of noise represented in the time-sample can be of the
order of the energy of the impulse, even for high signal-to-noise ratios. The

noise problem can be made worse when using the zoom transform to yield

in a given freq range by eflc the

sample length.

To alleviate these problems, special time windows weie employed. T'wo
windows (a cosine for the impulse force and an exponential for the response)
were used; these windows are depicted in Figure 6.4. The cosine window is

one with unity amplitude for the duration of the impulse and a cosine taper
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with duration 1/16 of the sample time from unity to zero. While, in the
exponential window the amplitude decays exponentially from 1 to a value of
0.05 of the sample time. An exponential window does change the resulting
frequency response function, but its only effect is to increase the apparent
damping in the resonances [71]. Tt does not change the resonant frequencies,
since the influence of the exponential window is the same on all frequency

response measurements; it will not alter the measured mode shape if applied

to all d f response functions (ibid.). However, because the
exponential window increuges the apparcnt damping in the resonant modes,
the window tends to couple closely spaced resonant modes. This impediment
could be alleviated with the MEM technique. Since the objective of the

impact tests was to validate the wave test results, detailed analyses with the

MEM were not done on the results from the impact tests. These were done

using conventional FFT procedures.
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Chapter 7

Theoretical and Experimental
Results

In this chapter, the th and i I results are d. As

noted earlicr in Chapter 5, section 5.2.4, only two members were severed in
the experimental investigation; because, once a member was cut-off at one
or two joints, it could not be easily repaired or replaced in the water. But,
in the computer analyses, many members were made inactive to simulate
damage of those inactivated members. This approach was taken to suggest
the most suitable member(s) to be severed in the experimental hydro-elastic
model, so the effect of the structural integrity technique could be optimized.

(An evaluation of all the results is given Chapter 8.)

7.1 Theoretical Results

This scction is sub-divided into two sub-sections: 1) free vibration analyses
(both 3-D and stick model) to obtain natural frequencies of the intact and
damaged model and prototype structure, and 2) force response analyses to

obtain the dynamic response of the structure to wave excitation.
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7.1.1 Free Vibration Results

G d natural f isons of the model and prototype (ob-

tained from the frec vibration analyses of the 3-D and stick model) are pre-
sented in Table 7.1 and 7.2, respectively. Table 7.1 shows the error encoun-
tered when scaling up the prototype values from the model values, Twelve
frequencies were computed for the idealized 3-D cascs, but only the modes

associated with the ten frequencies were used in the dynamic response anal-

yses. Because, it was considered that it might not have been possible to
excite more resonant frequencies, experimentally, in the wave tank facility
at Memorial University. For the idealized stick models, it was only possible
to extract seven [requencies, because the structure was idealized as a seven
lumped mass system—i.c., one mass at each level.

To ascertain the type of mode(s) (i.c., global bending, twisting, etc.) asso-
ciated with a particular resonant frequency, mode shapes were theoretically
computed. Figures 7.1-7.10 show five typical modes for the idealized 3-1

hydro-elastic model and prototype.! It was from the computer generated

mode shapes that the type of mode associated with a particular frequency
shown in Tables 7.1 and 7.2—was labelled. The mode shapes were also used
to identify the type of mode(s) associated with the resonant peaks on the ex-
perimentally measured spectral density functions from the wave and impact,
tests.

As has already been stated, various members were made inactive to sim-
ulate damage, and to select the most suitable memher(s) that would opti-
mize the structural integrity method in the experimental phase of this study.

INB: The corresponding frequency for each mode is also shown with each mode shape.

141



Table 7.1 Natural Frequency Comparison of the Model and Prototype
(Results obtained from Free Vibration Computer Analyses).

Computed Natural Frequency
Prototype | Model | f*, = JavKL | % Error
5oz | Sl | e, () /Ljil.wu%
A
Mode T
(1st Flexure, M,) | 02258 | 1.2022 0.2195 2.79
Mode 2
(1t Flexure, M;) | 0.2565 | 13547 0.2473 3.58
Mode 3
(1st Torsion, M:) | 02780 | 14343 0.2619 5.79
Mode 4
(2nd Floxure, M,) | 20328 | 11.4325 2.0872 -2.67
Mode 5
(Lst Axial, M;) | 2.1836 | 170482 |  2.1996 -0.73
Mode 6
(2nd Flexure, M;) | 2.3583 | 13.1699 |  2.4044 -1.95
Mode 7
(3rd Flexure, M,) | 24099 |13.4405 |  2.4538 -2.00
Mode 8
(3rd Flexure, M,) | 2.8865 |16.1227 |  2.0435 -1.93
Mode 9
2nd Torsion, M,) | 3.0482 [17.3015 |  3.1588 -3.62
Mode 10
4th Flexure, M) | 5.1830 | 29.7538 |  5.4322 -4.80
Mode 11
(2nd Axial, M,) | 61275 |33.1737 |  6.0566 115
Mode 12
(4th Flexure, M,) | 6.4377 | 36.4737 |  6.6501 -3.43

Ln
Where K = =2,
Ly
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Table 7.2 Natural Frequency Comparison of the Model and Prototype
(Results from the 3-D and Stick Model Idealizations).

=
3-D Model Stick Model
Prototype | Model (| Model Prolotype
S| o (1] || fo (1] |4, (0]
Mode 1
(1st Flexure, M,) 0.2258 1.2022 || 1.0234 0.1920
Mode 2
(st Flexure, ;) 0.2565 1.3547 || 1.4296 0.2702
Mode 3
(1st Torsion, M,) 0.2780 1.4313 be t
Mode 4
(2nd Flexure, #,) 2.0328 | 11.4325 || 11.2105 1.9920
Mode 5
(st Axial, M) 2.1836 12.0482 i i
Mode 6
(2nd Flexure, M) | 2.3583 13.1699 || 13.5480 |  2.4253
Mode 7
(3rd Flexure, M,) 2.4099 13.4405 || 21.5067 |  3.8479
Mode 8
(3rd Flexure, ;) | 2.8865 (161227 | ¢ t
Mode 9
(2nd Torsion, M;) 3.0482 17.3015 b i
Mode 10
(4th Flexure, M) 5.1830 [ 29.7538 || 43.1896 7.5068
Mode 11
(2nd Axial, M) 6.1275 | 33.1737 ¥ £
Mode 12
(4th Flexure, M) 6.4377 36.4737 || 54.7232 9.6483

1 indicates natural frequency was not excited.
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FI16.7.4 DYNAMIC MODE # 2 CINTACT MODEL).

oromTIon HORIZONTRL SORLE =
VERTICL  SOHE.
x

FI6.7.3 DYNAMIC MODE # 2 CINTACT PROTOTYPE).
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F16.7.8 DYNAMIC MODE # 4 CINTACT MODEL].

FI6.7.7 DYNAMIC MODE # 4 C(INTACT PROTOTYPE).
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HoATZONTRL scLE =
SRt -
ROTATII
=Y

VERTIGL.
EQUIVRLENT

S

FIG.7.10 DYNAMIC MODE # 5 CINTACT MODEL).

HOAIZONTAL SCRLE =
VERTIGL SOk =
EQUIVALENT AOTATI

paat

FI6.7.9 DYNAMIC MODE # 5 CINTACT PROTOTYPEJ.
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Therefore, with the natural frequencies of the intact structure as a base line
(reference point), the percentage changes in natural frequencies resulting
from the effects of damaged (inactive) members were computed for cach
mode, and the results tabulated. Tables 7.3 and 7.4 show the results for the
3-D model and prototype, respectively.

To illustrate the influence of member severance of the selected members
(i.e., member 70, and members 70 and 68—rcfer to Figure 5.13) on the free
vibration response of the model structure, mode shapes for both the intact
and damaged structure were computed. Figures 7.11-7.30 compare the influ-
ence on each mode, when member 70 was made inactive. The corresponding

case for two members (70 and 68) is presented in Appendix D.
7.1.2 Dynamic Response to Wave Excitation

In the preceeding sections, the results from the frec vibration analyses werc
presented. This section presents the dynamic response results. The section is
sub-divided into two sub-sections: 1) dynamic response Lo a train of regular
waves for both the 3-D and stick model (model and prototype); 2) dynamic
response to irregular waves; that is, the response of the computer gencrated
3-D idealization of the hydro-elastic model to the irregular waves measured

from the experimental wave tank tests.

Response to a Train of Regular Waves

Having completed the free vibration analyses, the dynamic response of the
structure to a train of regular waves was investigated. Preliminary analyses
were carried out to compare the performance of the hydro-clastic model o

that of the prototype. For these analyses, the following wave parame
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F16.7.14 DYNAMIC MODE # 2 (MEMBER 70 REMOVED).|

FI6.7.13 DYNAMIC MODE # 2 CINTACT MODEL).
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obtained from [62], were used:

Prototype Wave Data
(Hurricane Condition)

Wave Ieight = 17.6m
Wave Period = 16.0 scconds
mean Water Depth = 488 m

Model Wave Data
(Hurricane Condition)

Wave Height = 06m
Wave Period = 2.92 seconds
mean Water Depth = 1.6 m

Note that the wave data, shown above, for the model were computed using
the wave modelling laws developed in Chapler 4 (i.c., equations 4.21 and
4.23).

The dynamic response al an arbitrarily chosen location (node 73, the
central node on the deck of the structure) was computed, and the results
were plotted, so a visual comparison could be made hetween the model and
prototype. Displacement results using the non-lincarized and lincarized form
of the drag component in Morrison’s equation (i.c., equations (3.3) and (2.20),
respectively) are depicted in Figures 7.31. In all the analyses, the inertia and
drag components were chosen as: Cy = 2.0 and Cp = 1.2, individually
in their given order. Using equation (4.29), these displacement responses
were non-dimensionalized as shown in Figures 7.32. The non-dimensionalized

global x-direction dynamic forces along one of the main columns of the jacket
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(i.c., at nodes 6, 12, 18, 22 and 23 shown in Figures 3.8 and 3.10 for the

model and prolotype, respectively) are 1 in Figures 7.33 and 7.34.
To compare the dynamic performance of the stick model to that of the 3-D

model, the dynamic response at node 73 of the stick model was compared to

that of the 3-D idcalization of the hydro-elasti del—using the linear form
of Morrison’s wave force equation. The results are shown in Figure 7.35. In

all the computations, the nodes at the base were assumed rigid.

Response to Irregular Waves

To simulate the exp the wave spectrn of

the irregular waves (measured in the wave tank) was used as the input in the
computer model. The theoretical justification for this approach has already
bheen discussed in Chapter 3, scction 3.4. In the experimental investigation,
accelerometers were installed to measure the dynamic response of the model
structure. So, instead of computing displacements in the dynamic response
computer analyses, and then numerically differentiating the results to com-
pute accelerations (a method which could introduce numerical errors), the
acceleration response of the structure was computed directly. Since the objec-
tive was to compare the spectral density functions of the dynamic responses,
the approach noted above is justified.

It may be recalled from Chapter 6, that a complete test for a particular
structural configuration (intact or damaged) consisted of a set of ten runs for
cach wave spectrum in the wave tank. This was done to collect enough data

to carry oul spectral averaging using FF'T procedures. Therefore, rather than

repeat the above procedure in the computer simulation studies, the average

spectral density function, for the set of ten runs, was used. The resulting
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FIG. 7.35 X-DIRECTION DYNAMIC RESPONSE OF THE 3-D AND STICK MODEL AT NODE 73
CRESPONSE OF THE HYDRO-ELASTIC MODEL TO REGULAR WAVESI.



time domain reprosentation of the irregular wave was attained by taking the
inverse FI'T of the average wave spectrum from the wave tests. Note that
this time domain representation has the same energy as the average wave
spectrum, but the phase is random. However, since the comparison between
experiment and theory would be done in the frequency domain (e.g., spectral
density functions of the dynamic responses), the approach taken is, again,
justified.

For casy comparison between the theoretical and experimental results,

the dynamic responses of the 3-D model were computed at the nodes cor-

responding to the locations and directions where the accek Al to
A5 were installed in the experimental model. As a result, dynamic responses
were computed at nodes 12, 18, 23 and 73 in the same directions. Figures
7.36-7.42 show the spectral density functions of the results from the intact
and damaged structure to irregular waves. (Notice the difference in smooth-
ness and resolution with the functions attained using MEM and with that

computed using the FFT method.)
7.2 Experimental Results

7.2.1 Transient Decay Tests to Compute Damping

In-Air Tests. The results from the in-air tests to compute the free oscillation
damping factor—using the logarithmic decrement method—are presented in

Iigures 7.43 and 7.44. These graphs represent the results for the x and

y directions, respectively.? The variation of the damping factor, (4ir, over
various oscillation cycles was computed by taking the average variation of

Typical free oscillation plots for the in-air tests have already been shown in Figures

5.1
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the positive and negative peaks. Results for both the x and y directions
are shown in Figure 7.45. It may be recalled, from Chapter 6, section 6.4,
that the results from the free oscillation tests were curve fitted (using the
Levenberg-Marquardt and Finite Difference Jacobian), to test the validity of
the results obtained with the logarithmic decrement method; and to provide
an allernative damping estimator. These results are tabulated in Tabies 7.5
and 7.6 for the global x and y dircctions, respectively.

In-Water Tests. Alter the hydro-elastic model was installed in the wave
Lank Facility, similar Lests, as noted carlier, were carried out to determine the
free oscillation damping factor of the structure in water. The variation,
using the logarithmic decrement method, for the global x and y directions
are presenled in Figures 7.46 and 7.47. Average varialions are depicted in
Figure 7.48. Using the curve fitting technique, the corresponding results are

presented in Tables 7.7 and 7.8.

7.2.2 Wave Test Results

Graphical outputs of the experimental results are presented for:
(i) spectral density functions of the signals measured with the wave probes,
(ii) response of the hydro-elastic model to a train of regular waves, and
(iii) response of the model to irregular waves (i.e., the white noise and

JONSWAP spectrum, independently).
‘Wave Probe Signals

As discussed in Chapler 5, section 5.2.2, five steps were necessary to achieve

the desired wave spectra (i.c., the white noise and JONSWAP) from the
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Table 7.5 X-Direction Results From Free Vibration In-Air Tests
(Using the Levenberg-Marquardt and Finite Difference Jacobian).

X-Direction Results
Damping Ratio % | Resonant Frequency

¢ fix (Ilz]
Test # 1 0.9345 1.2006
Tost # 2 0.9117 15905
Tost #3 0.9034 12002
Tost # 4 0.8875 12899
Test £5 1.2903
Tost # 6 1.2887
Test # 7 12901
Tost #8 1.2892
Test # 9 1.2896
Average Values 1.2899

Table 7.6 Y-Direction Results From Free Vibration In-Air Tests
(Using the Levenberg-Marquardt and Finite Difference Jacobian).

Y-Direction Results
Damping Ratio % | Resonant Frequency
¢ fiy [Hz]
Test # 1 0.6310 1.4731
Test # 2 0.6206 1.4735
Test # 3 0.6283 1.4729
Tost # 4 0.6270 1.4726
Test # 5 0.6317 14734
Average Values 0.6277 1.4731
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Table 7.7 X-Direction Results From Free Vibration In-Water Tests
(Using the Levenberg-! quardt and Finite Di Jacobian).

X-Direction Results
Damping Ratio % | Resonant Frequency
fix [Hz]
[ Test# 1 3.6268 1.2792
[ Test#2 3.6102 1.2817
™ Test #3 3.6074 1.2817
Test # 4 3.6388 1.2770
Test # 5 3.6817 1.2799
Test # 6 3.7154 1.2784
Test # 7 3.7138 1.2815
"Test # 8 3.6682 1.2779
Test #0 3.6562 Tot60 |
Average Values 3.6576 1.2792

Table 7.8 Y-Direction Results From Free Vibration In-Water Tests
(Using the Levenberg-Marquardt and Finite Difference Jacobian).

Y-Direction Results
Damping Ratio % | Resonant Frequency

¢ f1y [Hz]

Test # 1 17135 1.4592
Test # 2 17439 1.4589
Test # 3 1.7257 1.4589
Test # 4 1.7301 1.4590
Test # 5 1.6071 14561
Average Values 1.7221 14591
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target or theoretical wave spectra. Figures 7.49-7.52 show the measnured

spectra at wave probes P1, P2 and P3 compared to the target specteun,

for both input wave spectra. A typical result for the white noise spectrum,
using FF'T procedures, is depicted in Figure 7.49, while those using the MEM
technique are shown in Figure 7.50. (Observe the difference in smoothuess

and resolution of the MEM graphs.)

Structural Response to a Train of Regular Waves

Before the irregular wave tests were carried out, it was necessary Lo examine
the behavior of the structure to a train of regular waves. These tests were de-
sirable to test the workability of the instrumentation, and the Finite Element
program written to simulate the experimental investigations. Besides, since
the motion of the hydro-clastic model to regular waves is not as complex
as that due to irregular waves, these tests were done, bearing in mind the
shape of the response curve(s) that should be expected. Figure 7.53 shows

the input wave signals measured with the wave probe designated PI (refor

to Figure 5.9, Chapter 5), and the corresponding x-direction response from
the accelerometer designated Ad, located at the center of the deck of the
hydro-elastic model.

To compare the output acceleration from A4 and with that predicted from
theory (i.e., FEM analyscs), the measured input waves and the outpul, accel-
eration signals were centered by subtracting their means. In the compuler
analyses used to simulate the experimental tests, computations were carried
out—using both the non-lincar and lincar form of the Morrison’s wave: foree
equation, independently—to calculate the required nodal wave forces from

the measured input wave signals. A comparison between the experimental
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é GENERATED FROM THE WHITE NOISE INPUT SPECTRUM

i i i 1 T i i |

SPECTRAL DENSITY [em*2/Hz]
1

i i

| |

3 8 Qe 12 15 18 21 24 27 30
WAVE FREQUENC ¢ [Hz]

FIG. 7.49 TYPICAL MEASURED INPUT WAVE SPECTRUM AT WAVE PROBE P1

CUSING CONVENTIONAL FFT PROCEDURES)].
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e GENERATED FROM THE JONSWAP INPUT SPECTRUM

SPECTRAL DENSITY [em®2/Hz)
b

I
|
12 15 18 21 24 27 30
WAVE FREQUENCY [Hz1
FIG. 7.51 TYPICAL MEASURED INPUT WAVE SPECTRUM AT WAVE PROBE P1
CUSING CONVENTIONAL FFT PROCEDURES).
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] MEASURED YAVE FROM PROBE P1 C(UNCENTERED)
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FIG. 7.53 MEASURED INPUT WAVE FROM P1 AND OUTPUT ACCELERATION FROM A4
C(RESULTS FROM REGULAR WAVE TESTS).



and theoretical results is shown in Figure 7.54.

Structural Response To Irregular Waves

Using the White Noise Input Wave Spectrum. Typical time domain accel

erations measured with accelerometers Al to A4, for the intact structure,
are depicted in Figure 7.55. A typical spectral density function of the accel-
eration measured with A4, using FFT, is illustrated in Figure 7.56. Figure
7.57 shows the corresponding functions using the MEM technique. (Note the

in and

of the graphs obtained using both
methods.) Results for the damaged structure—i.c., member 70, and members
70 and 68—are given in Figures 7.58-7.60.

Using the JONSWAP Input Wave Spectrum. The spectral density func-
tions for the intact and damaged structure, using the JONSWAP spectrum,
are presented in Figures 7.61-7.65. Like the white noise cse, Figure 7.61

was plotted to further ize the diffc in resolution and smoothness

between the spectra obtained using FFT procedures, and with that using the

Estimating Damping from the Forced Response Data

Computed damping estimates based on the global x-direction motion of the

using the half-p bandwidth method, are summarized in Tables
7.9-7.10, for the white noise and JONSWAP input wave spectra, respectively.
These values were computed based on the MEM formulations presented in
section 6.3.2., Chapter 6. (Damping estimates from the response of the

damaged Structure are presented in Appendix D.)
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Z.
FI6. 7.56 TYPICAL FFT EXPERIMENTAL ACCELERATION SPECTRAL DENSITY DUE TO WAVE ACTION

CINTACT STRUCTURE: USING WHITE NOISE INPUT WAVE SPECTRUM).
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ACCELERATION [(m/s"2)*2/Hz)
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WAVE FREQUENCY [Hz)
FI6. 7.61 TYPICAL FFT EXPERIMENTAL ACCELERATION SPECTRAL DENSITY DUE TO WAVE ACTION
CINTACT STRUCTURE: USING JONSWAP INPUT WAVE SPECTRUM).
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Table 7.9 MEM Damping Esti from the R

d with A

(Intact Structure).

1 ter A3

Modal Damping Ratios at each Resonant Frequency

White Noise Tests JONSWAP Tests
Fr [Hz] | Damping Ratio, { || Frequency [H2] | Damping Ratio, {
Mode 1
(1st Flexure, M,) 1.2669 0.0202 1.2752 0.0362
Mode 4
(2nd Flexure, M,) 117228 0.0348 11.7395 0.0350
Mode 8
(3rd Flexure, M) 16.0102 0.0207 15.9904 0.0169
Mode 10
(4th Flexure, M,) 25.4543 0.0385 25.3107 t

1 indicates resonant peak not well defined.



902

Table 7.10 MEM Damping

from the R

(Intact Structure).

with Accelerometer A4

Modal Damping Ratios at each Resonant Frequency

White Noise Tests JONSWAP Tests
Frequency [Hz] | Damping Ratio, ¢ [Hz] | Damping Ratio, ¢
Mode 1
(1st Flexure, M,) 1.2757 0.0202 1.2718 0.0241
Mode 4
(2nd Flexure, M,) 117332 0.0405 11.7350 0.0336
Mode 8
(3rd Flexure, M) 16.1025 0.0241 i 1
Mode 10
(4th Flexure, M,) 25.7214 is b 1

t indicates levels too low to be measured.

t indicates resonant peak not well defined.




7.2.3 Impact Test Results

In Chapter 5, section 5.2.5, it was noted that impact tests were carried out
to test the validity of the wave test results. More explicitly, to verify the
location of the resonant peaks, particularly the higher ones, obtained from
the spectral density functions of the wave induced vibration of the structure.
For cach impact location, a set of ten tests were done. This was necessary
to carry out spectral averaging (a form of filtering), and also to compute
the transfer, phase, coherence, and spectral density functions of the time
domain signals recorded with accclerometers Al to A5. The complete sel of
results for the response measured with accelerometers A2, A3 and A4 from
an impact initiated at location H5 (refer to Figure 5.6) are shown in Figures
7.66-7.75. Similar results were attained when the impact was initiated at
the other designated impact locations. (For the case when the impact was

initiated at location H6, refer to Figures D.19-D.30, Appendix D.)
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Chapter 8

Discussion of Results

In the p ding chapter, the theoretical and experimental results were pre-

sented. This chapter deals with the evaluation of those results.

8.1 Theoretical Results
8.1.1 Free Vibration Results
An examination of the computed free vibration natural frequencies tabulated
in Table 7.1 shows good agrcement between the hydro-clastic model and
prototype frequencies, for the 3-D idcalization. This statement s verified,
s

and the original prototype values, f,, are less than 6%. These percentage

because the percentage differences hetween the scaled-up frequenc

differences could have resulted, because a distorted model! was used. (An

exact reduced scale replica is not wlways possible.) For example, it was

possih]c to model the external dimensions from the lincar scale ratio (i.c.,
—), but it was not possible to model the wall thickness of the members
ikewike, ki glabal Tnihueres of thesdistortionsis most pronsmncel ahiie
1st torsional mode (i.c., mode 3), where a percentage difference of 5.79%

T'The theoretical justification for using a distorted model has already heen discussed in
section 4.5.2, Chapter 4.
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was computed. This may have resulted, because the global influence of the
distortion on the wall thickness of the members may have decreased the
overall moment of inertia in the direction affecting global torsion. On the
other hand, for those modes where the percentage differences are negative
(c.g., modes 4 to 10), the effect is reversed. (That is, the global influence
of the distortion may have increased the moment of inertia in the directions
influencing these modes.)

In Table 7.2, the d natural fi ies of the model and pi yp!

for the stick model idealization of the hydro-clastic model and ype are
presented. Similar trends to that of the 3-D model idealization are observed.
By comparing these results with those for the 3-D cases, it is observed that
not all the frequencies were extracted with the stick model idealization of
the structures. The global bending modes were computed, but the torsional
and axial modes were not. This resulted, because the flexibility matrix of the
stick model was obtained by applying unit loads only in the direction of global

bending. Therefore, this structural idealization should be lized as

an approximate method.

Computed Mode Shapes. From the computed mode shapes of the
idealized 3-D models of the prototype and hydro-clastic model (Figures 7.1~
7.10), it is scen that the frec vibration dynamic behavior of the prototype
and model is similar. This is observed from the geometrical configuration

of the computer gencrated mode shapes. From these mode shapes and the

 natural fi ies, it is concluded that the hydro-elastic model
deflects in a similar manner, and exhibits the same vibrational characteristics
as the prototype structure during frec vibration.

Damage Simulation. An ination of the results tabulated in Tables
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7.3 and 7.4 for the idealized 3-D prototype and model, respectively, reveals
that the modes most affected when member 70 was inactivated (removed
from the analyses) was the 2nd flexural mode, My. When member 70 was
removed, a decrease of 28.42% resulted for the prototype; that is, a change
froin 2.03 to 1.45 Hz. Similarly, a decrease of 29.11% resulted for the hydro-
elastic model—a change from 11.43 to 8.08 Mz Furthermore, when two
members were removed, the mode most affected was, again, the 2ud flexural
mode, M, (i.e., mode 4). The removal of two members on the prototype (i.c.,
members 70 and 68) resulted in a 61.27% change in the natural frequency of
the 2nd flexural mode; while for the hydro-clastic model, a 63.55% change
resulted. Observe that the modes least affected by the removal of members
70, and 70 and 68 are: mode 1 (1st flexural mode, M, ), mode 2 (1t flexural
mode, M), mode 3 (1st torsional mode, M.), and mode § (lst axial mode,
M.). This results because the damaged members do not occur in the pancls
along the global direction in which modes 1, 2, 3 and 5 oceur. "The above

statement is exemplified by obscrving that when member 101 is severed (i

the leg of the structure between members 4 and 5 at level | shown in Figure
3.10), a 16.02% and 15.44% change resulted in the 1st bending mode of the
prototype and model, respectively. Since this member greatly influcnces the
motion of the structure during bending about the global y-axis (i.c., My),
a 28.56% and 29.94% also resulted in the 2nd flexural mode (mode 4) of

the prototype and model, respectively. To understand the effects of member

removal on the natural frequencies further, computer generated mode shapes

d with the computed natural f ics for the hydro-clastic model
were computed.

Mode Shapes for the Intact and Damaged Model. The effects
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of member removal can be visually seen by comparing the mode shapes of
the intact and damaged hydro-elastic model depicted in Figures 7.11-7.30.
Observe that, except for mode 4, all the other modes remain virtually un-
changed, when member 70 was removed. More explicitly, for those modes
which are unaffected by the removal of member 70, the global motion about
their respective axes is the same. (That is, bending modes remain in bending
and twisting remain in twisting.) However, for the 2nd flexural mode (mode
4), the global geometric configt: ation of the structure appears distorted—see
Figure 7.18. The structure appears to twist towards the direction of the dam-
aged member. This could have resulted because the removal of member 70
caused a change in the structural symmetry as far as stiffness is concerned.
Slight variations also occur in modes 5, 8, 9 and 10. A re-examination of
‘Table 7.4 also shows that percentages ranging 4.75% to 6.35% were com-
puted for those modes. From these observations, it can also be concluded
that the removal of member 70 may have slightly disrupted the structural
symmetry regarding stiffness for these modes.

Similar trends to those discussed previously are observed when member
70 and 68 were removed. For example, notice in Figure 8.2 that the over-
all structural configuration appears less distorted compared with the case
when member 70 was removed (Figure 8.1). This, therefore, suggests that
the symmetry of the structure was restored. In other words, though the
stiffness of the structure was reduced appreciably, the stiffness was more
evenly distributed than when member 70 was inactivated. An examination
of Figure 8.4 shows that when member 68 is removed, the global geometric
configuration of the structure is opposite to that of the case when member 70

was severed. Therefore, the net result, when both members (70 and 68) are
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FIG. 8.2 DYNAMIC MODE # 4 (70 & 68 REMOVED).

X

HRIZOA. SCRE =
VERTICR.  SCALE =
ERIVLENT AOTRTION
o

Ly

F16.8.1 DYNAMIC MODE # 4 (MEMBER 70 REMOVED].

222




¥ # 300H NO 89 Y3SWIW 30 133433 3HL #°8°91d

¥ # 300 NO OL H38WIW 30 133443 3L €°8°91d

s o e0te  mmd b 300
0°0MZ0°Z A 00 X MILUIN DEWAINEY
FONI V4 T3 ZIIEZ o WOR MDIUEA
IONI B4 1334 ZIEZ = TROR MUNZIVGH noLUNGETD

223



removed is a cancellation effect, and explains why the structure appears iess
distorted than in the cases where the members are severed independently.
To examine the effects of the removal of members 70 and 68 on the other
modes, refer to Figures D.1-D.18, Appendix D.

The observations noted above suggest that members 70 and 68 con-
tributed to the stiffness of the 2nd bending mode, My. Thus, when the

stiffness of the structure was reduced by the removal of these members, the

frequency at which the mode could be excitation was reduced.
This reduction in stiffness could be explained as follows: the deformation
of the structure during bending results from shear displacements of the pan-

els (ie., the regions containing the damaged members). As a

when member 70 or 68 is severed, the neighbouring k-brace member cannot
transmit direct load without the horizontal brace, to which it is attached,
undergoing bending. This implies that the companion brace is virtually in-
active; so the shear stiffness of the panel is reduced.

Tt should be joned that the fi luctions were mainly at-

tributable to a reduction in stiffness rather than a reduction in mass, because
the mass of the individual structural members is small (c.g., member 70 =

0.11 kg). So the influence from a reduction in mass would be minimal.
8.1.2 Response to a Train of Regular Waves

Displacem.ent Response. Figure 7.31 shows the response of the idealized
3-D structures to a train of regular waves having wave parameters presented
earlier in section 7.1.2. These graphs show that the behavior of the pro-
tolype and the hydro-elastic model is similar. Ten cycles of analyses are

shown. Observe that in both the prototype and model, the transition from
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the transient to the steady state motion is clearly seen. After approximately
two time periods (i.c., 6 and 32 seconds for the model and prototype, re-

spectively), both structures experience steady state motion. Moreover, the

response levels for the non-li ly ing the non-linear form of the
Morrison's wave force vquation—are slightly lower than that obtained using
the lincar analyses.

For the stick model idealization, the results were depicted in Figure 7.35.
The dynamic behavior is similar to that of the 3-D model idealization. After
approximalely Lwo time periods, both idealizations experience steady state
motion. Based on the levels of the response, it is valid to say that the
stick model idealizalion of the hydro-elastic model slightly over estimates
the dynamic response of the structure. (That is, when compared to the 3-D
idcalization.)

To compare the dynamic behavior of the prototype and model, the dy-
namic responscs, discussed previously from the 3-D idealizations, were non-
dimensionalized. An examination of the results presented in Figure 7.32
suggests there is good agreement between the prototype and model. Thus,
it can be concluded that it is possible to predict, theoretically, the dynamic
performance of the prototype based on the results attained from the theoreti-
cal hydro-clastic model. Because it was not possible to excite certain natural
frequencies with the stick model in the free vibration analyses (Table 7.2),
and the niodel slightly overestimated the dynamic response (refer to Figure
7.35), it is considered that the 3-D model idealization is probably better
suited to simulate the physical hydro-elastic model for the wave tank tests.
As a result, from this stage c..vards, the analyses will be focussed on the

3-D idealization of the hydro-elastic model.
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Force Variation Along the Jacket. Figures 7.33 and 7.34 show the

di fonaligad torde distaib

for the idealized 3-D) model and proto-
type. Note that in both cases (i.c., the forces resulting from the non-linearized
and linearized form of Morrison’s equation), there is good agreement, between
the prototype and model. As should be expected, the magnitude of the nodal
forces increases with increasing distance from the sca bed Lo the mean water
level. At node 23, there are regions of zero force which result at instances
whete the node is above the wave. The almost step-like functional distribu-
tion for the force at node 19 results, because of the method wsed to lmp

the nodal forces.? Each submerged structural member was sub-divided into

ten sub-elements. At cach sub-clement, the water particle a ration and
velocity were computed, and were then used in the Morrison’s wave force
equation. At the surface, however, there arc occasions when the water sur-
face lies between the nodal points of a sub-clement.. So only the forces helow
the water level are computed. This phenomenon only occurs al the surface
nodes. Intuitively, it would appear the solution to this problem would he
to make the sub-clements smaller at the surface. Nevertheless, there would
still be occasions when the problem would reoccur, probably to lesser extent.

Considering the length of cach structural member along the

ke, it seoms
that ten sub-clements per submerged member are appropriate. Besides, in-
creasing the number of sub-clements would also increase the CPU time of
the analyses.

By comparing the force variations for the non-lincar and lincar analyses

(Figures 7.33 and 7.34), it is observed that the levels of the force for the non-

linear case are slightly lower than that of the lincar case. This explains why

2The theoretical justification is summarized in Figure 3.11, Chapter 3.
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the response levels for the non-linear analyses, noted earlier, were slightly
lower than that of the linear case.

Further examination of the force variations also shows that the curvature
of the non-linear forces is slightly different from the forces predicted using
linear analyses—i.c., using the linearized form of the Morrison’s equation.
For instance, at a time ratio of 0.5 (refer to Figure 7.33), an inflection point
exists as the curves changes from positive to negative values. As seen in
Figure 7.34, this inflection point is not present in the linear analyses. (The

inflection point is a result of the non-lincarity in the forces.)
8.1.3 Response to Irregular Waves

Computer simulated studies (using the measured irregular wave spectra from
the wave tank facility) were carried out. The results for the white noise input
wave spectrum were shown in Figures 7.36-7.39. Those for the JONSWAP
input wave spectrum were presented in Figures 7.40-7.42.

‘White Noise Test Simulation. To extract the relevant modal pa-
rameters, the time domain signals (computed at nodes 12, 18, 23 and 78)
were transformed to the frequency domain. These nodal responses corre-
sponded to those measured with accelerometers Al, A2, A3 and A4 on the
physical hydro-clastic model. Figure 7.36 shows a typical global x-direction
spectral density function of the output acceleration at node 18. This graph
was obtained using conventional FFT procedures. Four resonant peaks are
noticeable. Because of the resolution, it would be difficult to locate the fre-
quencies at which resonance exist. Figure 7.37 shows the same results using
the MEM method mentioned presented in Chapter 5. Note the difference

in resolution and precision. Based on the free vibration analysis results, the

227



first peak on the lower frequency end of the spectrum corresponds to the
1st flexural mode (mode 1); the second peak corresponds to the 2nd flexural
mode; the 3rd is associated with mode 7; and the fourth peak represents
mode 8.

JONSWAP Test Simulation. Computed acceleration spectral densi-
ties using the JONSWAP input wave spectrum were presented in igures
7.40-7.42. Similar trends to the white noise tests simulations are observed.

Damage Simulation Studies. Like the frce vibration analyses results
presented earlier, Figures 7.38 and 7.41 show that when member 70 was
severed to simulate damage of that member, the mode most affected is the
2nd flexural mode, M,. Notice that when members 70 and 68 are inacti-
vated, the 2nd bending mode is most affected—refer to Figures 7.39 and
7.42. To compare the effects of the damaged member(s) on the resonant
frequencies visually, the results at node 23 arc presented as an example.

Results for the white noise test simulations are depicted in Figures 8.5 8.6.
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8.2 Experimental Results
8.2.1 Transient Decay Tests to Compute Damping
In-Air Tests. Average global x and y direction damping ratio variations (us-
ing the logarithmic decrement method) were shown in Figure 7.45. In both
cases, the damping variation is more steady after eight cycles. Therefore, this
region was used to determine the transient decay damping. For comparison,
computed damping estimates using the above method and the average damp-
ing obtained from the curve fitting method (i.e., the Lavenberg-Marquardt
and Finite difference Jacobian) are shown here:
Damping Estimates from In-Air Tests
Logarithmic Decrement  Curve Fitting
Gaire 0.9218 + 0.03% 0.9112 + 0.02%
Cairy 0.6334 + 0.02% 0.6277 + 0.01%

In-Water Tests. Like the in-air tests, average global x and y direction
damping ratio variations (using the logarithmic decrement method) were
depicted in Figure 7.48. After six cycles, the variation in damping is more
steady. The following are the damping estimates:

Damping Estimates from In-Water Tests

Logarithmic Decrement Curve Fitting
Cuater,s 3.5756 + 0.15% 3.6576 + 0.04%
Cuatery 1.7033 + 0.04% 1.7221 + 0.02%

These damping factors are associated with the 1st global flexural modes in

the global x and y directions. The values obtained from the in-air tests corre-
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spond approximately Lo those which could be expected from steel structures
vibrating in air and, therefore, are satisfactory. Damping of steel structures
vibrating in water is very low, typically 1 to 3% [22]. llence, the results ob-
tained from the in-wafer tests also correspond, approximately, to those which
could be expected from steel structures. As a result, the similitude condition

imposed by equation (4.26), in Chapter 4 (i.c., Gu = (), is satisficd.
8.2.2 Wave Probe Results

Spectral Density Functions for the input signals from the white noise and
JONSWAP input wave spectra were scen in Figures 7.50 and 7.52, respec-
tively. When these functions are compared to those obtained using conven-
tional FFT procedures (Figure 7.49 and 7.51), the superiority of the MIM
technique over the use of conventional FI'T methods is palpable. Further
examination of the MEM functions shows that there is practically very little
difference between the signals measured with the wave probes P1, P2 and P3

for the two distinet input wave spectra. This would, therefore, suggest that

there were no cross tank oscillations capable of altering the global x-direction
response of the physical hydro-clastic model during the wave structure inter-

action experiments.
8.2.3 Wave Tests Results
Response to a Train of Regular Waves

From the results of the experimental and theorctical model 1o a Lrain of
regular waves (Figure 7.54), it is scen that there is good agreement, between
experiment and theory. The transition from the transient to the steady

state response is very apparent in all the cases. Observe, however, that, the
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d li form of Morrison’s wave

theoretical results using the
force equation simulates the experimental values more closely than with that
obtained with the lincarized form. (The results from the linar analyses
are slightly higher.) From these results, the workability of the experimental
model with its associated instrumentation, and the computer model were

ascertained.

Response to Irregular Waves

Resonant. frequencies for the irregular wave induced vibration investigations
for the white noisc and JONSWAP tests are epitomized in Tables 8.1-8.8.

These values were computed using equation (6.31), in Chapter 6 (i.c.,the

Entropy ion). Tt is not d that esti of resonant
frequencies could not be taken directly from the spectral density graphs. The
major impediment, though, is that the accuracy would be very dependent
on the sampling frequency, Af, because all the spectral density ordinates
will occur at intervals of Af apart. Notwithstanding, when estimates of
resonant frequencies are obtained by solving for the roots of equation (6.34),
the accuracy is improved, for it depends on the tolerance (i.e., the maximum
deviation of the function from zero) specified in Muller’s algorithm3.
Results from White Noise Tests. Results of the structural response
(aceeleration) to the white noise input wave spectrum were presented in Fig-
ures 7.56-7.60. For the intact structure, resonant peaks are well defined. For

accelerometers Al and A2, relative extrema points occur at about 1.08 Hz.

3ic., the IMSL numerical scheme noted carlier on page 132, Chapter 6, used to solve
for the roots.

233



Table 8.1 d R Fri ies from Accelerometer A1
(Results for the Intact and Damaged Structure: White Noise Tests).

T’ [He]
Modes Damage Member(s)
of Intact | 70 Half-cut | 70 Severed 70 Removed and
Vibration Structure | at Node 18 | at Node 18 | 68 cut-off at node 16

Mode 1
(1st Flexure, M,) 2 * Ry ¥
Mode 4
(2nd Flexure, M,) | 11.7381 11.6411 7.1308 4.0425
Mode 7
(3rd Flexure, M,) - i 12.7603 10.7527
Mode 8
(3rd Flexure, M;) | 16.0648 16.0091 14.75.0 13.3416
Mode 10
(4th Flexure, M,) | 25.2719 25.1690 ki hi

Table 8.2 M d Fr from Accel

(Results fnr the Intact and Damaged Structure: JONSWAP Tests)

Measured Frequency [Hz]
Modes Damage Member(s)
of Intact [ 70 Half-cut | 70 Severed | 70 Removed and
Vibration Structure | at Node 18 | at Node 18 | 68 cut-off at node 16
Mode 1
(1t Flexure, M,) % * £ 1.2497
Mode 4
(2nd Flexure, M,) | 11.7382 11.6598 7.0714 4.014
Mode 7
(3rd Flexure, M,) i 13.7179 13.0767 10.1929
Mode 8
(3rd Flexure, M;) | 16.0622 16.0341 15.0058 13.1991
Mode 10
(4th Flexure, M,) | 25.3205 25.48 24.9917 *

NB: * indicates levels too low to be recorded.
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Table 8.3 M d R, Fry ies from Accel A2
(Results for the Intact and Damaged Structure: White Noise Tests).

1 d Frequency [Hz]
Modes Damage Member(s)
of Intact | 70 Half-cut | 70 Severed 70 Removed and
Vibration Structure | at Node 18 | at Node 18 | 68 cut-off at node 16
Mode 1
(Lst Flexure, M) 1.2642 1.2409 1.2056 1.1503
Mode 4
(2nd Flexure, M,) | 11.7473 11.6411 7.1340 4.0375
Mode 7
(3rd Flexure, M,) * > * 10.7812
Mode 8 .
(3rd Flexure, M) | 16.0349 16.0125 14.6231 *
Mode 10
(4th Flexure, M,) | 25.0654 | 25.1160 25.0363 ¥

Table 8.4 M d Resonant from A A2
(Results for the Intact and Damaged Structure: JONSWAP Tests).

< T Frequency [
Modes Damage Member(s)
of Intact [70 Halt-cut | 70 Severed | 70 Removed and

Vibration Structure | at Node 18 | at Node 18 | 68 cut-off at node 16
Mode 1
(Lst Flexure, M,) | 1.2707 1.2663 1.2185 1.1685
Mode 4
(2nd Flexure, M,) | 11.7337 | 11.6302 7.1023 40143
Mode 7
(3rd Flexure, M,) % * 14.7691 10.5841
Mode 8
(3rd Flexure, M;) | 16.0228 | 16.0526 * *
Mode 10
(4th Flexure, M,) | 25.323y | 25.0928 | 24.7716 22.8320

NB: * indicates levels too low to be recorded.
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Table 8.5 R Fr fro 1 A3
(Results for the Intact and Damaged Strucbure Whne Noise Tests).

f d Frequency [Hy]
Modes Damage Member(s)
of Intact |70 Half-cut | 70 Severed 70 Removed and
Vibration Structure | at Node 18 | at Node 18 | 68 cut-off at node 16
Mode 1
(1st Flexure, My) 1.2669 1.2440 1.2268 11722
Mode 4
(2nd Flexure, M,) | 11.7228 11.6148 7.0890 4.0422
Mode 7
(3rd Flexure, M,) * * 12.8047 10.7660
Mode 8
(3rd Flexure, M) | 16.0102 15.9992 16,0074 13.3369
Mode 10
(4th Flexure, M) | 25.4543 25.2505 25.0621 o
Table 8.6 R from A

(Results for the Intact and Damaged Structure: JONSWAP Tcsts)

quency (1]
Modes Damage Member(s)
of Intact [ 70 Half-cut | 70 Severed [ 70 Removed and
Vibration Structure | at Node 18 | at Node 18 | 68 cut-off at node 16
Mode 1
(1st Flexure, M,) 1.2752 1.2478 1.2091 1.2003
Mode 4
(2nd Flexure, M,) | 11.7395 11.6549 7.0556 4.0332
Mode 7
(3rd Flexure, M,) * * 13.0872 10.7764
Mode 8
(3rd Flexure, M) | 15.9904 16.0079 16.0743 13.3021
Mode 10
(4th Flexure, M) | 25.3107 25.5429 24.7700 23.5912

NB: * indicates levels too low to be recorded.
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Table 8.7 M d R Fr fro! A4
(Results for the Intact and Damaged Structure Whlte Noise Tests).

M d Frequency [Hz]
Modes Damage Member(s)
of Intact [ 70 Half-cut | 70 Severed 70 Removed and
Vibration Structure | at Node 18 | at Node 18 | 68 cut-off at node 16

Mode 1
(1st Flexure, M,) 1.2757 1.2718 1.2636 1.1690
Mode 4
(2nd Flexure, M,) | 11.7332 11.6331 7.2533 4.0355
Mode 7
(3rd Flexure, M,) ¥ 13.6720 12.6360
Mode 8
(3rd Flexure, M) | 16.1025 * 14.8932 13.3073
Mode 10
(4th Flexure, M,) | 25.7214 * * 23.1122

Table 8.8 M d R t Fr from Accel, Ad

(Results for the Intact and Damaged Structure: JONSWAP Tests).

o 1 Frequency [Ha]
Modes Damage Member(s)
of Intact [ 70 Half-cut | 70 Severed 70 Removed and
Vibration Structure | at Node 18 | at Node 18 | 68 cut-off at node 16
Mode 1
(1st Flexure, M,) | 1.2718 1.2643 1.2682 1.1659
Mode 4
(2nd Flexure, M,) | 11.7350 11.6450 7.0010 4.0096
Mode 7
(3rd Flexure, M,) * * 13.1079 b
Mode 8
(3rd Flexure, M;) | 15.9976 & * *
Mode 10
(4th Flexure, M,) | 25.3104 * * *

NB: * indicates levels too low to be recorded.
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After a close look at the measured input wave spectra. from wave probes P1,
P2 and P3 (refer to Figure 7.50), it is obscrved that those relative extrema
points (peaks) of concern occur in the region of the peak ordinates of the
measured input wave spectra. From this obscrvation, it s concluded that
the relative maxima points or peaks scen on the spectra from accelerometers

Al and A2 are iated with the quasi-static stiffness controlled response

at the peak of the wave spectrum. Four distinct peaks are scen on the results
from accelerometers A2, A3 and Ad. The first occurs at 1.27 11z the second
oceurs at 11.7 Hz; the third occurs at 16 1z and the fourth at 25 11z,

Only three distinct damping-controlled response peaks are scen on the
spectral density function in the results for accelerometer Al The resonant
peak associated with the lowest flexural mode of the structure is not presct.

This could be explained as follows: Accel Al is the most sul 1

sensor. As can be observed from the mode shape of the fundamental mode
of the hydro-elastic model (refer to Figure 7.11), most of the oscillations
occur in the deck region. Al was installed at a joint located approximately
198.12 em below the deck level. Thus, when the hydro-elastic model resonates
at its fundamental mode, the level of the oscillations might have heen below
the measuring range of the accclerometer. This statement is justificd by
observing that as the structure underwent damage {refer Lo Figure 7.60),
the amplitude of the oscillations increase. At this point, the oscillations are

within the measuring range of accelerometer Al, as scen by the emergence

of the peak iated with the fund I mode. The p changes
in resonant frequencies resulting from damaged members are presented in

Tables 8.9-8.16.



Table 8.9 Percent Changes in Resonant Frequencies Due to Damaged
(Results from Accelerometer A1: White Noise Tests).

Modes Damage member(s)
of 70 Half Cut [ 70 Severed 70 Removed and
Vibration at Node 18 | at Node 18 68 Severed at node 16
Mode 1
(1t Flexure, M) * * *
Mode 4
(2nd Flexure, M,) | -0.826¢ -39.2508 -65.5609
Mode 8
(3rd Flexure, M;) - 0.3467 -8.3033 -16.9514
Mode 10
(4th Flexure,M -0.4072 - *

Table 8.10 Percent Changes in Resonant Frequencies Due to Damaged
(Results from Accelerometer Al: JONSWAP Test ).

Modes Damage member(s)
of 70 Half Cut [ 70 Severed 70 Removed and
Vibration at Node 18 | at Node 18 68 Severed at node 16

Mode 1
(1st Flexure, M,) * x *
Mode 4
(2nd Flexure, M,) -0.4134 -39.6030 -65.7385
Mode 8
(3rd Flexure, M.) -0.1749 -6.5769 -17.8251
Mode 10
(4th Flexure, M, 0.6299 -1.2986 i

NB: * indicates levels too low to be recorded.
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Table 8.11 Percent Changes in Resonant Frequencies Due to Damaged
(Results from Accelerometer A2: White Noise Tests).

Modes Damage member(s)
of 70 Half Cut | 70 Severed 70 Removed and
Vibration at Node 18 | at Node 18 68 Severed at node 16
Mode 1
(Lst Flexure, M,) -1.8431 -4.6353
Mode 4
(2nd Flexure, M,) | -0.4805 -39.2711 -65.4835
Mode 8
(3rd Flexure, M) +0.1397 -8.8046 ¥
Mode 10
(4th Flexure,M, 0.2019 -0.1161 %

Table 8.12 Percent Changes in Resonant Frequencies Due to Damaged
(Results from Accelerometer A2: JONSWAP Test ).

Modes Damage member(s)
of 70 Half Cut | 70 Severed 70 Removed and
Vibration at Node 18 | at Node 18 68 Scvered al node 16
Mode 1
(1st Flexure, M,) -0.3463 -4.1079 -8.0428
Mode 4
(2nd Flexure, M) -0.6360 -39.4709 -64.8762
Mode 8
(3rd Flexure, M) |  0.1859 * *
Mode 10
(4th Flexure, M, -0.9126 -2.4179 -9.8369

NB: * indicates levels too low to be recorded.
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Table 8.13 Percent Changes in Resonant Frequencies Due to Damaged

(Results from Accelerometer A3: White Noise Tests).

Modes Damage member(s)
of 70 Half Cut | 70 Severed 70 Removed and
Vibration at Node 18 | at Node 18 68 Severed at node 16

Mode 1
(1st Flexure, M,) | -1.8076 -3.1652 -7.4749
Mode 4
(2nd Flexure, M) -0.4969 -39.5280 -65.3708
Mode 8
(3rd Flexure, M.) -0.0687 -0.0175 -16.6975
Mode 10
(4¢h Flexure,M, -0.3007 -1.5408 -
Table 8.14 Percent Changes in R it Fre Due to D

(Results from Accelerometer A3: JONSWAP Test ).

Modes Damage member(s)
of 70 Half Cut | 70 Severed 70 Removed and
Vibration at Node 18 | at Node 18 68 Severed at node 16
Mode 1
(st Flexure, M,) -2.1487 -5.1835 -5.8735
Mode 4
(2nd Flexure, M,) -0.4663 -39.7447 -65.5647
Mode 8
(3rd Flexure, M) 0.2348 0.6506 -16.7078
Mode 10
(4th Flexure, M, 0.9174 -2.1363 -6.7936

NB: * indicates levels too low to be recorded.
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Table 8.15 Percent Changes in R

Fr

Due to D.

(Results from Accelerometer Ad: White Noise Tests).

Modes Damage member(s)

of 70 Hall Cut | 70 Severed 70 Removed and

Vibration at Node 18 | at Node 1§ 68 Severed at node 16

Mode 1
(Lst Flexure, M,) | -0.3057 -0.9485 -6.0124
Mode 4
(2nd Flexure, M,) | -1.0324 | -37.6500 -65.3105
Mode 8
(3rd Flexure, M) * -7.5100 -17.3588
Mode 10
(4th Flexure,M, * * -2.3685
Table 8.16 Percent Changes in R Fr Due to D

(Results from Accelerometer Ad: JONSWAP Test ).

Modes Damage member(s)
of 70 Half Cut [ 70 Severed 70 Removed and
Vibration at Node 18 | at Node 18 68 Severed at node 16
Mode 1
(1st Flexure, M) -0.5897 -5.0008 -8.3268
Mode 4
(2nd Flexure, M,) | -0.6823 -40.2899 -65.8029

Mode 8
(3rd Flexure, M)

*

*

Mode 10
(4th Flexure, M,

NB: * indicavs levels too low to be recorded.
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Member 70 Severed. It may be recalled, from section 8.11, that it was
verified, from the computer simulation studies, that the mode most affected
after the hydro-clastic model underwent damage, was the 2nd flexural mode,
M,. From this verification, it seems palpable to assume that if this trend
were repeated on the output spectral density functions, the frequency at
that point (i.c., before any damage occurred) would be the 2nd flexural mode,
M,. As scen in Figures 7.59 and 7.64, the resonant peak most affected by
the severance of member 70 occurs at 11.7 Hz. This, therefore, suggests
that the frequency of the 2nd flexural mode of the structure is excited at
that frequency (11.7 IIz). Accordingly, it can be inferred that the resonant
peak at 1.27 1z corresponds to the st Flexural mode, M,; the peak at
16 11z corresponds to the 3rd flexural mode, M, and the peak at 25 Hz is
compatible the 4¢h flexural mode, M.

When an incision was made half-way through member 70 at the joint
corresponding to node 18 on the theoretical model (refer to Figure 5.13),
only small changes in the resonant frequency of the 2nd flexural mode, M,,
resulted. Tor example, in the results from accelerometer Al, the 2nd flexural
mode, My, only changed from 11.73 Hz to 11.64 Hz—a 0.82% decrease (Table
8.5). These small percentage shifts in the resonant frequency of the 2nd
flexural mode suggest that the simulated crack did not influence the axial
stiffness of the member significantly. No appreciable shifts occurred in the
other resonant peaks, because the stiffness of the panel containing member
70 was only slightly reduced. However, by cutting off the member at node 18,
the 2nd flexural mode, M, shifted to about 7.1 Hz, a decrease of 39%. (For
example, Figure 8.7.) This significant change resulted becaus , at that failure

stage, the shear stiffness of the panel containing member 70 was reduced
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appreciably. Since the mass of the member is small compared with the total
mass of the structure, there was no measurable change between that condition
and when the member was removed entirely from the structure. Thus, the
reduction in frequency was attributable to a reduction in stiffness.

Member 70 Severed and 68 Cul-off at Node 16. For this damaged condi-

tion, the most predominant change of 65% occurs in the excitation frequency
of the 2nd flexural mode; that is, a reduction from 11.7 1z to 4 1'z. This
large shift in frequency could be explained as follows: Member 68 contributes
to the shear stiffness for global bending of the hydro-clastic model in the z-x
plane (refer to Figure 5.13). For this reason, when the member was cut-off
at one end, a reduction in the shear stiffness occurred, and accounts for the
increase in amplitude of the higher peaks. The independent. contribution
of members 70 and 68 to the shear stiffness can be visually scen in Figures
8.3 and 8.4. Observe how the shearing takes place in the panel containing
the damaged members as the structure vibrates at its 2nd flexural mode.
The combined effect of both members was shown in Figure 8.2. As in the
theoretical results, to comparc the influence of the damaged member(s) on
the resonant frequencies visually, the results from accelerometer A3 (for the
white noise tests) are shown as an example; refer to Figures 8.7-8.8.
Results from the JONSWAP Tests. Similar trends to that of the
white noise test results arc noticeable in the output spectral density fune-

tions of the JONSWAP tests. The only major differences are seen in the

levels of the peaks as seen, for example, in Figure 8.9. These differences

are due to differences in the energy content of the inpul wave spectra.
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Damping Estimates from the Force Response Data

Damping estimates predicted with the half-power bandwidth and MEM
method for the intact and damage structural configurations—from the re-
sponse measured with accelerometer A3 and Ad—were shown in Tables 7.9-
7.10. Results for the 1st flexural mode (M) are: 2.02% and 2.41% for the
white noisc and JONSWAP tests, respectively. These values represcnt the Lo-
tal damping of the structure. Therefore, since the hydro-dynamic component
(which is water particle velocily and acceleration dependent) is included, the
numbers could vary depending on the level of the response. The values are
lower than that predicted with the transient decay test, where a value of 3.57
£ 0.15% was obtained. In both methods, the values suggest that the strie-
ture is lightly damped (i.c., ¢ < 5.0%), and scem o reaffirm the assumption
of lightly damped structures which is usually made in dynamic analyses: at
least for the lower modes. (Damping cstimates for the damaged structure
are presented in Tables D.1-D.4.)

In both the transient and haif-power methods, it was assumed that the
modal frequencies are well separated. This assumption is justified if there
is no co-ordinate coupling hetween modes, which depends on the relative
positions of the center of mass and stiffness. Mass cccentricitics will prohibit
purely translational modes, and thus provide co-ordinate conpling. From the
typical free decay graphs presented in Figures 5.10-5.11 in Chapler 5 and
the well separated resonant peaks observed on the spectral density functions
of the wave test results, the assumptions made regarding the separation of

modal frequencies is justified.
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8.2.4 Impact Test Results

“The objective of the impact studies was to verify the locations of the resonant
peaks obtained in the wave test results. Like the results presented carlier for
the wave Tests (Figures 7.56-7.65), four peaks are observed on the spectral
densily and transfer function depicted in Figures 7.66-7.75 for the intact

structure. Generally, there is a phase shift of approximately 180° as the

response passes through An ination of the phase ft

reveals that this condition is satisfied on the three higher peaks, and to a
lesser extent the lower one located between 1 and 3 Hz. The coherence
function ranges hetween 0.95 and 0.6—suggesting reasonable coherence for
this type of experiment.

When member 70 was severed, the shift in the second peak (Figures
7.70-7.72) is analogous to thal seen in the wave tes! results. Based on these
observations and the computer generated free vibration analyses results re-
ported carlier in the preceding chapter, it is concluded that the first peak
seen in the results for the intact structure (between 1 and 3 Hz) is the 1st
flexural mode (M,); the sccond (between 9 and 12 Hz) is the 2nd flexural
mode (M,); the third (between 15 and 18 Hz) is mode 8 and the fourth
(I~+tween 24 and 27) is mode 10.

Again when member 70 was severcd and member 68 was cut-off at node
16, similar trends to those reported for the wave test results (refer to Figures
7.73 and 7.75) arc observed. Similar results for the undamaged and damaged
structural conditions were obtained, when the impact was initiated at the
other designated impact locations shown in Figure 5.6. For the case when

the impact was initiated at H6, refer to Figures D.19-D.30, Appendix D.
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Based on the impact test results and the results from the free vibration
analyses, it is concluded that the relative maxima points scen on the ontput
response spectra of the wave test (Figures 7.57-7.65) results are attributable

to resonance.

8.3 Comparison Between the Experimental
and Theoretical Results

An ination of the results d in Tables 8.17-8.20 shows thal

there is good agreement between the resonant, frequencies obtained exper-
imentally, and with those computed numerically using the Finite Element
Method (FEM). This means that the Lechniques employed in the idealiza

tion and construction of the experimental hydro-elastic model, to carry out

g

I Integrity Monitoring, is highly satisfactory.
In both the experimental and theoretical results, the mode most, affected
when a k-brace member was severed (member 70) was the 2nd flexural mode,
M,. A 20% shift in the resonant frequency of the 2nd flexural mode (M) was
obtained from the theoretical results while, on the other hand, a 39% shift
was computed from the experimental results. Morcover, when two members
were damaged (members 70 and 68) a 65% decrease was observed in the
experimental results for the 2nd flexural mode, compared to a 63% for the
same mode in the theoretical results. Again, the mode most affected in
both experimental and theoretical analyses, when two k-brace members were

damaged, was the 2nd flexural mode, M.
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Table 8.20 C

of the

from the i 1

and Theoretical Results (White Noise and JONSWAP Tests) at Location A4.

MEM Estimates of Resonant Frequencies
Intact Structure

Experimental Results
White Noise | JONSWAP

Theoretical Results

White Noise | JONSWAP

Mode 1
(1t Flexuze, M,)
=

1.2757 1.2718 1.2083 1.2083
Mode
(2nd Flexure, M,) 11.7332 11.7251 11.3590 11.3590
Mode 8
(3rd Flexure, M) 16.1026 15.9976 16.1237 16.1230
Mode 10
(4th Flexure, M,) 25.7214 27.5275 27.7801 21.7795




In all cases, the discrepancies between the experimental and theoretical
(FEM) results are small. These discrepancies (which include (a) the resonant
frequencies presented in Tables 8.17-8.20, and (b) the percentage shift in the
resonant frequencies resulting from damaged members) are a result of the
many approximations incorporated in the FEM computer model. They may

lie summarized as:

® In the computer generated FEM model, the clements themselves are

idealizations of the individual I members in the hydro-clastic
physical model, and behave according to idealized material propertics

and approximate force-displacement Uhcories.

* Element conncctions are either very rigid or perfectly flexible. In the

peri | hydro-clastic model the connections between the menibe

are ncither rigid nor perfectly flexible.

Structural masses are estimated and lumped at the nodes to conserve
both storage and computer solution time. This can represent the global
behaviour of structure very well, but eliminates all the individual mem-

ber vibrations. (More details will be given later.)

The response of the structure is represented as the linear sum of inde-
pendent, uncoupled modal responses. Though this is a good approx-

imation in the lower modes, higher order modes may not he el

irely
independent, for they may be coupled by non-proportional dam ping

terms.

Subject to these limitati the following stat ts can be made

the computer generated finite element results.
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The invalidity of the lumped mass idealization of the structure can be
explained as follows: For any dynamic system, the analysis is greatly compli-
cated because the inertia forces result from structural displacements which,
in turn, are affected by the magnitude of the inertia forces. This closed cycle
of canse and effect can be approached directly only by formulating the prob-
Jem in terms of differential equations. However, because the mass of each
structural member is distributed continuously along its length, the displace-
ments and accelerations must be defined for each point along the length of
the member if the inertia forces are to be completely understood. In such
a situation, the analysis must be formulated in terms of partial differential
equations, since the position along the span of each member besides the time
must be taken as independent variables.

On the other hand, when the lumped mass idealization is used (as in the
computer analyses), the very complicated motion of the structure is greatly
reduced, for the incrtia forces can only be developed at the nodal points in
the finite clement model of the structure.

The discrepancies between the experimental results and theoretical re-
sults are larger for the damaged structural configuration. This may have
resulted because, in the computer model, the rigidity of the connections at
the joint was maintained even after the member(s) were removed. In reality,
the removal of one or more members would result in an increase in the stress
of the remaining members which, in turn, would be transmitted to the joints
(nodes). The excess stress would have a weakening effect on the joints (par-
ticularly the ncighbouring joints); the extent of which is proportional to the
magnitude of the excess stress transferred. This weakening of the joints is

not present in the theoretical model, because the change in flexibility results
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from a removal of the stiffening contribution of the damaged member(s).

In the experimental hydro-elastic model, all the joints arc neither per-
fectly rigid nor flexible. (Joints were fastened with ABS solvent gluc.)
Therefore, when the structure underwent damage, the excess stress transmit-
ted to the remaining members, particularly the neighbouring ones, could have
resulted in a weakening of some of the joints of the remaining member(s)—-
especially the joint(s) closest to the damaged member(s). The net cffect on
the total stiffness of the structure would be greater than that of the theo-

retical model. This, in turn, would result in larger shifts in freques

of
the modes in which the flexibility is greatly influenced by the removal of the
particular member(s) (c.g., mode 4 and member 70).

From the overall structural geometry, it would scem that, in the theo-
retical results, the percentage shift in frequencies resulting from the removal
of member 68 would be equal to that of member 70. An examination of
Table 7.4 shows that there are discrepancies in the results for those similar
structural damage configurations. This may have resulted from the iterative
scheme used. The subspace iteration method was used to solve for the nat-
ural frequencies. There is an error associated with the method that is sinall
for the first few modes, and becomes larger as the number of modes in the

solution increases.
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Chapter 9

Concluding Remarks and
Recommendations

This treatise dealt with a detailed design and construction of a hydro-elastic
model of a typical four-legged jacket offshore platform. Both an indepth
theoretical and experimental analysis were carried out. Experiments were
conducted in a wave tank equipped with a pscudo random wave making fa-
cility. To obtain the necessary modal parameters (e.g., resonant frequencies,
and damping ratios) from the ambient response data, the recently devel-
oped Marple algorithm was used with the very powerful Maximum Entropy
Method (MEM). Regarding structural integrity monitoring, structural dam-
age was simulated by saw cutting the member(s) under consideration. In
the theoretical analyses, this was done by making the member(s) inactive in
the analyses. The detection of damage was based on the changes in resonant

frequencies compared with the intact structure.

9.1 Concluding Remarks

Based on the reported results and evaluations, important conclusions can be

reached. Among these are the following:
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1. The methods used in the design, modelling and adjustments, construc-
tion, instrumentation and in processing the data are reliable and valid
techniques to carry out structural integrity monitoring of offshore struc-

tures, through the analyses of reduced hydro-elastic models.

(]

The Maximum Entropy Method (MEM) proved to be a very powerful
means of obtaining high resolution smooth spectra from very short time
series records. Since the spectral density results obtained from the time
series data can be attained in functional form, resonant frequencies

and damping ratios could be numerically computed. This inherent

facel of MEM may have very imp lications in imental
modal analysis—particularly in the area of system identification from
ambient vibration data. (It is not suggesied that the MEM technique

is a repl of the jonal FF'T procedures.)

g

. A predictable relationship exists between physical damage and changes

in the modes of vibration of the structure. However, as illustrated in
Table 7.4, the success of the structural integrity monitoring technique
depends, to a major extent, on the position or location of the damaged

member(s). This observation could not be verified experimentally, since

once a member was severed, it could not be casily repaired under water,

-~

. When an inclined member in a k-braced pancl was severed Lo simulate
damage of that member, a 39% decrease in the resonant frequency of
the 2nd flexural mode-seen on the spectral density of the response---
was experimentally observed. (A 65% decrease in the same mode was
observed when two similar k-brace members on opposite sides of the

structure were severed). The theoretical, finite clement, results were in
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general agreement.

. An investigation into the effect of a member cracking suggested that

o

the Structural Integrily Method is limited because of the low sensitiv-
ity/resolution regarding resonant frequency versus cracks. This, there-
fore, implies that only major damages (i.e., primary structural element

failure) can be detected.

At cach resonant frequency, the structure deformed in a different man-
ner. Hence, the rclative magnitudes between the various resonant fre-
quencies should provide an indication of the general location at which
the structure had been weakened. The primary benefit of such a sys-
tem is that any damaged member which has a large influence on the
stiffness of a particular mode of the structure will, obviously, result in
an analogous large change in the excitation frequency of that mode.
Thus, it is imperative that the stiffness characteristics of the struc-
ture be completely understood; so any large changes in the resonant

frequency of a specific mode may be localized.

From the theoretically computed mode shapes, it was possible to ob-
serve the effect of damage on the most affected mode(s) from the shear-
ing of the pancl containing the damaged member(s). This could not be
shown experimentally, since it would require an array of transducers to

compute the mode shapes from the experimental data.

Estimates of damping for the 1st mode (from the wave induced vibra-
tions studies) are lower than that obtained with the transient decay

tests. The values computed from the wave tests are: 2.02% and 2.47%,
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for the white noise and JONSWAP tests, respectively; 3.57 + 0.15%
was obtained with the transient decay tests. In all the cascs, however,
the values are less than 5.0%, and seem to reaffirm the assumption of
lightly damped structures which is usually made in dynamic analyses—

at least for the lower modes.

o

The stick model idealization of the structure only gave partial results re-
garding frequencies and mode shapes; moreover, the dynamic response
is slightly over estimated. A more realistic representation is a 3-1) ideal-
ization, which incorporates all the degrees of freedom and gives a much

better representation of the dynamic mode shapes of the structure.
9.2 Recommendations

It should be clearly understood that the structural integrity method should
not be conceptualized as a panacea for solving the problem of carly detection
of subsurface damages with cerlainty, since certainty, in such a complex en-
vironment as the ocean, can rarely be assured. Notwithstanding, if applicd

with jonal detection ona i basis, the useful

of the technique should be enhanced.

From the experienced gained in this study, the following recommendations

are made:

1. Experiments were carried out, in a wave tank capable of producing only
unidirectional waves. Thus, only the modes in the direction of the
waves (i.e. the global x-direction) were excited to measurable ampli-
tudes. Had these tests been conducted in a wave tank facility capable

of producing multidirectional waves, such modes as the 1st torsional
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o

mode, for example, might have been excited to measurable amplitudes.
An alternative solution would have been to carry out tests with the
structure oriented at various angles to the incoming waves. But, these
tests could not be attempted, because of the time limitations set, for

the experiments, at the wave tank facility.

‘The transient decay tests showed that the natural period and damping
constant of the structure increase when it was submerged in water (refer
to Table 7.5 and 7.7). It would, perhaps, have been advantageous to
examine al what ratio of the mass of the submerged zone to that of
the total mass does the water affects tue natural period and damping.
These tests could have been carried out by varying the water depth for

cach sct of experiments. This wonld suggest at what water depth the

added mass used in the th ical analyses, is i

. Throughout the experiments, the magnitude of the deck mass was fixed.

S

The detection of structural damage was based solely on the changes
in the resonant frequencies of the global modes. It might have been,
presumably, beneficial to examine the effect of the frequency changes

with varying magnitudes of the deck mass.

Some assessment of the mode shapes of the structure should be ob-

tained, so a ison to the t} i can

be made. However, this would require an array of accelerometers along
the structure where the mode shapes are of interest. There is certainly
a need for more laboratory work (in and out of water) in this area of
study, besides more experiments on actual operating platforms in the

ocean,
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Finally, it should be mentioned that at the time of writing this di s

tation, preliminary work is being done, at Memorial University, in the arca
of system identification on small beam clements with the hope of extending
it to a model of a tripod offshore structure. It is hoped that the expericnce
gained from this investigation (particularly the use of the Maple algorithm
with the Maximum Entropy Method) will be very uscful in those system

identification studies.
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Appendix A
Selected Algorithms

Three algorithms are included in this appendix:
1. Cook’s method for diagonalization of a consistent matrix,
2. Houbolt’s algorithm, and

3. Longuet-Higgins and Cokelet smoothing algorithm.
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A.1 Diagonalization of a Consistent Mass Ma-
trix Using Cook’s Method

Cook [48] recommends a procedure which applies to clements whose trans-
lational DOF are mutually parallel (c.g., beam and plate elements). The

scheme is summarized as:

1. Compute only the di d i of the istent mass ma-

trix.
2. Compute 7, the total mass of the element.

3. Compute a number s by adding the diagonal cocflicients m; associated

with translation, but not rotation.

4. Compute the diagonal cocfficients mj; by multiplying them by the ratio

=i this preserves the translational mass of the cloment.

Thus, if the following n X n consistent mass matrix is available:

M Mz My3 ... My
Mgy M2 Mg ... May
(A1)
Mp1 Mpz Mp3 0. Map
This matrix is diagonaliz + , 1 1g Cook's suggestions) as:
my 0 0 .. 0
0 mp 0 ... 0
(A2)



3= (my+mn+t -t mm),
M = the total mass of the structure, and

i=1,23,...,n
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A.2 Houbolt Algorithm

This algerithm solves a 3rd order cquation, using a backward finite difference
scheme,

The dynaic equaticn of motion (neglecting damping) is:

(M} + (Kz = f(1). (A.3)
Lxis d in a back d finite diffe scheme of 3rd order as:
& = azi + fTi-1 + Y8i2 + 6Tig + X, (A4)

where i is the term step value of integration and @, f, 7, & and y are the
coefficients to be computed at each time step.

The recurrence process is initiated with the following expressions:

1
= xa(em =2+ ai), (A.5)

%

and
5 1
di= ey (i +3mi = 6ziy + 7i-2), (A.6)
where At is the interval between two consecutive steps. The initial conditions

are (when ¢ = 0):

z = 0,
— (A7)
# = p(r),

nliere p(r) is the force per unit mass. Using the above conditions in equation
(A.3) yields (when i = 0):
1
p(r) = m(z, —0+z),
oz = p(r)Al%,
2y = Yr)AL -y (A8)
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Substituting equation (A.5) in equation (A.4), the next relationship is:

0 = 22,40~ 6z +2.y

z_3 = 6p(r)At? — 8ay.
For i = 1, the recurrence relationship is:

= 1
& = Kl;(?z.- =bz0 +4z_y — z9),

1
ATﬂfG"' —2p(7)A),

I

(6 ~2p(7))
When i = 1, the Houbolt’s constants are:

a= = (), B==6=0.
For i > 1, the recurrence relationships are:

2 1
& = 237(2" — 82i1 + 4%i2 — Ti-3),

; 1
g = (e — 18z + 9210 — 20i1).

Fori = 2, the lationship is:

i

E(Zn ~ b5z + 420 — 24),

ey

Ar
1

= E(zzz ~4ay + p(r)AL%).

(222 + 521 + (p(1)AL + 0y),

+..i = 2, the Houbolt's constants are:
2 —4
a=xEh=gpx=-prhr=8=0.
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(A9)

(A10)

(A1)

(A12)

(A13)

(A14)



. 1
B = 7(21:3—511+<{x|+1u),

= At2(213—5n+4z|) (A.15)

3, the Houbolt’s constants are:

n'ﬁ i,ﬂ—-At,.6=x:0< (A.16)
For i > 4, the lationship is:
#i= E(Z“ - 51y + 4y + ). (A7)

4, the Houbolt’s constants are:

2 =5 4

-
=z =gE = g x =0 (A.18)

Finally, by substituting equation (A.2) into equation (A.1)—while know-
ing the values of the constants a,f,y and x—the cquation of motion of the

system is:
[ [o)M] + [K] ]z = p(7)i = [M][ Baics + iz + 6zica + x . (A.19)

So if the previous time step values are known, the present Lime step response

can be computed.
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A.3 Longuet-Higgins and Cokelet Smooth-
ing Algorithm

In the smoothing algorithm attributable to Longuet-Higgins and Cokelet [77],
a function f(z) is defined at equally spaced points z;, j =1, 2, 3, ..., N,
and it is assumed that alternate points lic in a smooth curve. Thus, f(z)

can be locally approximated by two polynomials:
W(z) = (a0 + @z + ..., +an2") + (=1)(bo + biz + ... + byyz™™). (A.20)

Tere the first polynomial represents a smooth mean curve, while the second
represents a quantity which oscillates with period 2 in j. Therefore, the

smooth curve can be taken to be the first polynomial:
h(z) = (a0 + mz + agz®.... , +ana™). (A.21)

The cocflicients ag, a1, az,. . ., an and b, by, by, . . . , by can be defined uniquely
from the condition: h(z;) = f(z;) at (2n +1) consecutive p:ints (j — n) to
(7 + ), inclusive. When n = 2, the five point formula for a central point

becomes:

b= g fia b A 10 4 4= ), (A2)
where f; = f(z;); f; = f(z;). Forj =1, 2, N~1and N, the (2n +1)
consecutive points at which h(z;) = f(x;) are to be considered are for the
intervals: (7) to (j+2n), (j—1) to (j+2n—-1), (j—2n+1) to (j+1)and (j—
2n) to (j), respectively. After carrying out the necessary algebraic operations,

the resulting formulae are:
3 1 :
Ji = U5 + 1250 = 6fj4a = 4fisa —8fjea), for j=1
5 1 .
Ji = 1gBfia+8i+6fm1 = fisa), for j=2
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1 >
fi = {g(~fia+ 61 +8f543fin), for j=N -1 (A.23)

1
16 (3fima = 4fi-a = 6fjci + +12f51 +11fj), for j=N.

Least Square Smoothing Formulae. The smoothing formulac corre-
sponding to a third-degree least square approximation over five points are
given by:

i = 3e(8fia= 12050 417054126500 ~3fjaa), for 2<5 < N1
B = 25600 = 4fins =6l + Ao = isa)y for j =1
o= @l 20412050 ~ 8t i), for G=2 (A20)
B = g50fia=8fia 126 ~21f; 4 203), for j=N =1

- d.
fi = (—fisa+4fica = 6fic2 +4f5ea +69f5), for j=N.
70
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Appendix B

Sample Calculations

Typical calculations to select member section sizes for the experimental

hydro-elastic model arc included here.

284



B.1 Sample Calculations to Select Member
Section Sizes

The following is a summary of sample calculations for the values depicted in

Table 4.4.

To determine the geometric scale ratio:

Lo _ hum

Ly hup

To compute the wall thickness of the members in group 2:

(%)

]

=dn =

Ln ’(ﬂ)
Ts) \Ea
( 1§ )’ 206.896 kN/mm’)
30 1.83 kN/mm*
0.1253
0.1253d,,
0.1253(12.7 mm)

0.1591 mm(1/16 in).

To calculate the exterior diameter of the members in group 2:

D,

To determine the required density of the material of the model:

Lo
LP

%)(457,2) mm
= 15.25 mm(0.60 in).

= )
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= 7847 x lO"kg/cma(%) (0—112—53)

= 2,087 x 10~ kg/em®.
The density of ABS plastic (psm) is equal to 1.107 x 10~% kg/cm®; so,

Apsin = Pam” = Pam (B.5)
= 2.087x 10~ - 1.107 x 10~°

= 9.8x10™* kg/cm®.

Hence, lumped masses should be added (o the experimental model, based
on the above value, to compensate for the difference between the density of
the ABS plastic (i.e., the material available), and the density required (i.c.,
Pam*) in the following manner:

From computer analyses, the total volume of material required using the

section sizes chosen is:

Volume = 3 (v0lgroup 1 + ¥0lyroup 2 + -+« + V0lgraup 5) (B.6)

L}

>°(663.2356 + 933.9454 -+ 1355.9961 + 1024.1808 + 1388.4747)

= 5365.853 cm®.

Consequently, the total mass required is computed as:

Mass = (Volume X Apom) (B.7)
= 526 kg

As there are 20 nodes below the waterline, the total mass is distributed at

0.26 kg per node (i.c., 5.26/20).
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Appendix C

Calibration Curve and
Instrumentation Settings

Included in this appendix are:

1. Calibration and instrumentation settings for the accelerometers, charge

amplifiers, low pass filters, wave probes, and

2. Calibration curve for the impact hammer.
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C.1 Calibration and Instrumentation Settings

‘The following are the calibration and instrumentation settings for the ac-
cclerometers, charge amplifiers, low-pass filters and wave probes used in the

experiments:

Table C.1 Calibration Settings for Accelerometers

Accelerometers
Al A2 A3 Ad A5
B & K type 4339 4343 4379 4379 8306

Scrial No. 293380 465255 1426469 | 1352502 | 1176627

Sensitivity | 10.42 pC/g | 10.14 pC/g | 315 pC/g | 310 pC/g | 10 pC/g

Charge Amplifiers:
These were adjusted based on the charge sensitivity of each accelerometer.

L.L.F. = 0.3 Hz.

Low Pass Filters:
0 dB gain for all channels (i.c., A1-A5), and

maximum cut-off Frequency = 30 Hz.

Wave Probes:

Norminal Sensitivity = 0.25 Volts/cm.
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Appendix D
Miscellaneous
This appendix includes:
1. Computer generated mode shapes (Members 70 and 68 removed),

2. impact test results for an impact initiated at H6, and

3. MEM damping estimates from the response of the damaged structure.
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D.1 Mode Shape (Members 70 and 68 Re-
moved)
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FIG. D.2 DYNAMIC MODE # 1 (70 & 68 REMOVED).

FIS. D.1 DYNAMIC MODE # 1 CINTACT MODEL).
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F16. D.4 DYNAMIC MODE # 2 (70 & 68 REMOVED).

FIG. D.3 DYNAMIC MODE # 2 CINTACT MODEL).
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D.2 Results for an Impact Initiated at H6
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D.3 MEM Damping Estimates for the Dam-
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Table D.2 MEM Damping Estimates from the Response Measured with Accelerometer A3
(Damaged Structure: Members 70 and 68 Severed).

Modal Damping Ratios at each Resonant Frequency T

White Noise Tests

JONSWAP Tests

Frequency [Hz]

Damping Ratio, ¢

Frequency [Hz]

Damping Ratio, ¢

Mode 1

(1t Flexure, My) 1.1722 0.0151 1.2003 0.0149
Mode 4

(2nd Flexure, M,) 4.0422 0.0216 4.0322 0.0209
Mode 8

(3rd Flexure, M) 13.3369 0.0171 13.3021 0.0378
Mode 10

(4th Flexure, M,) t 0.0410 23.5012 0.0735

t indicates levels too low to be measured.
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Table D.4 MEM Damping E:

from the R

with A

it A4

(Damaged Structure: Members 70 and 68 Severed).

Modal Damping Ratios at each Resonant Frequency

White Noise Tests JONSWAP Tests
Frequency [Hz] | Damping Ratio, { || Frequency [Hz] | Damping Ratio, ¢
Mode 1
(1st Flexure, M,) 1.1690 0.0604 1.1659 0.0736
Mode 4
(2nd Flexure, M,) 4.0355 0.0238 4.0096 0.0173
ode 8
(3rd Flexure, M) 13.3073 0.0518 t i
Mode 10
(4th Flexure, M, ) 25.1122 0.0339 t i

t indicates levels too low to be measured.

1 indicates resonant peak not well defined.
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