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Abstract

In this work, an artificial neural network based algorithm for a three phase power

transformer ion scheme is developed and impl 1 in real time using the

DS-1102 digital signal Distinguishing between the izing inrush and

internal fault currents is always a for power transformer ion. Ex-

isting methods, mostly based on harmonic restraint, are not very reliable for modern
transformer protection. The reason for loss of reliability is that the use of low-loss
amorphous material in modern transformer cores causes reduced second harmonic
content of the magnetizing inrush current. Other methods based on the transformer
equivalent circuit model are susceptible to parameter variations and hence are not
suitable under all operating conditions. The work presented here shows the usefulness

of the artificial neural network which is able to distinguish between the

inrush and the internal fault currents without harmonic decomposition or using the
transformer equivalent circuit model. The inherent advantages of the generalization
and the pattern recognition characteristics make the artificial neural network based
method quite suitable for distinguishing between magnetizing inrush and the internal
fault currents. In this work, a two-layer artificial neural network with sixteen inputs
and one output is designed. The data to train and test the artificial neural network

are experimentally obtained. The artificial neural network is trained with an input



data set and subsequently tested with a different data set. The off-line test results
show that the artificial neural network is quite capable of distinguishing between the
magnetizing inrush and internal fault currents. Finally, the on-line implementation
successfully establishes the efficacy of the ANN based algorithm for power transformer

protection.

iii



Acknowledgments

1 would like to express my deep gratitude and thanks to my supervisor Dr. M.A.

Rahman for his guidance, useful discussions, constant and construc-

tive criticisms of my work throughout the program and also for the financial support
he has provided me during the Jast year of the program through the Canadian Inter-
national Development Agency (CIDA). I would also like to thank the National Scicnce
and Engincering Research Council (NSERC) for the financial support they provided
for the two years of my Ph.D study. I would like to express my appreciations to

the School of Graduate Studies and the Faculty of Engineering and Applied Science.

My thanks to CIDA for ing the Memorial University of Newfoundl. and

Bangladesh Institute of Techuology project which provided me the initial opportunity
of pursuing my studies at Memorial.

I would like to thank Dr. J. Sharp, Associate Dean, Graduate Studies, Faculty of
Enginecring and Applied Science, and also my colleague Mr. Hoque for their useful
suggestions, encouragements and moral support throughout my Ph.D program.

1 would also like to acknowledge the members of my Ph.D supervisory committee,
Dr. M.K. Lewis, Dr. B. Jeyasurya and Dr. S.A. Saoudy, for their useful comments
and suggestions.

Special thanks go to my husband for his continuous moral support and help.

Finally, [ would like to dedicate this thesis to my parents.



Contents

-

9

Absuract
Acknowledgement
Contents

List of Figures

List of Tables

Introduction

Tl GBIERAl we v« v wmnin o 5 6w e o e % 8 s 4 x e v

1.2 Literature Survey on Diffc ial Relaying Techni for Transfc
Protection . . .. . ottt e

1.2.1  Electromechanical and Static Relays . .. ...........

122 Digital Relays ..« 5 s v s 8 5 6 ¢ o o 8 3 8 5 dlodls
123 "Receit TORAE o o & & swavem 5 & & v wemwss & 3 @ ¥ ¢ oo
1.3 Problem Identification and Purpose of the Work . . . . ... .....

Basic Principle of Power Transformer Protection

2.1 Magnetizing Inrush and Other Considerations .+ . . . . ... .. ...

iii

10
18
24

27
28



2.1 Magpetizing inrush in a single phase transformer

202 Inrush in three phase transformer . . . ... . . . .

213 Over-excitation .. .......u0vuvuuonn
2.1.4  Current transformer saturation . ... ......
2.2 Basic Protection Scheme . . . ... ... ... .. G

23 Digital Algorithms for Transformer Protection . . . .. .

2.3.1 Discrete Fourier Transform . . . . . ... .. .
2.3.2  Application of DFT in fc tection . . .
2.3.3  On-line impl ion of the DFT algorithm . .

Artificial Neural Network

]

#1 Introduction 5 & ieimin 5 4 5 0 e ldB 03 8 § Yo

3.2 General multi-layer feed-forward neural network structure .

3.21 Neuronmodel . .. ...... 6§ W e
3.2.2  Activation function . . ... ...... ..., .

3.3 Back-propagation Algorithm . . .. ... .........
$.3.1  Network training . ... . N S ——
3.3.2

3.33  Cost function minimization ... .........

334  Output-layer weight and bias updating

Calculation of input/output to hidden and output lager . . . .

3.3.5 Hidden layer weight and bias updating . . . .. ........
3.3.6 Summary of thealgorithm . . ... ............ —
34 Proposed ANN Design . . .......... B .

4 Training and Off-line Testing of the ANN

4.1 Experimental Setup for Acquiring Inrush and Fault Data

vi



o

®

4.2 Data Processing and the ANN Training . .
4.3 Off-line Test Results . .. ... .

4.4 A Comparison Between DFT and ANN . . . . .............

4.4.1 Distortion in the inrush current . . . . ... ....... ...

4.4.2  Distortion in fault current waveform . ... ..

4.4.3 Distortion in over-excitation current . . . .. .. ... ... ..

Experimental Results

5.1 Introduction . . .. .....

5.2 A Typical Digital Relaying Block Diagram

53 Real-time Implementation . . . ... ........

5.4 On-line Test Results for One Phase . . ... oo vovvnnon ..
5.5 On-line Test Results for Three Phases . . ..« .o oot ...
5.5.1 Magnetizing Inrush . . . ... . ... . .

552 Internalfaults . ... ............. .

5.5.3  Steady state over-excitation . . ........... ... ..

Summary and Conclusions
6.1 Summary . ..... GRS R Y E E e § E D NEEE 4% 5 s B
6.2 Contributions

6.3 Conclusions . .

6.4 Suggestion for the Future Work . . . . .. e e .

Bibliography

Appendices

vii

136
136
139
140
141

143

154



>

‘Triac switch and control circuit

Weights and Biases for the ANN
B.1 Hidden layer weights and biases . . . . . ... ...ttt

B.2 Output layer weights and biases . . . . .................

On-line test results

viii



List of Figures

2.

22
2.3
24
2.5

26

2.7

2.8

29

Classification of papers on applications of ANNs to power systems.

Voltage, exciting current and flux waveshapes; (a) supply voltage and
exciting current; flux waveshapes (b) no residual magnetism, (c) with
residual magnetism, (d) nonlinear relationship between exciting cur-
renband Bk ¢ ¢ v v 6 8 ¢ SENG B R 5 SNGIT R Y L SRR A 8
A computer simulated magnetizing inrush waveform . . . ... .. ..
Three limb transformer . . . .. . ... ... e

Mutual interaction between phases in a wye-delta transformer. . . . .

cT ions for a delta-wye bank; (a) Y-Y - causing a
differential current of I, (b) Y-A - no differential current. .. .. ..
A percentage differentialrelay . . .. ... ..o
A typical harmonic restrained percentage differential relay . . .. ..
Frequency responses of the filters : (a) fundamental, (b) second har-

monic, (c) fifth Barmonic. . . . v ..t v e

inrush : (a) differential current, (b) ratio of second har-

monic to fundamental. .

2.10 Internal fault : (a) differential current, (b) ratio of second harmonic to

Tundameibali = o o s v 5 s v wae S 8 6 e 4w SRR 4

23

43



2.11

2.12

2.

a

24
=

2

=

3.1
3.2
33

34
3.5

-

4.2

Over-excitation : (a) differential current, (b) ratio of second harmonic
to fundamental, (c) ratio of fifth harmonic to fundamental. . . . . . .
Response of DFT to inrushes: (a) phase to phase fault occurred be-
fore inrush without load. (b) between tap fault occurred after inrush
wikhont load.: <6 o sovaemes v 5 susEss ¥ saREEE S § € el
Response of DFT to primary side faults: (a) phase to phase fault
occurred before inrush without load, (b) phase to phase fault occurred
afterinrush withload. .. ....vouiviiiiniiieanans
Response of DFT to secondary side faults: (a) phase to ground fault
occurred before inrush without load, (b) phase to phase fault occurred
after inrushiwith doad. oo oo suimanne o v umiien o o v e
Response of DFT to secondary side faults: (a) phase to phase fault
occurred before inrush without load, (b) between tap fault occurred
before inrush withload. . .:iciivincviivininaiaan

Different activation functions; (a) threshold, (b) piecewise linear, (c)
log-sigmoid, (d) tan-sigmoid . . ... ......... ...,
The ANN Inputs and Qutput . .. .. ............0u..n
The proposed ANN for the i fon ¢ oae

Experimental setup for simulating various fault and inrush cases . . .

Block diagram for processing data prior to ANN Training . . . . . . .



4.3

4.

IS

4.5

4.6

4.7

4.8

4.

©

4.10

ANN responses to primary side phase to phase faults faults: (a) af-
ter inrush without load, (b) after inrush with load, (c) before inrush
without load; (d) before inrush with load. . ... ...........
ANN responses to secondary side phase to phase faults ; (a) after inrush
without load, (b) after inrush with load, (c) before inrush without load:
(d) before inrush withload. .. .....................
ANN responses to secondary side line to ground faults ; (a) after inrush
without load, (b) after inrush with load, (c) before inrush without load;
(d) before inrush withload. . . . ....... ... ... ... ..
ANN responses to secondary side between tap faults ; (a) after inrush
without load, (b) after inrush with load, (c) before inrush without load;
(d) before inrush withload. . . .....................
ANN responses to different inrush and over-excitation conditions : (a)
inrush without load, (b) inrush with load, (c) over-excitation without
load, (d) over-excitation with load. . ... ...............
Second harmonic content reduced by 35% in the original inrush cur-
rent (a) Response of ANN, (b) Response of DFT, (c) Ratio of second
harmonic to fundamental and ratio of fifth harmonic to fundamental.
DC offset by -0.4 p.u. in original inrush current, (a) Response of ANN,
(b) Response of DFT, (c) Ratio of second harmonic to fundamental
and ratio of fifth harmonic to fundamental. . . ... . .........
Second harmonic increased to double in fault current (a) Response of
ANN, (b) Response of DFT, (c) Ratio of second harmonic to funda-

mental and ratio of fifth harmonic to fundamental.

xi

80

81

84

90

91



411 Fifth harmonic reduced by half in original over-excitation current (a)

Response of ANN, (b) Response of DFT, (c) Second harmonic to fun-

damental ratio and fifth harmonic to fundamental ratio. ....... 92
5.1 Functional block diagram of the relaying scheme . . . . . .. ..... 95
52 Block diagram for the on-line implementation . . ... .. ...... 97
5.3 Experimental SEtUp . . o o v v v i it i e e 98

54 Flow chart of the software using the DSP for the ANN based trans-
former Protection . . ... .t e e e e 100

5.5 Experimental setup with switches . .. .. ............... 102

5.6 ANN responses to different faults (one phase implementatio:
side - (a) phase to phase fault with load before inrush, (b) phase to
phase fault without load after inrush; secondary side - (c) phase to

ground fault without load before inrush, (d) phase to phase fault with

T 105
57 ANN (ome phase impl ion) to different inrushes: (a)

without load, (b) with load. .. « ..\ v s 106
58 ANN (one phase impl jon) to primary side phase B

to phase C fault - () control voltage and differential current in phase

A, (b) differential currents in phase B and phase C. .. ... ..... 107
5.9 ANN respouse to an intush with positive peak in phase A without load:

(a) control voltage and differential current in phase A, (b) differential

currents in phase B and phase C. . ... . ... .. .eiiu.L. .. 110
5.

>

ANN response to an inrush with a positive peak in phase B with load:
(a) control voltage and differential current in phase A, (b) differential

currents in phase Band phase C. . ... ................ 111

xii



5.11

5.

X}

o
3

5.14

5.15

5.16

517

5.18

ANN response to an inrush with a negative peak in phases A with-
out load: (a) control voltage and differential current in phase A, (b)
differential currents in phase Band phase C. . . .. . .........
ANN response to a negative inrush in phases A with load: (a) control
voltage and differential current in phase A, (b) differential currents in
phase Band phase C.. . v oo oottt
ANN responses to a primary side phase A to phase B fault without load
and occurred after inrush: (a) control voltage and differential current
in phase A, (b) differential currents in phase B and phase C. . .. ..
ANN responses to a primary side phase A to phase B fault with load
and occurred after inrush: (a) control voltage and differential current
in phase A, (b) differential currents in phase B and phase C. . . . . .
ANN responses to a primary side phase A t» phase B fault without
load and occurred before inrush: (a) control voltage and differential
current in phase A, (b) differential currents in phase B and phase C. .
ANN responses to a primary side phase A to phase B fault with load
and occurred before inrush: (2) control voltage and differential current
in phase A, (b) differential currents in phase B and phase C. . . . . .
ANN responses to a secondary side phase A to ground fault without
load and occurred after inrush: (a) control voltage and differential
current in phase A, (b) differential currents in phase B and phase C. .
ANN responses to a secondary side phase A to ground fault with load
and occurred after inrush: (a) control voltage and differential current

in phase A, (b) differential currents in phase B and phase C. . . . . .

xiii

12



5.19

5.20

5.21

522

5.

&2
&S

5.24

5.25

5.26

ANN responses to a secondary side phase A to ground fault without
load and occurred before inrush: (a) control voltage and differential
current in phase A, (b) differential currents in phase B and phase C. .
ANN responses to a secondary side phase A to ground fault with load
and occurred before inrush: (a) control voltage and differential current
in phase A, (b) differential currents in phase B and phase C. . . . . .
ANN responses to a secondary side phase A to phase B fault without
load and occurred after inrush: (a) control voltage and differential
current in phase A, (b) differential currents in phase B and phase C. .
ANN responses to a secondary side phase A to phase B fault with load
and occurred after inrush: (a) control voltage and differential current
in phase A, (b) differential currents in phase B and phase C. . . . . .
ANN responses to a secondary side phase A to phase B fault without
Joad and occurred before inrush: (a) control voltage and differential
current in phase A, (b) differential currents in phase B and phase C. .
ANN responses to a secondary side phase A to phase B fault with load
and occurred before inrush: (a) control voltage and differential current
in phase A, (b) differential currents in phase B and phase C. . . . . .
ANN responses to a secondary side between tap fault in phase A with-
out load and occurred after inrush: (a) control voltage and differential
current in phase A, (b) differential currents in phase B and phase C. .
ANN responses to a secondary side between tap fault in phase A with
load and occurred after inrush: (a) control voltage and differential

current in phase A, (b) differential currents in phase B and phase C. .

129

131



5.

5.

A.

C.

C.:

C.

C.

C.

C.

1)
5

29

o

3

-

&

ES

3

ANN responses to a secondary side between tap fault in phase A with-
out load and occurred before inrush: (a) control voltage and differential
current in phase A, (b) differential currents in phase B and phase C. .
ANN responses to a secondary side between tap fault in phase A with

load and occurred before inrush: (a) control voltage and differential

current in phase A, (b) differential currents in phase B and phase C. .
ANN to steady-stat itation: (a) without load, (b)
WIRBABREE: susgs s 3 ¥ s @ 5 4 SO06 B 5 ¥ SRR B 3 B B

(a) Equivalent circuit of the triac switch, (b) control circuit to operate

PHEEACHWIEE v o o viwne @ w o v e v won wine @ e sueee

Primary side phase B to phase C fault, occurred before inrush - (a),(b)
without load; (c).(d) with load. + . ... i u s
Primary side phase B to phase C fault, occurred after inrush - (a),(b)
without load; (c),(d) with load. « .« « .« v ittt e
Primary side phase C to phase A fault, occurred before inrush - (a),(b)
without load; (c),(d) with load. . . ..ottt
Primary side phase C to phase A fault, occurred after inrush - (a),(b)
without load; (¢),(d) with load. .. ... ................
Secondary side phase B to ground fault, occurred before inrush - (a),(b)
without load; (c),(d) with Joad. . . ... ................
Secondary side phase B to ground fault, occurred after inrush - (a),(b)
without load; (¢),(d) with load. . . ... . ... e s et
Secondary side phase C to ground fault, occurred before inrush -

(a),(b) without load; (c),(d) with load. . . . . ... s ettt

XV

134

155

160



C.8 Secondary side phase C to ground fault, occurred after inrush - (a),(b)
without load; (c),(d) with load. . . .. o\t 167

C.9 Secondary side phase B to phase C fault, occurred before inrush —

(a),(b) without load; (c),(d) with load. .. ............... 168
C.10 Secondary side phase B to phase C fault, occurred after inrush - (a),(b)
without load; (c),(d) with load. . . ................... 169
C.11 Secondary side phase C to phase A fault, occurred before inrush —
(a),(b) without load; (c),(d) with load. . . .. ... .......... 170
C.12 Secondary side phase C to phase A fault, occurred after inrush - (a),(b)
without load; (c),(d) with load. . ... ................. 171
C.13 Secondary side between tap fault in phase B, occurred before inrush —
(a),(b) without load; (c),(d) withload. . . ............... 172
C.14 Secondary side between tap fault in phase B, occurred after inrush —
(a),(b) without load; (c),(d) with lead. .. ............... 173
C.15 Secondary side between tap fault in phase C, occurred before inrush —
(a),(b) without load; (c),(d) with load. .. ............... 174
C.16 Secondary side between tap fault in phase C, occurred after inrush —
(a),(b) without load; (c),(d) withload. .. . .............. 175



List of Tables

1.1 C i 1 i for

4.1 List of fault and energization studies

5.1 Switching for different intush and fault conditions . . . . ... . ...

algorithms. .



Chapter 1

Introduction

1.1 General

Protective relaying is an important consideration in power systems because, even-

though careful design, mai and operation can minimize the occurrence of

short circuits and any other undesirable events, these abnormalities can not be elim-
inated completely. The main task of a relay is to take prompt action against any
abnormal or undesirable situation by eliminating the faulty element from the system
while maintaining in service as much of the remaining unfaulted system as possible.

Removing the faulty element is performed by circuit breakers which are operated by

{1-d

the relaging device. A d and efficient pr ive system requires five main
design criteria - reliability, specd, selectivity, economics and simplicity [1]. The first
of the criteria, reliability, consists of two elements namely dependability and security.
The dependability ensures the correct, operation in response to any disturbance due
to system fault, while security provides the ability to avoid mal-operation from all
extrancous causes of system disturbance. It is worth mentioning that the security is

as important as the dependability, because trip ping of circuit breakers not associated



with the trouble area can sometimes be as disastrous as a failure to trip. Unfortu-
nately, these two aspects tend to counter one another, hence a compromise between
the two is required. The speed of the operation of the protective relaying is another
important factor, which ensures minimum equipment damage. A high speed relay is
considered to be the one which operates in less than a time of three cycles. Selectivity

ensures minimum equipment removal from the service . This is required because of

the interrelated structure of the circuit breakers and relaying devices. Economi

always, is considered an important issue in order to provide maximum protection at

cost. Design simplicity makes the i and mai casy.

The relaying technology used in modern power systems can be categorized as i)
electromechanical relay, ii) solid state or static relay and iii) computerized (micro-

processor) relay. The I relay was introduced in the 1900s and is still

widely used by utilities for protection of power system apparatus. The main four
types of widely used electromechanical relays are : magnetic attraction, magnetic
induction, D'Arsonval and thermal. The development of solid state semiconductor
devices made possible the introduction of static relays in late 1950s. There are inher-
ent advantages of static relays over the conventional electromechanical relays, such
as lower maintenance, less burden to current transformer, improvement in sensitivily,
speed and reliability, compactness in size, etc. Because of these advantages many
electromechanical relays are replaced by the static relays. Microprocessor hasexd com-
puter relays were introduced during the 1980s. The rapid development of digital
technology has made it possible to have modern digital relays. Digital relays process
the data by performing arithmetic operations. The basic operation of a digital relay
involves sampling the analog waveform, digitizing the sampled data and storing it for

future manipulation depending on the particular algorithm. Some of the advantuges



3
of this type of relay over the conventional relays are the following.

Flexibility - This is considered to be the most attractive feature of digital tech-

nology. Since the relay is designed using programmable digital processors, it
is possible to make necessary changes through software which can meet any
desired openting characteristics. Very often these are not practically realizable

through hardware.

g ability improves its reliability to a great

-

Reliability - The enhanced self-che<!

extent.

Improved relay performance - By changing the relay operating characteristics,
it, is possible to improve the relay performance in terms of speed, sensitivity
and selectivity. It is much casier to make chunges in digital relays than in

conventional relays in order to meet in-situ complex applications.

o Size - Due to the introduction and advancement of integrated circuits, it is
possible to make compact relaying devices. Moreover, several relaying functions

can be integrated in a single wit.

Less burden to the current transformers.

The three phase transformer is one of the most essential elements in a power sys-
tem, hence the protection of a three phase transformer is of critical importance. The
protection of a three phase transformer is a challenging problem, because a designer

has to consider various factors which include izing inrush, over

.

tap changing, current internal, ground and external faults.

Disti between the izing inrush current and the internal fault current,

is one of the most diflicult tasks in this protection scheme, because sometimes high



'magnetizing inrush current might lead to mal-operation of the relay [1]. In general,

the differential protection method is quite popular and is widely used for detecting

internal faults of a three phase The differential relay involves ing
the primary and secondary currents to a common base and comparing them. When
there is an internal fault in the transformer the current rises up to about 10 times the
current under normal operating conditions [2]. This current can be used to operate
the relay which will protect the transformer from damage due to any internal fanlt.
There are many existing protective relaying techniques for power transformer pro-
tection. Research in this area is on going with the objective of achieving faster,
more accurate, more reliable and less expensive relays. Magnetizing inrush is always

taken into i in igning

a

protective relay. The following
section provides a briel overview of the existing differential relaying Lechniques for

transformer protection.

1.2 Literature Survey on Differential Relaying Tech-

niques for Transformer Protection

As mentioned earlier, one of the most important considerations in relay design for

transformer protection is to take into account the effect of magneti;

g inrush. The

fore, designing a relay for f

requires a good insight of the charac-

teristics of the magnetizing inrush. For the study of digital protection of transformers,
the simulation of the magnetizing inrush is an essential requircment. Since the 1940s
much research has been carried out in order to derive a mathematical expression for
magnetizing inrush current. Specht (3] developed formulae and curves for calenlating

approximately the magnetizing inrush for the single phase transformer. Blume, cf al,



o

[4) studied the inrush phenomenon and its effects on system operation. The mech-
anism by which the inrush is produced, the significance of the inrush current from
standpoint of system operation and the methods for reducing inrush or mitigating
its effects have been covered iu the literature. The theory of magnetizing inrush is
also studied by Finzi and Mutschler [5] with a view to developing a comparatively
simple formula that expresses the first and subsequent peaks of inrush current in
terms of line voltage and other system parameters. However, the magnetizing inrush
is even more complex for a three phase transformer because of the mutual interac-
tion of the fluxes between the phases. Sonnemann, e al. [6] provided a detailed
analysis of inrush phenomenon in a three phase transformer bank. Nevertheless, it
should be mentioned here that they did not consider the effect of mutual coupling.
In the 1980s when the digital technology became very popular due to its inherent

advantageous features, the digital relaying began to replace the conventional relaying

hniques. The pre-requisite for designing a good digital protection scheme for the

is an accurate si model for the magnetizing inrush. Realizing

the importance of a good model for si; various inrush conditi Rahman

and Gangopadhyay [2] were the first to carry out work on digital simulation of the

inrush of polyph A lized but detailed analysis

both sequence i and mutual coupling has been performed [2].
Two methods for simulating the magnetizing inrush in a three phase transformer

using numeric techni have been developed. The simulation waveforms were com-

pared with experimentally obtained inrush waveforms which showed a close match

between simulated and

There are many factors which need to be considered in order to design a good

model of a three phase fc These include ity between the flux and




the current, hysteresis and eddy currents, skin and proximity effects, transient elfects

at high fi ies, accuracy in ing or ing the leakage and mutual
g

inductances, and capacitances between turns and from turn to ground. Much work
[7}19] has been carried out in this direction but none of it considers all of these factors
together. Thisis why the research in this area is still ongoing. Among the recent works
[10]-{13], the model developed by Leon and Semlyen [13] is worth mentioning. They
have paid special attention to the transient effects for a wide range of frequencies in
the transformer model which is although important, is not usually considered. Also,
considered in the model are the capacitances between the turns and from turns to
ground, eddy current losses in the laminations, and the nonlinearity between the flux
and current. Simulations have been performed using the model over a wide range of

i ies and the si results are

p d with test results. A somewhat
close agreement between the simulation and test results has been obtained. However,
as has been pointed out in reference [13], the model does not include the hysteresis.
The absence of hysteresis in the modeling makes the simulation less accurate. By
performing harmonic analysis on various inrush waveshapes it has been seen that there
is sufficient second harmonic compenent to restrain the relay operation during inrush.
The internal fault current, on the other hand, contains a much higher fundamental
component than the second harmonic. Normally, the ratio of the second harmouic

fund 1d

to whether the current is an inrush or internal

fau!t. However, sometimes the inrush becomes so se that the second harmonic Lo

cre
fundamental ratio falls below the typical threshold value of about 15% and causes mal-
operation of the relay during inrush. Despite Lhese limitations, harmonic restraint
is still the most commonly used method for the differential protection of a power

transformer.



There exist many for di ial ion of power

1

Due to many advantageous features of digital i most of the
electromechanical and static relays are being replaced by digital relays. However. the

principle of most of the existing digital relays are based on the conventional harmonic

restraint di relays. The ional methods of diffe ial i

protection are based on mainly two techniques : i) implementation of delay in the
relaying device and ii) restraining or blocking the relay depending upon the harmonic
components of the differential currents [1]. The first method is not attractive because
of possible danger due to time delay and hence has become obsolete. However, the

second method is widely used for transformer protection.

1.2.1 Electromechanical and Static Relays

The simplest form of di i T is known as the

relay for the

unbiased differential relay [1]. In this type of relay, the differential current is assumed

to be zero under normal and no ining coil is used in the

relay. Under fault condition, the differential current becomes high and operates the

relay. This differential ion scheme is unreliable because there is no way to pre-
vent the relay ion if there is any unbal. d current caused by the difference
in the current f (CT) <k istics and/or CT jon. In order to

climinate this problem a modified diff scheme is d which

is ly referred to as ial relay. The basic principle is same

as that of the unbiased relay, except in this scheme, two restraining coils are used

in addition to the ing coil. In ional lifferential relay the
through-currents produce the restraint proportional to the amount of current flow-

ing, and the internal fault currents produce differential currents which flow through



the operating coil of the relay. However, these relays are susceptible to false tripping.
Numerous methods have been developed to avoid false tripping during magnetizing
inrush. As mentioned earlier, there are several relays which use delays in the relay-
ing circuit to avoid false tripping. The delays are produced by means of slow-specd
induction-disk type relays with high current and long time settings. Another method
uses temporary desensitizing for a fixed time interval where the desensitizing is be-
ing controlled by voltage relays operated by the transformer voltages. Before the
introduction of coordinated high speed relays, induction-disk relays with time set-
ting long enough to outlast the inrush was sufficient. Contemporary mathodology
has made it mandatory to use high speed differential relay for transformes protection
in order to maintain system stability. Due to the large amount of exciting enrrent.

flowing through the during the switching, a normal bias relay

is not sufficient enough to ensure correct operation of the relay under all possible
circumstances. The conventional way of dealing with this problem is to use harmonic
restraint relay [1]. In general, the magnetizing inrush current contains considerably
higher second and fifth harmonic components than those present in the internal fault

current. In 1938, harmonic restraint relay was introduced [1]. This method exploits

the | ic cl istics of the izing inrush current. T its simplest form,
the harmonic restraint relay has two filters — one to extract the fundamental com-
ponent of the current which passes through the operating coil of the relay and the
other to extract the second harmonic component of the current which is used for the
restraining coil. The analog implementation of this relay is carried ot using the L-¢
tuned circuit given in the Westinghouse reference book [1].

Kennedy and Hayword [14] studied the spectral characteristics of the internal faull

and magnetizing inrush currents in order to develop a harmonic restraint relay for



transformer protection. According to them it is better to use all harmonic components

as restraint rather than using the second harmonic only. The relay designed using the

second harmonic restraint only is suitable for typical magnetizing inrush, but it may
not he snitable for the currents coming from the saturated power transformers and
current. transformers (CTs). On the other hand, the relay desigued using the third
harmonic may be able to avoid tripping due to the CT saturation current, but may
not be able to distinguish between inrush and true internal fault currents. A practical
relay with harmonic restraint is intended primarily for bus differential service [14).
Based on the same principle, Hlayward [15] designed a new type of relay which was
able to distinguish between the internal fault current and the magnetizing inrush
current. by their difference in waveform, operating with high speed on internal fault
and restraining from operation by magnetizing inrush current. The Westinghouse
type HDD relay with harmonic restraint [1] has been widely accepted as a high
speed sensitive transformer differential relay which operates entirely from current

transformer and requires no auxiliary desensitizing means and potential transformers.

In the Westingl 1IDD type p relay with harmonic restraint,
the restraint is achieved by two tuned circuits. During heavy internal fault due

to current fc turation, | ics are 1 and the restraint signal

might be sufficient enough to block the operation of the relay. To ensure tripping
under such conditions an instantaneous over-current relay unit without any restraint

is provided whose pick-up time is set al a value above the maximum inrush current.

The CT ion s still a major I of the Westinghouse HDD type relay

in certain applications. Au improved version of the Westinghouse HDD type relay
Kown as BDD relay was designed [16] which was smaller in size and less burdensome

to the current transformer.,
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In 1958, Sharp and Glassburn {17] presented a high-speed harmonic restraint

differential relay for two winding and three winding transformers which successfully

discriminates between true internal fault currents and false differential curren

rising
from external faults and/or an inrush. The relay consisted of a differential it

v

and a b i int unit. Rati t h it 1o

taps were provided on

compensate for the main current-transformer ratio mismatch. The design used the
second harmonic only for restraint, as it is assumed that this component will he always
present during inrush, and is much less predominant for internal faults. According to
Sharp and Glassburn [17], the tuned circuit designed for the restraint unit not only
provides proper response of the unit to fault and inrush, but also provides a very
good response during under-frequency conditions.

In 1975, Einvall and Linders [18] developed a three phase differential relay with

harmonic restraint for multiple winding transformers. The design of this relay in-

cluded simplification of the frequency selective circuits and a new algorithm for quick

d ination of the L i of the applied current. This relay was

found to be quite sensitive, the response time to any internal fault was less than two
cycles and in the case of severe fault, it was less than one cycle.
1.2.2 Digital Relays

Rockfeller [19] is the first researcher who introduced a detailed scheme of fault pro-

tection using a digital computer. The problems associated with the use of a digital

puter in a sub-station have been addressed in the literature (19]. In 1971, Mann

and Morrison [20, 21] published their work on transmission line protection wsing
computer techniques. Based on their work, the first digital computer relay for trans-

mission line protection was designed as a joint project of pacific Gas and Electric Co.
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and the Westinghouse Electric Co.. A feasiility study for both the primary and the
backup protection using a digital computer was discussed by Cheetham [22, 23].

Due to the rapid ad of digital technology and the inherent

advantages of digital methods, analog relays are being replaced by the digital relays
and the digital protection of power system apparatus has become an active area

of rescarch. Over the last 25 years, a number of digital relaying algorithms have

been proposed [24]. The output of an ithm is d ined by the ication in
which it is used. For example, if a digital algorithm is used in a distance relay for

line ion, the algorithm d ines the i ! of the line from
the location of the relay. In the case of diffe ial relay for f

the same principle of digital algorithms can be used to distinguish between the iurush

ithms for f are the

and internal fault currents, The digital al
focus of this research. These are briefly discussed below.

Most of the existing digital relays for transformer protection are based on har-
monic restraint principle. The harmonic analysis is done by digital processing of the
current samples. The main design objective is to find a fast and accurate algorithm

to calculate mainly the fund 1, second b ic and i fifth harmonic

components from the current samples.

Sykes and Morrison [25] attempted to extract fundamental and second harmonic
components of the current by using two recursive filters. The difference between
the magnetizing inrush and internal fault is based on the fundamental and second
harmonic component derived from the differential current through the filters. For any
current greater than the restraining current, the trip signal was sent indicating an
internal fault had occurred. The scheme is implemented off-line on simulated inrush

and fault data. ‘The computer used was an IBM 360/50 and the program used was



FORTRAN IV. The algorithm is very simple, but the response time is quite slow,
because the algorithm was developed for a single phase transformer which may not
work properly for a three phase transformer. Simplicity is the main feature of this
scheme with the drawback of slow response time.

The cross-correlation algorithm proposed by Malik, ‘cl al. [26) is very similar to the
concept of Discrete Fourier Transform (DFT). The algorithm involves the calculation
of odd and even functions of any harmonic component from the current samples. In
order to speed up the arithmetic computation the sine and cosine functions can he
replaced by odd and even square waves, but it will not be quite so accurate. The ratio

of second harmonic to fund I component is compared Lo a specified threshold

value. If the ratio is greater than the threshold value, an inrush is declared, otherwise
an internal fault is declared. The cross-correlation algorithm was tested using off-line
simulation on a CDC 6400 computer. The response time was found to he within 1/2
to 3/4 cycle of a 60 Hz waveform using sine and cosine functions and about 3/4 to
15/16 cycle for odd and even functions. The algorithm was not tested in real time.
The finite impulse response (FIR) algorithm proposed by Schweitzer [27] does not
require any multiplication and division. Finite impulse response filters are used with
coefficients either +1 or -1 at any instant during one cycle time period. The algorithm
involves determination of four Fourier sine and cosine coefficients for the fundamental

and the second harmonic components using the sampled current data. Then the

I and second | i are The algorithm was

tested off-line using FORTRAN-IV program on simulated inrush and fault data. It
is worth mentioning that although it has been tested for 8 samples per cycle, this
algorithm can be extended for higher than 8 samples. However, the algorithm works

better for a small sampling rate. The response time is about one cycle of 60 Hz. The



over-excitation case cau not be detected using this algorithm.
The FIR algorithm was implemented by Larson, et al. [28] on a Motorola MC'
6800 mi for jon of a 500 VA trausf The fault detection time

is found to be between 1.25 cycles to 1.5 cycles based on a 60 Hz signal.
Ramamoorty [29] was the first who introduced the Fourier transform approach to
extract different harmonic components of current or voltage from one cycle of fault

transient samples. Subsequently Thorp and Phadke [30] presented discrete Fourier

form (DFT) algorithm for digital p ion of power transformer. Their algo-
rithm [30] was tested on data obtained from a model transformer using a sampling
rate of 12 samples per cycle. The response time in the case of an internal fault is
about one cycle.
Using the rectangular transform technique, a fast and accurate aigorithm has
been developed by Rahman and Dash [31]. The algorithm involves computation of
Fourier sine and cosine coefficients for any signal. The response of this algorithm is

bly fast because the calculation of these ients involves only addition and

subtraction. The algorithm was tested on a PDP-11/60 computer using simulated
transformer data. The protection scheme was also implemented on-line using an Intel
8085 micro-processor and tested using data obtained from a 3-phase, 400V, 60Hz
laboratory transformer using a sampling rate of 12 samples per cycle.

Walsh function was used by Horton [32] and Jeyasurya and Rabman [33] for

lculating fund | and second b i from the sampled current.

The Walsh function can be considered as a squared up version of sine and cosine
functions [34]. They can take only +1 and -1. The sign changes at the instant
n, il n is a power of 1/2. Therefore it is much easier and less time consuming to

calculate the Walsh coefficients than to calculate Fourier coefficients directly. Since
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the relationship between the Fourier and Walsh function coefficients

is known [34], the
Fourier coefficients can be calculated, once the Walsh coefficients are obtained. This
algorithm was tested with digitally simulated inrush and short-circuit fault current
data. An Intel 8038 microprocessor was used for the digital data pracessing with «
sampling frequency of 960 Hz i.e. 16 samples per cycle [33]. The response time found
is about 9-14ms which is less than one full cydle.

The Harr function was used by Fakruddin, et al. [35] for extracting frequency
component from power system relaying signal. The sine and cosine components of

any b i can be d from Haar-Fourier relations. By using

the combined second and fifth harmonic magnitudes of the differential current and

comparing it with the fundamental, a trip signal is provided. However, this algorithm

is quite in terms of jon. Hence, the time required is nsually
longer compared to other algorithms.
A digital relaying algorithm based on a five-state Kalman filter has been dovel-

oped by Murty and Smolinski [36]. The inrush and fault conditions are distinguished

by the fund: I and second 1 i of the differential current. The

relay was implemented on a TMS320 digital signal processor and tested on-line for a

three phase [36]. The relay of ing time for an internal fault with the
first current sample is about one half cycle, whereas the operating time for a fault at
the 12th or 13th current sample is about one cycle. One limitation of this algorithm
is that it has no provision for higher order harmonics. Consequently, it might canse
an error in the estimation due to the omission of higher harmonics. Later, Murty
and Smolinski [37) extended their previous work by increasing the Kalman filter from
five to eleven states to accommodate the fifth harmonic component. In their work

[37], they used the percentage differential characteristic and over-excitation restraint
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of the relay. The relay operation time is about one cycle if the fault occurs at the
first current sample and much longer for a fault occurring at the 13th or 14th current
sample. Moreover, they used a threshold of 25% which is quite high for modern trans-
formers with amorphous core material. A lower threshold will definitely increase the
operating time. Also, the Kalman filter coefficients are calculated based on a model

and thus the are subject to variation due to the operating

ditions of the different Therefore, for a different transformer the al-

gorithm may not work properly unless the coefficients are recalculated. Considering
all the above features this particular algorithm was found to be unsuitable for on-line
implementation [37].

In 1981, Degens [38] used the least squares curve-fitting technique to find the ratio

of the second I i to the fund: I of the diffe ial current for

restraining an inrush. It is assumed that the time constant of the dc component is
unknown and the inrush current does not contain more than five harmonic compo-

nents. The algorithm was used with a threshold of 12.5% i.e. if the ratio of second

I it to fund | is smaller thar the threshold, a trip signal is
issued. The response time found for an internal fault is about two cycles. Later on,
Degens [39] extended his work and implemented a digital filter using a microprocessor
with a faster tripping option in the protection scheme. For a severe fault, the time
taken was about 5 to 10 ms, whereas for other faults such as winding fanlts, the

tripping time was around 33 ms.

1 a weighted least-sq i for

Rahman et al. also
protection of the transformer which is quite similar to Degens [38, 39] except that
they used the root mean square error (RMSE) criterion technique to select the proper

harmonic orders, data window, weighing matrix and sampling rate. The power trans-
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former fault or inrush model is dependent on the type of transformer and the operating
conditions. The lowest RMSE gives the correct model of the fitted data. The weight-
ing matrix of this algorithm requires the fault and inrush data for a number of case
studies in order to obtain the best weight factor. The computation burden is very

heavy and hence is for on-line impl ion,

Sachdev and Nagpal [41] also developed a least square technique for differential
protection of power transformers. The hardware and software aspects of this relay

have been well described in their paper [41]. The relay w:

¢ tosted in a lahoratory

using a 15 kVA, 2540/480 V, delta-wye transformer. The trip command was issued
in approximately one and half cycles for most internal faults. However it took longer
when the transformer was switched on with a low level internal fault:

Dash and Ralman [42] used the spectral observer technique for digital protection
of a 3-plase power transformer. The recursive discrete time filter interpolates signal
samples and generates Fourier coefficients either by using spectral observation or

functional expansion. The algorithm provides high speed operation during internal

fault as well as sufficient restraint for inrush conditions. On-line t

s for a 3-plise,
50 Hz, 415 V, 4 kVA laboratory transformer using LSI-11/23 microcomputer was
performed. The results are quite satisfactory and the fault detection Lime was within
3/4 of a cycle.

Among the recent works, the algorithm developed by Lilua, et al. [43) for digital

£

of

is worth-mentioning. The main goal of this work was to
lessen the computational burden and thus obtain high speed operation. The algorithm
involves designing three all-zero filters for extracting the fundamental, second and

fifth | i of the di ial current. They also introduced two

performance evaluation indices in order to compare quantitatively different algorithms
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in terms of the number of computation needed and the log ratio of the undesired
frequency component to the desired frequency component, respectively. Based on the
fact that the voltage magnitude only drops when an internal fault occurs, the voltage
restraint can be used to replace the harmonic restraint to prevent the relay from false
tripping. The authors also developed [43] a voltage restraint algorithm which uses
two measured voltages and the rated voltage of the transformer to decide whether
an instantaneous tripping or a restraint is required. This algorithm is very simple
and quite fast. Ilowever, the simplicity is obtained at the cost of using another group
of A/D converters for the phase voltages. As suggested [43], the combination of the

above two types of restraint can be used to obtain the highly reliable differential

protection required for large power It should be ioned here that
these algorithms are only tested off-line using simulated data. This needs to be tested
on-line with an actual transformer to prove the efficacy of the algorithms in real-time.

Hermanto, ct al. [44] presented a detailed design of a stand-alone prototype digital
relay using the discrete Fourier transform algorithm for the three phase power trans-
former protection. The major contribution of their work is the detailed description
of both the hardware and the software aspects of the prototype relay.

A comparative study on various algorithms for differential protection of three
phase transformers is made by Habib and Martin [45]. The comparative analysis

made in this reference [45] is based on the problem of differential protection and

detection of the exciting-current. Two indices based on time and fre-
quency were chosen. According to their study [45] the discrete Fourier transform
(DFT) algorithm is found to be the best method for implementing the digital relay

for the differential ion of transf Rahman and Jeyasurya [46] presented

a comparative study of six different algorithms namely, Fourier Analysis, Rectangu-



Algorithm Sampling Number of Time for Percentage of
Interval ithmeti Arithmeti 5: T
ns Operation Computations Interval
+o{xE[VE] (19) (ms)
Fourier 1024 51 i 2 380 36%
Rectangular 1042 106 8| 2 410 39%
Walsh 1042 116 14 2 526 50%
Harr 1042 96 16 2 512 49%
Finite 1042 84 4 2 208 20%
Curve 1389 46 19 2 447 32%
Table L.1: C fonal requi for transf fon algorithis [16]

lar Transform, Walsh Function, Harr Function, Finite Impulse Response and least

square curve fitting for the digital ion of power transformers. All algoritl

were tested off-line using VAX-11/785 mainf, The sampling

quency

was 960 Hz and the results are given in Table 1.1. The work was extended by So
and Rahman [47]-{49] who also found that the discrete Fourier transform is the most
efficient algorithm in terms of speed and accuracy for the differential protection of
power transformers. They designed a stand-alone protection system to test all these

algorithms on-line using a TMS 320C30 digital signal processor.

1.2.3 Recent Trends

Conventional harmonic restraint relays are based on the second, third or higher har-
monic components of the difference current as restraint. This avoids tripping during

the magnetizing inrush condition. However, due to increase in the operating voltage,
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CT saturation, parallel capacitance for adjusting phase angle or distributed capaci-
tance of long extra high voltage (EHV) transmission lines, etc.. the difference current

amount of |

during internal faults also contains
(50]. Thus, the security of differential relay becomes questionable. Also, the cur-
rent. comparison is not very sensitive to inter-turn faults and CT saturation, etc. [51].
Moreover, it has been reported that due to the use of high quality low-loss amorphous
material, the percentage of all harmonics may be as low as 7.5% of the fundamen-
tal in modern transformers [52, 53]. These factors adversely affect the operation of
the existing harmonic restraint relaying techniques. Therefore, recent research trends
have deviated from the harmonic restraint concept. Some algorithms have been re-
cently developed which do not use the harmonic restraint concept, rather they use
the phase currents, voltages and/or the electromagnetic model of the transformer
to detect the transformer internal fault while preventing mal-operation of the relay

during energization [52)-[57).

Liu, et al. [50] investigated the possibility of ion or jon with

longer tripping time of the relay due to lower harmonic restraint setting for modern

Three well-ki Igorithms namely - i) least square curve
fitting, ii) Fourier analysis and iii) rectangular transform were analyzed for a large
number of faults and energization of a transformer. The sample data used were based
on the on-line test of a laboratory transformer. It is observed that during the internal
fault, the second harmonic component can be as high as 68% of the fundamental
and in such cases, using these algorithms the tripping time might be as high as
5 cycles for a heavy fault [50]. The authors [50] modified the existing algorithms
and developed three schemes to solve this problem. In these schemes no attention

has been paid to the percentage value of the harmonics during energization of the
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modern The i tripping di fal curcent s added in the
first scheme. This avoids non-operation in heavy faults but provides operation with a

longer timer delay for light faults. The second scheme uses phase voltage restraint in

the differential current protection of the It can quickly operate for heavy
faults and might operate with a delay for some light faults. However, in the case of
the worst possible fault, i.e. the winding fault, this scheme is not able to operate
reliably. In the third scheme, the second harmonic restraint differential current relay
is controlled by the phase voltage. The relay will cancel the second harmonic restrain
if one of the phase voltages is less than 70% of the rated voltage, otherwise it is
allowed to restrain the relay. Although this scheme is betder than the previous two,
this also suffers from some limitations, For example, in the case of inrush, the phase
voltage in a long line may become lower than 70% of the rated voltage until one cycle
after the energization inception; and during this time if the percentage differontial
characteristics are satisfied, the protection will mal-operate [51].

It has been observed that the change in the primary voltage of the transformer
is also a good indication of an internal fault. Thorp and Phadke [57) prosented o

voltage restraint algorithm for the transformer The voltage is estimated

from the primary voltage samples. If the calculated voltage is lower than a. predefined
threshold value, then a fault is declared. Since most of the transformers in industry
use CTs to measure current signal, thus voltage restraint algorithm is not very useful
in practical applications.

The voltage restraint method needs less computation but the availability of the
voltage magnitude window restricts its use. Phadke and Thorp [55] continned to
work in this direction and developed a new algorithm which uses the flux-current

relationship in order to obtain the restraint function for the transformer protection.
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The mutual flux linkage of a transformer can be calculated from the measured voltage

and current samples. Tests were performed in the American Electric Power Service

Corporation (AEP) power system simulator laboratory on a model transformer
The data were taken and then an off-line performance study was made based on the
data. The response time was found to be about one cycle. The method needs both
the current and voltage samples and hence is not found to be an attractive method.

Much work has been reported on equivalent circuit modeling of the power trans-
former [51, 54, 56, 58, 59]. Inagaki, t al. [54] developed such an algorithm which
involves the calculation of inverse inductances of the transformer windings using the
phase voltages and currents. The algorithm was tested with computer simulated data
of a large power transformer. It has also been tested on an actual 21 kV single phase
transformer. The algorithm needed phase current which is a major limitation be-
cause for the delta connected winding it might not be possible in some transformers
to access the phase current.

Sachdev, et al. (58] proposed an algorithm which involves the calculation of pri-
mary phase voltage using the measured values of the quantized phase voltage and
current samples. The algorithm also requires some transformer parameters such as
primary and secondary winding leakage inductances and mutual flux linkage of the
primary and secondary windings. The estimated voltage was compared with the mea-
sured voltage and the difference (error) was calculated. If the error point lies in the
fault region of the relay characteristic curve, the value is one, otherwise it is zero.
Ouce the counter is assigned a new value, a trip command is updated by adding
the new value of the counter and subtracting the value of the counter index taken
sixteen samples earlier. A trip signal is sent if the trip index exceeds a specified

value. A slight modification of the previous work is presented in reference [59] in



which the sampling instants of the voltages and currents were offset by a time equal
to one half of the inter-sampling time interval. Both algorithms were tested off-line
with some simulation data electromagnetic transient program (EMTP). The algo-
sithms are computationally intense. Also it depends on the winding curreuts which
are required to be estimated from line currents. The algorithm proposed by Sidhw
and Sachdev [56] does not require any information about the winding current. They
developed a transformer model and used the modal transformation for decoupling.

The algorithm, however, needs the positive and negative sequence impedances of the

transformer in order to use it in the model. The proposed algorithm was implemented
on a Texas Instrument TMS320C25 digital signal processor and the capability of the
developed system was tested on a 15 KVA, three-phase transformer.

In general, the use of transformer equivalent circuit models has inherent limita-
tions. This is because, the parameters are subject to variation during the different
working conditions even without internal faults. The variation is caused by many fac-
tors such as core saturation, temperature fluctuation, change in ou-load tap-changer,
etc. The algorithms developed using name-plate data caunot work properly under
different working conditions. There is still a need for a good model for the three
phase transformer which will take into account all the factors such as nonlinearity
between the flux and current, hysteresis and eddy current loss, leakage and nmtual
inductances, transient effects in high frequencies. Realizing the importance as well
as difficulties of developing a good model of a three phase transformer, mueh work

has been done so far [11]-[13]. However, none of the models is able to consider all of

the above mentioned factors, Since a model based method has limitations for power
transformer protection, it seems at this point an alternate method to solve the pro-

tection problem should be attempted. Oue promising methad is the application of
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Figure 1.1: Classification of papers en applications of ANNs 1o power systems[60}.

the artificial neural network in the protection of power transformers.

In recent years, artificial neural network (ANN) has become a very useful tool
in many applications especially those which involve pattern recognition. In power
systems, some typical ANN application areas include : planning, security assessment,

fault detection/diagnosis, control, analysis, protection, design etc. [60]. The most

popular applications of ANNs in power systems are load forecasting [61]-[64], security
assessment. [65, 66] and fault detection/diagnosis [67)-[69]. However, the application
of ANN in the power system protection is still quite new. An extensive survey is
done based on the reported papers in ANN applications in different areas in power
systems [60]. According to the survey as shown in Fig. 1.1, less than 3% of the ANN
applications are done in protection area [60]. There is still a wide scope of research
in this arca.

Few works are reported on the application of neural network to the power trans-

former protection [70}-(73]. Perez, ct al. [70] used the ANN as a tool for distinguishing
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between the magnetizing inrush and internal fault. The method is independent of har-

monic contents of the current. Moreover, it does not require equivalent circunit model

thus it is i itive to variations. The basic requirement for
this method is to gather as much inrush and internal fault current information as

possible in order to train the ANN. Perez, ct al. [70] carried out their work on a sin-

gle phase transformer having limited experimental inrush data and simulated interual

fault current data. The initial results indicate the power of the ANN in distinguishing

between the magnetizing inrush and internal fault currents. Bastard, ef al. [72] also

investigated the scope of using the ANN in transformer protection. They emphasized
performance of the ANN based algorithm over the conventional algorithms under the
saturated CT condition. This work is also based on a single phase power Lransformer.

No on-line test was performed in this work. It is clear that there is ample scope for

in the area of developing an ANN based diff ial relay for a three phase

power transformer protection and implementation in real time.

1.3 Problem Identification and Purpose of the
‘Work

As mentioned earlier, there are many existing digital techniques which are based
on the second and fifth harmonic restraint concept. Although the sccond and fifth

harmonic components have been so far considered as the indication of whether the

measured differential current is an internal fault or maguetizing inrush, recent works
58, 59] show that in certain cases, the internal fault might also contain considerable
amount of second and fifth harmonic components. Morcover, it has heen reported

[59] that high quality, low-loss amorphous core materials in modern transformers
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resulted in lower harmonic contents in the magnetizing inrush current. Hence, the
recent trend of transformer protection is deviating from the conventional harmonic re-
straint concept. The proposed work of this thesis is an attempt to solve this problem
by using the artificial neural network (ANN) which has attracted many rescarchers
because of its tremendous power of solving many nonlinear problemss, particularly in
the field of pattern recognition [74]. The artificial neural network has great power.

Some of its inherent advantages over the conventional methods include parallel dis-

tributed archit of informati ing, ability to i

to variation and equivalent circuit model ind d The problem of
disti hing between the izing inrush current and internal fault current can
be idered as a current ification problem. Hence, the choice of the

ANN scems to be appropriate in solving this problem.

In order to make the ANN algorithm more reliable and useful it is important to
train the ANN using large number of experimental data for various inrush and in-
ternal fault conditions for a three phase transformer. Significant progress has been

made during the course of this investigation on developing an ANN based algorithm

for a three phase laboratory power on 71, 73], A dedicated feed-
forward ANN structure has been desigued for this purpose and the network has been
trained with experimentally obtained inrush and internal fault current data. The
back-propagation algorithm is used for training the ANN. The trained network has
been tested both off-line and on-line and the tests give quite satisfactory results.

The algorithm is impl lin C ing language using the DS-1102 dig-

ital signal processor in a three phase stand-alone digital relay. The accuracy and
speed under various operating conditions which include inrushes, over-excitation,and

internal faults are observed and found to be satisfactory.
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In the next chapter, the various features that need to be considered while design-
ing a relay for the power transformer protection are discussed. Also discussed in the
second chapter, the basic principle of the harmonic restraint differential relay with
an example of typical analog relay and au efficient digital relaying algorith for the

transformer protection using the discrete Fourier transform (DFT). The DFT algo-

rithm for ion is also impl

l in real time and the results are
given at the end of Chapter 2. In Chapter 3, the artificial neural network is introduced
and the proposed ANN structure for the transformer protection is discussed. Chapter

4 includes the description of the experimental setup for data acquisition for different

inrush, fault and itati ditions. The data p ing, ANN training and

off-line test results are also presented in Chapter 4. A comparison study between the

DFT and ANN for the trausformer protection is included. Chapter 5 gives details of
the on-line implementation of the ANN based algorithms for a test transformer. The
experimental setup, test procedures and the on-line results are presented. Finally the
thesis is concluded in Chapter 6 by pointing out the major contributions and future

scopes of study.



Chapter 2

Basic Principle of Power

Transformer Protection

In a power system, the power transformer is one of the essential pieces of equipment.
Although its rugged construction makes it quite reliable, heavy internal fault cur-
rent might cause severe damage if immediate action against the fault is not taken.
In general, differential relay with harmonic restraint is used for three phase power

o 5 -

Before the basic principle of this relay, it is impor-

tant to understand the various features of a transformer such as magnetizing inrush,
over-excitation, CT saturation etc., which make the power transformer protection so
complex and difficult. In the following sections, these features are described in detail.
Followed by that are the differential relaying principle and a brief description of a
typical analog relay for transformer protection. Finally, an efficient digital relaying

algorithm is discussed with some simulated results.
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2.1 Magnetizing Inrush and Other Considerations

‘While designing a protection scheme for power transformer, a designer has to con-

sider many issues such as izing inrush, itation, current trans v

(CT) saturation, etc. Magnetizing inrush is quite difficult to handle. Therefore, in
this section the magnetizing inrush phenomenon is described more elaborately than
the other considerations. The problem involved in magnetizing inrush is difficult to
handle, because it may not be possible to predict the nature and magnitude of the

inrush current beforehand. There is still a lack of an established model of magnetizing

inrush current due to its complex and unpredictable characteristics. The compl

becomes even more for a three phase transformer than for a single phase transformer.

At first, the magnetizing inrush is studied in detail for a single phase transformer
and using the basic concept, the same phenomenon is discussed for a three phase

transformer.

2.1.1 Magneiizing inrush in a single phase transformer

‘When a single phase transformer is energized, under steady state and secondary side
open-circuited condition, the transformer draws an exciting current which produces a
flux sufficient enough to produce a back emf exactly opposite to the applied voltage.
In general, the level of this flux is about 1.6 Tesla (T) and is produced by less than
1% of rated load current [76]. The flux at some point in time reaches a level of
about 2 Tesla for a modern transformer, where the iron core gets saturated and a
high exciting current is demanded to produce that flux. The flux may remain in the
core after the transformer is de-energized. This flux is known as residual flux. Thus,

each time the transformer is energized it results in a high inrush eurrent as a result
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of transient saturation of the core and the residual magnetism. This exciting current
also known as the magnetizing inrush lags the applied voltage usually by about 90
and the magnitude of the current depends on the point on the voltage waveform i.c.
the point at which the transformer is energized i.e. it depends on the magnitude,
the polarity and the rate of change of the applied voltage. Fig. 2.1(a) shows the
relationship between the applied voltage and the exciting current as a function of

time. The flux will increase as long as the voltage is positive and start dec

asing
as the voltage goes to negative. In this particular case, the switching is done at the
positive going zero position of the voltage which results in a peak flux density of
at wl = 90° as shown in Fig. 2.1(b). The flux density peak is maximun at this
point assuming there is no residual flux. It is worth noting that worse condition

occurs when the sinusoidal voltage supply is switched on when the voltage

oo
with positive slope, and when the residual flux linkage is at its maximum possible
value [2, 77). If B, is the residual flux density and B,, is the peak value of the flux
density waveform, the maximum value of the flux density will be (B, + B,.) and this

will occur at wt = 90° as illustrated in Fig. 2.1(c). The exciting current that is needed

to produce this amount of flux can be found using the magnetizing curve as shown
in Fig. 2.1(d). Similarly, it can be shown that the minimum flux will be obtained if
there is no residual flux and the transformer is switched on at 90° of cither half of the

voltage In math ical form the i flux can be expressed as

B(t) = —B,cos(wt)+ By, + B, (2.1)
If the core will go into the saturation when B(t) = B,, the position can be calenlated
from equation (2.1) as

Buich BB H'] (2.2)

- a1 +
0 = cos [ B
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Figure 22: A computer simulated maguetizing inrush waveform

where, 0 is the saturation angle. The maximum duration of inrush current in each

cycle can be caleulated as [76]
v = 2(180°-0) (23)

This angle will decrease as the magnitude of inrush current decreases with time [76].

A computer simulation of the izing inrush is shown in Fig. 2.2 [2].

2.1.2 Inrush in three phase transformer

In practice, the inrush waveforms are more complicated in a three phase trans-
former than that in a single phase transformer, because there are mutual interactions
between the phases. The flux in the core of a three phase transformer is a com-
binational effect of all three phases. The characteristics of the magnetizing inrush
vary depending on the various types of connection of the three phase transformer.
For example, for an wye-delta transformer, the current circulating through the delta
contributes to the current in all three phases and also to the magnetic flux in the

core. Figure 2.3 shows a three limb transformer with remnant flux present in phases
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Figure 2.3: Three limb transformer

A and C, and Fig. 2.4 illustrates the mutual interaction betwe n the phases in a

wye-dclta transformer. As can be seen from Fig. 2.4, when the limbs of phases A and

C are not saturated, the exciting current in phase B is small, because the magnetic

flux will be easily produced in the highly permeable material. However, when one of

the limbs ap hes the jon because of the of the remnant flux
and the exciting current in that phase, the reluctance seen by the centre limb will
increase and the exciting current will start rising. Finally when both the outer limbs
have reached their saturation, the centre limb sees maximum reluctance and thus

maximum current will flow in phase B. The situation is quite different for a delt

transformer; because there is no circulating current and thus no interaction hetween
phases. In this case, the three phase transformer can be considered as three indepen-
dent single phase transformers [2]. However, in both cases the current magnitude is
quite high, at least in two phases. That makes the protection scheme difficult as it
has to distinguish between the fault current and the inrush current, considering the

fact that the magnitude of inrush current may become as high as that of the fanlt



current.

2.1.3 Over-excitation

S i the 's peak ic flux density exceeds its normal operating

range which is about 1.6 to 1.8 T in steady state for a typical transformer. The
transformer in this situation is referred to as over-excited. There are many reasons

for over-excitation such as, i) increase of three phase supply voltage, ii) a decrease

of supply fi iii) wal tion of the tap-changing service, iv) short. circuit
close to the terminal of the wye side of the transformer. It is not generally cousidered

a fault unless it is so severe that it might cause core and winding damage. During

itati iderable amount of diff ial current might flow and cause mal-

operation of the relay. It is thus important to recognize the current under over-
excitation aud distinguish this current from the typical load or fault current. There

are signifi third and fifth & i present in the current under over-

excitation which can be used as an identifier for current under over-excitation. Usually

the third harmonic component is not used as a restraint because a delta connection

of the f might ink ly stop this As a rule of thumb. a

maximum 40% fifth harmonic restraint is used to prevent the relay operation under

normal over-excited condition. A higher value is not reccommended as it might cause

damage to the transformer [1].

2.1.4 Current transformer saturation

The current transformer (CT) is one of the essential elements in a differential pro-
tection scheme because it provides suitable data acquisition means for protection

purpose. The saturation of the current transformer occurs during heavy internal
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fault with slow decaying large dc Current tr ion affects
the performance of the relay. Due to many possible reasons, such as differences in
the voltage level, fault level, turns ratios, unavoidable mismatch of CTs, etc. one
side of the CT becomes saturated which causes a spill current to flow through the
operating coil of the differential relay during an external fault and thus might cause

mal-operation. In general, percentage differential relays are used to minimize the

of mal-operation, However, i tripping is provided to avoid

relay mal-operation during heavy ivternal fault,

2.2 Basic Protection Scheme

This section provides a brief description of the basic principle of transformer differen-
tial relay. Basic transformer differential protection involves converting primary and
secondary currents per phase into a common base and comparing them. The dif-
ference between the primary current and secondary current is known as differential
current. The primary and sccondary currents can not be taken directly from the
primary and secondary sides of the transformer. They need to be reduced down first
and that is done by the current transformers (CTs). For a three phase transformer,
six CTs are required, two for each phase of the primary and secondary sides. The
polarities of the CTs should be determined and the connections are made accordingly.
Otherwise it might cause mal-operation of the relay. Under normal operating con-
dition, if the connections are made properly, the differential current should be very
small, e.g., about 5 % of the full load current of the transformer. However, during

iuternal fault of the transformer this current rises up to 10 — 20 times the current

under normal ing condition. The ion of the CTs also depends on the
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of the main e bank. For a delta-wye or wye-delta bank, the
CTs should be connected in opposite order i.e. the CT on the wye side should be
connected in delta and the CTs on the delta side should be connected in wye. The
reasons for making such connection are : i) to block the zero sequence current in

the line and ii) to compensate for the 30° phase shift introduced by the delta-wye

or wye-delt ion of the bank. This is better illustrated in Fig.

2.5. As shown in Fig. 2.5(a) for a delta-wye transformer, if the CTs on both sides
are connected in wye, there is a zero-sequence current flowing through the operating
coil which might result in mal-operation of the relay. On the other hand, a proper

connection as shown in Fig. 2.5(b) prevents any zero sequence current from lowing

ibility of mal Lion

I circuit and thus elimi the p |

through the
due to the zero sequence current. The primary ratings of the current transformers
are also important considerations, and they should match with the rated primary and
secondary currents of the main transformer. Moreover, in order to protect a trans-
former with on-line tap-changer, special attention must be paid so as Lo incorporate
bias feature if a low-fault setting and high operating speed are required.

As mentioned earlier, the unbiased differential relay is the simplest relay for dif-
ferential protection of a transformer. It is assumed that the current transformers on
both sides are perfectly identical. Hence under normal operating condition, there is
no current flowing through the operating coil. On the other hand, during internal
fault, the difference in the current is no longer zero and this current will operate
the relay indicating there is an internal fault. This simplest differential protection
scheme is not reliable because there is no way to prevent the relay operation if there
is any unbalanced current caused by the difference in CT characteristics and/or CT

saturation. In practice, it is difficult to build two identical CTs and thus to climinate
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Figure 2.5: CT connections for a delta-wye transformer bank [1]; (a) Y-Y - causing

a differential current of 1, (b) Y-A - no differential current.

the ibility of CT mi h. To elimi; this problem a modified differential

protection scheme is proposed which is referred to as percentage differential relay.

The basic principle is same as before except in this scheme two restraining coils are
used in addition to the operating coil as shown in Fig. 2.6. This allows a certain

percentage of current to flow through the operating coil without operating the relay

and thus elimil the possibility of mal ion due to unbalanced current flow-
ing through the operating coil caused by CT mismatch and/or CT saturation during
lieavy external fault. A small percentage of bias is effective in order to avoid incorrect
relay operation against current transformer errors, protective circuit asymmetry and

normal exciting current of the protected transformer. Higher percentages are required

Lo prevent i* against the mal caused by significant imbalance of current re-

sulting {rom tap-changers. In general, the percentage bias relays are made such that

a suitable percentage setting can be made ing to the p
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Figure 2.6: A percentage differential relay

[

As mentioned carlier due to the magnetizing inrush phenomenon, large «

ting
current with peak value of as high as 10 times the rated current of a transformer may
be present after it is energized. As a result, the vormal percentage bias differential
relay is not sufficient to ensure correct operation of the relay under all possible cir-
cumstances. The conventional method of dealing with this problem is to use harmonic
restraint concept because it has been found that the magnetizing inrush current con-
tains considerably higher second and fifth harmonic components than those present
in an internal fault current. The simplest percentage differential relay with harmonic

bias has two filters - one for extracting the fund al at 60 Hz and

allowing this current to flow through the operaling coil, and the other for extracting

and allowing the other current components (in general, the second and the fifth) to

flow through restraining coil. The analog implementation of these filters are usnally
done by using simple L-C tuned circuit. The schematic of a typical harmonic restraint
variable percentage differential relay [1] which uses L-C filter is shown in Fig, 2.7.

It is evident from Fig. 2.7 that the second harmonic 120 Hz current is fed in the
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Figure 2.7: A typical harmoni ined percentage di ial relay [1]

restraint circuit (R), whereas the fundamental 60 Hz current is used in the operate
circuit (OP) of the power transformer differential relay. It is worth mentioning here
that the analog filters are now mostly absolete with the rapid advancement of digi-

tal technology which provides design flexibility, more reliability and faster

Analog filters are being replaced by digital filters in most application areas and filters

for harmonic restraint in differential relays are no exception.

2.3 Digital Algorithms for Transformer Protec-
tion

There exist many digital relaying algorithms for power transformer protection. In

chapter one, some of these algorithms have been reviewed. Most of these algorithms



40

are based on harmonic restraint and they are very similar to each other. The only

difference is the method of calculating different harmonic components. Also as me

tioned in Chapter one, it has been found that among these algorithms discrete Fourier
transform (DFT) is recognized as the best one in terms of accuracy, speed and mem-

ory requirement. In this scction, a brief description of the DFT algorithm and how

this algorithm is used in the t are discussed

2.3.1 Discrete Fourier Transform

It was first proposed by R thy that the fundamental comp of a current
or voltage waveform from a fault transient can be obtained by correlating the stored
samples of reference sine and cosine waves [29]. The theory is developed from the basic
Fourier series which states that any periodic function £(¢) having a finite number of

discontinuities in the interval of (0,T) can be modeled in this interval as:
=
) = '12—0+Z(Ckcos(kwl)+Sksin(kul)) (24)
k=1
where
1 4T
2=z /D F(ydt
92 (T
So= % / J(8) sin(kwt)dt
o
2 T
G =3 /n () cos(kwt)dt (2.5)

ao is the average value or dc component and Sk, Ci are the sine and cosine components

of the Fourier coeffici pectively. If the waveform is sampled b equi-spaced
interval of time, spaced AT apart, so that there are total N/AT samples per eycle,
then Sy and Cj can be represented as :

9 N= 2
e ﬁgz(n)sin (2",6") (2:5)




41

2 N 2rkn -
C = N‘);z(u)m(—lv—) (27
where z(n) is the sampled waveform at the nth instant.

The above equations can be expressed in matrix form as shown below :
S = GX
C = CX (2.8)

where S,C are the vectors containing the sine and cosine components of the sampled
waveform, respectively, Cy, Ce are the system matrices containing sine and cosine
coefficients, respectively and X is the vector containing the samples of the waveform
10 be analyzed. The vectors C, S and X are of length N aud the system matrices
Cy and Ce are of size N x N. For the power transformer protection scheme, a data
window of 16 samples per cycle i.e. N = 16 is usually chosen. The sine and cosine

system matrices are

o (54) i () s ()
= sin(:b“{-d) sin(3522) .. sin (25182 29
sin (25416) sin (25208) ... sin (3n406)
and
cos (353) cos () o+ cos (502)
oo | ) () () |
cos (3540) cos (2220) ... cos (22401)

From the system matrices the litude of the & th | ic can be d as @

P = \J(St+CP) (2.11)

where Fy is the kth harmonic Fourier coefficient and k = 1,2,..., N.




2.3.2 Application of DFT in transformer protection

Basically, discrete Fourier transform (DFT) is a method to extract the different fre-

quency components from a time-domain signal i.e. the DFT cocflicients are the co-

efficients of some frequency-selective filters. 1u the application of power transformer

protection, three such filters are being used for extracting the fundamental, the

ond b ic and the fifth 1 i From the above equations, Fy, I

and Fy, representing the fundamental, the second and the fifth harmonic components,

respectively, can be determined. The frequency of the fund 1, second
and fifth harmonic filters are also shown in Figs. 2.8(a)-(c).

In the case of magnetizing inrush, the ratio of Fy/F} is usually higher than 17.7%,
whereas during an internal fault this ratio falls well below 17.7%. This is illustrated
in Figs. 2.9 and 2.10. Figure 2.9 (a) shows an experimentally obtained inrush current
waveshape in a transformer. Although the current magnitude is quite high for the first
few cycles, due to the strong second harmonic component, the ratio F/F is higher
than the threshold of 17.7% as shown in Fig. 2.9(b) and the relay will restrain from
operation. On the other hand, in the case of an internal fault as shown in Fig. 2.10
(b), the ratio falls below the threshold of 17.7% after sometime and thus operates the
relay. The ratio between the fifth harmonic and the fundamental i.c. F5/Fly is also
calculated, because in the case of over-excitation the ratio 5/ F; might fall beyond
17.7% although there exists no fault in the transformer. In this situation the ratio
of Fy/Fy is however higher than its normal value of about 6.5% which is used as the
restraining signal. Figure 2.11(a) shows a typical current waveshape for over-excited
condition where the transformer is energized with a supply of almost 1.7 times the
rated voltage. As can be seen from Fig. 2.11(b), although the Fy/Fy ratio falls below

17.7%, the relay will be restrained by the F;/F ratio since this is higher than its
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threshold value as shown in Fig. 2.11(c).

2.3.3 On-line implementation of the DFT algorithm

One portion of this thesis is focused on the implementation of the DFT algorithm
in real-time using DSP - DS-1102 on & laboratory power transformer. This has
been done successfully. Sixteen-point DFT is used in this experiment. This is to

ensure the accuracy in the fifth i ion [44]. The hard part of the

experimental setup is same as used for ANN algorithm which will be discnssed in
details in Chapters 4 and 5. The algorithm is written in C language for the DS-1102's
compiler. The sine and cosine coefficients are loaded in the program for calculating
the fundamental, second harmonic and fifth harmonic components from 16 differential
current samples. The on-line test results closely agree with the simulation results.
The faults are detected within one cycle time period after the fault inception. Many
inrush cases and eight different primary side and secondary side fault cases with and
without load are observed. Some sample results are presented through Figs. 2.12-
2.15. In these figures, the decision of the DFT is shown by means of the voltage
which remains high (about 5 V) if there is no fault and goes to low (0 V) if there is a
fault. In each of the following figures the DFT response is shown at the top and the
differential current in phase A is shown at the bottom. Also note that the currents in
all cases are allowed to flow for only about three cycle time period just to avoid any
damage that might be caused due to the high fault current. In Figs. 2.12 (a) and
(b), the DFT response for two inrush conditions are illustrated. The inrush currents
are recognized perfectly. The control voltage remained high throughout the time the
current is allowed to flow. In most of the fault conditions, the response of the DFT is

within one and half cycle time periods as shown in Figs, 2.13-2.15. It is worth noting
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Figure 2.12: Response of DFT to inrushes: (a) without load, (b) with load; (Y-
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(Y-scale:lV = 12.5 A).
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that there is a delay between the trip signal and the interruption of current. This is

due to the characteristics of triac switches used in the experiment. It is also observed
that the response time is threshold dependent. The results presented in this section
are with a threshold of 17.7% for the second harmonic to fundamental ratio, which is
same as used in reference [38). The algorithm is tested with different thresholds and
it is found that quicker response during fault is obva’ned at the expense of the system

reliability. Thus, there is always a trade-off between the speed and the aceuracy.

For fc tion, differentiating between the internal fault eurrent. and

prot
magnetizing inrush current waveforms is still a big problem. The method described in
this section works quite satisfactorily in theory. In practical sitnation, the harmonic
contents of the differential current might get affected by many factors such as 1

saturation, load tap changing, application of new transformer core material, ¢

Under these conditions, there is no guarantee that the algorithm will work properly
since it is very sensitive to the relative distribution of the harmonic components of the
signal. The recent development of artificial neural network (ANN) technology opens
a new door to many research areas, particularly in pattern recognition applications.
This technology might provide a better solution to the problem of distinguishing
magnetizing inrush and fault currents. The following chapter provides an insight
of the ANN which includes the general feed-forward neural network structure, its
features and an efficient learning algorithm for the ANN. Also, a deseription of the:
innovative design of the ANN suitable for the successful adaptation in the power

transformer protection is given in the next chapter.



Chapter 3

Artificial Neural Network

3.1 Introduction

In recent years, artificial neural networks (ANN) have gained wide attention and used
successfully in many application areas. The concept of an ANN is derived from human
brain structure which composed of billions of small building blocks known as the
neurons having trillions of connections known as the synapses among them. Human
brain is cousidered as a highly complex, nonlinear and parallel computer (information
processing system) having the capabilities of organizing neurons to perform certain
computational tasks such as pattern recognition, perception and motor control [74].
In many real-time applications, the same type of tasks are needed to be performed
and it has been observed that human brain outperforms modern digital computers
in pattern recognition and classification of real-time data in the presence of a noisy
and distorting environment. Therefore, the features from the physiology of brain are
borrowed as a basis of new processing model which brings into the picture today's
artificial neural network technology.

The artificial neural networks is an information processing system that extracts

53
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the information from the input and produces an output corresponding to the ex-
tracted information. Like human brain, ANNs also have the capabilities of learning
and self organization. Moreover, the capabilities of performing massive parallel pro-
cessing makes it more powerful than the conventional Von Neumann digital computers

in which the i ions are executed ially {74]. ANNs can also provide, in

principle, significant fault tolerance, since damage to a few links need not signifi-
cantly impair the overall performance. A neural network not only provides a feasible
solution to problems which are difficult to deal with, but also provides an insight of
the nature of the problem. Neural network processing is distinguished from signal
processing because of its inherent capability of dealing with nonlincarity. Modern
signal processing techniques perform linear interpolation if an unfamiliar input signal
is presented. That implics, the resulting output lies in a hyperplane between outputs
for two known inputs. On the other hand, a neural network is fully capable of may-
ping the unfamiliar input vector to an arbitrary surface where it belongs to. Thus it
can be said that an ANN generalizes instead of performing table-lookip.

As far as power system applications, there are some works where ANN has been

successfully used to solve various problems such as load forecasting [61]-[64], dete
tion of high impedance arcing faults and incipient faults [67)-[69], fault diagnosis of
transformer [75], prediction of power system voltage harmonies [78], transient sta-
bility problem 33, 66], power system security assessment [63], ete.. Few works have
been reported so far in area of power transformer protection [70]-[73].

As mentioned earlier, the concept of the ANN is extracted from human brain
model which is a very composite structure with billions of neurons connected o cach
other in various fashions. There are many existing structures for the ANN. Among

these structures, the feed forward neural network is quite popular. Also like the human



brain, the ANN needs to be trained as it has also the ability to learn something and

recognize it later if properly trained. Therefore, besides designing a good structure
of an ANN, it is also important to develop a good training algorithm. There exists
many different training algorithms based on different criteria.

Pattern recognition is one of the problems where the ANN seems to be the best
choice as a solution. The problem of transformer protection is considered as 4 pattern
o current signature recognition problem. This thesis is a successful attempt in solving
the transformer protection problem using the ANN. Since the ANN is  new field, the
theoretical background of the ANN needs to be exposed before discussing the design
of the ANN in this particular problem of distinguishing between magnetizing inrush
and fault currents. In this chapter, a general feed forward neural network structure,
its characteristics, working principle and the mathematical background of a training
algorithm called back-propagation are discussed. This chapter also describes the

propased ANN based algorithm for power transformer protection.

3.2 General multi-layer feed-forward neural net-
work structure

A general structure of the multi-layer feed-forward neural network (FFNN) is shown

in Fig. 3.1. The main features of this structure can be summarized as follows :
o There arc one input and one output layers.

o Tliere may be a number of intermediate layers between the inputs and output

layer. These layers are termed as hidden layers.
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Inputs. y 2 M Output Layer

M Hidden Layers

Figure 3.1: A general structure of FFNN

o Each layer consis

s of several elements kiown as nenrons or processing wnits as
shown in Fig. 3.1 by circles. These are information processing wnits which are

fundamental to the operation of a neural network,

o The number of processing units in the input and output layers dopencl on the
problem of interest. However, the choices of number of hidden layers and mim-
ber of processing units i each hidden layer are matter of trial and error [14].
It is better to have as small a structure as possible in terms of time require-
ment. However, too small a structure might run into instabitity problem and
thus might never converge. So it is really important to go through trial and

error before the choice has been finally made.

o The source nodes in the input layer of the network supply respective elements
of the input vector in the second layer (first hidden layer) of the network, The

output of this layer serves as the input to the third layer and so on,



Figure3.2: A neuron model

o Theinput of cach element in a particular layer originates from all the outputs of
all units from the previous layer. Although there are some alternate structures

in the literature, those will not be considered in this work.

3.2.1 Neuron model

Figure 3.2 shows the basic structure of a processing unit or neuron. The followings
are the three basic elements :

o A sct of connecting links associated with a weight or strength of its own. For
example in Fig. 3.2, the link between the signal X; at the 7% input node is
connected to the k** neuron by a synaptic weight of Wj;.

® Anadder for summing up all input signals weighted by corresponding synapses
of the input,

¢ An activation function for limiting the amplitude of the output of a neuron.

Each neuron is also associated with a bias factor denoted by By for the k& neuron. In

general, the mathematical equations which are acting on a neuron & can be described
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Figure 3.3: Different activation functions; (a) threshold, (b) piecewise linear, (¢)

log-sigmoid, (d) tan-sigmoid

as follows :
N

sumy = Y Wi X (3.1)
=

Yi = f(sumy+ By) (3.2)

where Xy, Xz, ..., Xy are the input signals ; Wiy, Wia, .., Wiy are the synaptic weights
of neuron k; sumy is the linear combiner output; By is the bias; f(.) is the activation

or transfer function; and Y4 is the output signal of the neuron.



3.2.2 Activation function

The activation or transfer function, denoted by f(.), is acted on the summation of

sumy and the corresponding bias By. This defines the output of the neuron in terms of

the activity level at its input. The

used

are the most

functions :

»

2

. Hard Limiter : This function shown in Fig, 3.3(a), is mathematically defined

as :

1 ifvz20
fw) = { (3.3)
0 v<0

Piecewise-Linear Function : The piecewise linear function as depicted in

Fig. 3.3(b), can be mathematically xpressed as :

1 ifo>}
J)=4{ (v+3}) }>v>-} (3.4)
0 v<-d

where the amplification factor inside the linear region of operation is assumed

to be unity.

Sigmoidal Function : This the most common activation function used in
ANNs so far. An example of sigmoidal function is log-sigmoid which can be
defined as:
1
= logsi = — 3.5
1(6) = logsigv) = T 35)
where m is the slope parameter of the sigmoid function. By varying the slope

m, different shapes of log-sigmoid can be obtained as shown in Fig. 33 (c).

Another well-k sigmoid is the tan-sigmoid which can be defined as:

1—e
So) = tansig(v) = T, (3.6)
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In all of the above cases, v = sumy + By.

3.3 Back-propagation Algorithm

A feed forward neural network (FFNN) is applied successfully for solving problems
by training them in a supervised manner with a highly popular algorithm known as
the error back-propagation or simply back propagation algorithm [74]. The back-
propagation algorithm consists of two passes through the different layers of the net-

work :

o Aforward pass: During this pass, input vector is applied to the sensory nodes of
the network and its effect propagates through the network layers in the forward
direction until it reaches the output layer. Finally, a set of outputs is produced
as the actual response of the network. During the forward pass, there is no

change in the weight and the bias.

o A backward pass: During this pass, the weights are all adjusted in accordance
with the error correction rule. An error is the difference between the target
and actual response. The target is known as it is specified before Lraining the
ANN and the actual response is obtained through the forward pass. The error
signal is propagated back-ward through the network. The weights and biases
are adjusted so as to make the actual response of the network closer to the

target or desired response.
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3.3.1 Network training

For a given vector set of P pairs (X1,1), (X2, Y2), s (Xp, ), if there exists a non-

linear functional relationship between X and Y
Y = ¢(X) 3.7

where X € RV,Y € RM and R is the set of real numbers, the objective is to train
the network so that it learns an approximation [74]

Y'=¢(X) (3.8)
It is worth mentioning that learning of an ANN means finding an appropriate set
of weights and biases for which the discrepancy between the Y and Y’ would be
within a specified tolerable limit. The ANN performs the nonlinear as well as multi-
dimensional mapping between inputs and outputs. It is done through extensive train-
ing with given input and target vectors. The input vector should contain data such as
it covers as much the entire input space as possible. The “steepest-descent gradient”
is used in this algorithm. For simplicity the algorithm is described below in detail for
an FFNN with one hidden layer. However, this can be easily extended for an FFNN

with more than one hidden layer.

3.3.2 Calculation of input/output to hidden and output
layer

A vector X, = (Xp1, Xp2,..., Xpn)' corresponding to pattern p is applied to the input

layer of the network as shown in Fig. 3.1. The net input net, to the j* hidden unit

is given by

i
nett = WK+ B (39)
&
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where the superscript k refers to the quantities at hidden layer. W} is the weight on
the connection from the i* input unit to j** neuron at the hidden layer, B! is bias
and N* is the number of neurons in hidden layer.
The output O%, of the jth neuron at the hidden layer can be written as:
© — h, h .
0F = [h(net}) (3.10)

The equations for the k% output node can be calculated in similar fashion as shown

below :
N
nety = Y Wg0+ By (3.11)
=1
0 = [(netd) (3.12)

where Wg; is the weight on the connection from the jth neuron of the hidden layer to
the &* neuron of the output layer and N° is the number of neurons in output layer.

The superscript ‘o’ refers to the output layer quantities.

3.3.3 Cost function minimization
As mentioned above, the weights and biases need to be updated until a desired error
goal is achieved. The error function of &% output unit for pattern p is given by:

By = (Yo —Op) (3.13)
where Yy is the target and O is the actnal output from the kth unit. The total
sum squared error also known as the cost function for all the output units for pattern
pis given by :

E, =

=...

ok — O3 (3.14)

1
s
1

s
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The main objective of the ANN training is to minimize this function for all the
pattems. The changes in weights and biases at hidden layer and output layer are
determined in the following section. For the sake of simplicity the subscript p is
omitted throughout the following derivation. However, it has to be remembered that

the cost function needs to be minimized for all output units and for all input patterns.

3.3.4 Output-layer weight and bias updating

According to the steepest descent algorithm, in order to minimize the cost function
the change or correction needed in weights at the output layer are proportional to
the negative slope of the cost function i.e.

§E
AW« —g (3.15)

Now using the chain rule and with few manipulations, it can be written as :

SE _ .. 80; énet
awg, = W O X g > Sy,

(3.16)

Differentiating both sides of Equations (3.11) and (3.12) with respect to Wg; and

netg, respectively, the following are obtained

bnety

e o (3.17)
80L _ ettt
Tuety = J§'(netf) (3.18)

Substituting Equations (3.17) and (3.18) in Equation (3.16), one gets :

SE
g, = (e = ODIE (et} O} (3.19)
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Thus the changes in weights and biases can be derived as shown below :

AW « —6EB/SWY

= —n SE[SW), (3.20)
1

where 7 is the learning rate of the back-p ion algorithm. The use

of negative sign in Equation (3.20) accounts for gradient descent in weight space.

From Equations (3.19) and (3.20), the change in weight W is found to be :
AW = (Ve — O [ (net)O¥ (3.21)
= 60" (3.22)

where 82 = (Yi — Of) [¢(net}) is referred to as the local gradient. Following the same

procedure for updating the bias factor of the £ ontput unit, ABJ, the following is

obtained as:
AB) = (Yi—09)[¢' (net}) (3.23)
= 98 (3.21)
(3.25)

Finally, the weight and bias on the kth neuron at the outpnt layer are updated as :
Win+1) = Wn)+AW(n) (1.26)
Bin+1) = BYn)+ABY») (3.27)
3.3.5 Hidden layer weight and bias updating

Similarly, the weights and biases are updated for the connections and neurons at the

hidden layer. The gradient of mean-squared error for the hidden layer weight on the



j* neuron is given by :

5B _ 1~8(Yi-0g)
SWi 22 JW‘

ana;x 04 snet
6m.1- 80} 6'.::* sw‘

(3.28)

= ‘Z(Yk'

Now differentiating Equations (3.9)-(3.12) with respect to W}, net}, O and netg,

respectively or- ts

Snet!
et 3 e 3.
W X (3.29)
0" i .
Faell = S¥ (netl) (3.30)
nety " ;
go;k = W (3.31)
8§08
m = [{(netl) (3.32)
Substituting the above set of i in Equation (3.28), the following relation can
be achieved.
SE T, :
wWES —Z‘:(v. = O (nel) W S} (netf)a: (333)
2

Applying the delta rule, the change in weight in the hidden layer on the j% neuron

can be written as [74]:

11
¢ S ...
AW = "5W;‘a
= nf} (neth) X z(n — O (netf) W
= [" (net}) X: Y- W,
= 98X (3.34)

where

6 = [} (nett) );a; & (3.35)
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Similarly, the change in | s factor of j* neuron on hidden layer, AB? is given by :

AB} = 58 (3.

Therefore, the updated weights and biases at the hidden layer on j* neuron at (n+1)"*

instant are given as:

Whn+1) = Wh(n) + 98} X;

(n+1) = Bli(n) + 78} (3.38)

3.3.6 Summary of the algorithm

After knowing how to calculate the various quantities needed during the training, it

seems to ize the complete algorithm. The following are the steps

which are involved in this algorithm
1. Applying the input training vector pairs X, and V.
2. Calculating the net input to the hidden layer units :
N
neth; = Y WiX,i+ Bt (3.39)
=

where N* is the number of units in the hiduen layer.

3. Calculate the output of the hidden layer units which will be the inpnt of the

output layer units as shown below :
ho th, h s
O = Mnetly) (3.40)
4. Calculating net input to the output layer units :

Ne
nety, = ) Winet,; + B (3.41)
=



o

=3

-

o

©

o

Calculating the ANN outputs :

o = Jo(netpy)

. Calculating the error terms for the output units :

S = (Yo = Op)[*'(netpy)
Calculating the error terms for the input units :

o = (Vi — Op)f* (netly)

. Updating the weights and biases on the output layer :

Wiin+1) = Wgn) + 183,05

Biy(n+1) = BYyn)+n8%

. Updating the weights and biases on the hidden layer :

Whin+1) = Wh(n) + 984X,

s = B h
Bi(n+1) = Bh(n)+nsly
Calculating the error term :

| LA
E = ‘zEpk
2l:=l

(Xp, Yp), the training is stopped.

(3.42)

(343)

(3.44)

(3.45)

(3.46)

(3.47)

(3.48)

(3.49)

. When the error is sr aller than a pre-defined value for all training-vector pairs
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Figure 3.4: The ANN Inputs and Qutput

3.4 Proposed ANN Design

The most difficult part in applying the ANN technique to any particular problem
is to formulate the problem in such a way that ANN can be applied to it. The first
step to formulate the problem is to find out the inputs and outputs of the ANN. For

the application of power protection, the diffe ial current samples are

chosen as the input. The choice is made based on the fact that the differential current

contains the i ion of the f litions i.e. whether the transformer

is experiencing a fault or magnetizing inrush. Most of the existing relays also use
the differential current samples as the input to the digital relaying algorithm for
distinguishing between magnetizing inrush current and fault current [45)-[48]. The
next question is how many samples per cycle must be used so that there is enough

information in the data, at the same time, the sampling interval is long enough for
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processing the data. The sampling rate thus plays an important role in the design.
The higher the sampling rate, the better the information content. On the other
hand, higher sampling rate means less time available for computation. Spectrum

analysis of the differential currents under fault, inrush and over-excitation conditions,

reveals that the fundamental, second and fifth | i are si

I i in the differential current [2). To accommodate up-to fifth

harmonic in the sampled current data, the sampling frequency should be at least
600 Hz. Considering the speed of the digital signal processor, the computational
requirement and the frequency contents of the current data, a sampling rate of 16
samples per cycle, i.e., 960 Hz. is chosen. For a three phase transformer, there will
be three differential currents at each instant. However for training purposes, it is
not required to sample all of them, rather the current of one of the three phases is
adequate. At each instant, a window of 16 consecutive current samples (the present
sample and previous 15 samples) is taken as depicted in Fig. 3.4. Thus the input
vector of the ANN is of length 16. The 16 inputs of the ANN are represented by
16 nodes in the input layer of the ANN structure. Once the inputs are defined the
output of the ANN is determined. There is one binary output in this ANN, which
determines whether or not there is a fault in the transformer. In this work, a value of
0 indicates no-fault (including inrush and over-excitation) and 1 indicates an internal
fault. The output of the ANN represents one neuron in the output layer.

After the inputs and output are defined, the next task is to incorporate the hidden
layer(s) in the network. In the proposed ANN design, one hidden layer is chosen. The
number of units in the hidden layer is varied over a range of 12 to 2. Finally the ANN
with 3 hidden units are found to be the optimum structure in terms of computational

speed and accuracy. The training of the ANN is done using log-sigmoidal transfer
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Figure 3.5: The proposed ANN for the tr I

functions with slope parameter one for all neurons in the hidden layer and output
layer. The complete ANN structure for the power transformer protection is shown in
Fig. 3.5.

1t is worth noting that in the present work, the protection of the transformer using
the ANN involves both off-line and on-line implementation. Therefore, it is important
to design the network such that the real-time implementation would be easily possible.
In real time implementation, one of the major concerns is the number of computations
and the time required to do that. For this particular ANN structure, the number of

ithmeti ions needed are 47 additions, 51 nmltiplications and 4 noulincar
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idal function evaluati The i ion of the nonlinear function can be

difficult and time ing. One of the alternate options is to replace each nonlinear
function with a hard-limiter, provided that the ANN still gives accurate result [70].
Therefore, the ANN has been tested with the software implementation of hard-limiter
instead of the nonlinear sigmoidal function evaluation. The software implementation
of each hard-limiter requires one comparison (greater than or less than) and decision
making (IF statement) statement evaluation. In the proposed ANN structure, there
are four hard-limiters.

Alter the network is designed it needs to be trained with input data. The inputs
for this ANN are the sampled current data obtained from experimental data for the
magnetizing inrush and different internal fault conditions. The experimental setup,
data acquisition and data processing before training the network are described in
details in Chapter 4. Also covered in Chapter 4 are: ANN training, off-line test
results and a comparison study between the DFT and the ANN algorithms for power

transformer protection.



Chapter 4

Training and Off-line Testing of
the ANN

This chapter presents an overview of the experimental setup which was used for
acquiring current data under different inrush, fault and over-excitation conditions.
The data are used to train the ANN so that the ANN is able to recognize the fault
and can differentiate between a fault and a no-fault condition. It is possible to train
such networks with large amount of simulated data. However, it should be noted that
it is still quite difficult to accurately simulate the current particularly for different
types of inrush situations in a three phase power transformer. The ANN needs to he
trained with a reliable set of inrush and fault current data to cover all possible types
that the transformer may experience.

After training the network with one set of data which includes many current
samples during various inrush, fault and over-excitation conditions, the network is
tested off-line with a different set of data. The off-line test results are presented at
the end of this chapter. Also, a comparative study is made between the ANN and

DFT algorithms under different normal and adverse operating conditions.

72
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4.1 Experimental Setup for Acquiring Inrush and

Fault Data

One of the major tasks of this work is to obtain different inrush and internal fault
current data for training and testing purposes. In this work, the experimental data
are used for training and off-line testing of the ANN. All experiments are carried on
a 5 kVA, 230/550 — 575 — 600V, A-Y laboratory prototype power transformer. The
circuit diagram of the transformer is given in Fig. 4.1. In Fig. 4.1, three identical
CTs were used in the primary side and another three identical CTs were used in
the secondary side of the transformer. The ratios of the primary side CTs and the

secondary side CTs were chosen such that the differential current would be nearly

zero under normal i dition. The differential current was taken at point
X' in Fig. 4.1 throughout the experiment. The current data were captured using a
Textronics current probe and the TM-503 amplifier unit.

The magnetizing current may take various forms depending on the residual mag-
netism and the point on the voltage waveform at the time of switching. It is worth

that the izing inrush at no-load is different than that

at load, and both cases have been considered. To acquire the inrush current data, the
transformer was energized at random at both no-load and load conditions. Although
there are six typical shapes according to reference [70], it was ensured that all possible
cases were being taken into account by switching the transformer many times. The
current data have been sampled at a frequency of 20kHz and stored in a Tektronix
2212 digital storage oscilloscope; which were next down loaded to the personal com-
puter (PC) though the general purpose interface bus (GPIB). The software package

Grab 2212 were used to acquire the data in a format which were latter converted to
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Figure 4.1: Experimental setup for simulating various fault and inrush cases
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ASCII for further processing. For each switching, the data obtained were saved in a
fle. Three identical triac switches and associated control circuits have been used to

make the contact between the transformer and the supply for a certain period of time.

The details of the triac switch and the electronic circuit are given in the Appendix-A.

A three phase load was connected to the transformer secondary through a 15A
breaker which is switched on for taking the readings for different load conditions.

It is worth mentioning that there are large number of different types of internal
faults that can occur before or after the transformer is energized and the current
waveshapes would be different for these cases even if the fault is same. Many typical
faults including line to ground, phase to phase, between taps, external faults, etc.

have been i i Also, the ove itation case has been studied. Table 4.1

shows the different inrush and fault cases which have been investigated in this work.
The over-excitation condition has been obtained by increasing the supply voltage
by 28% which is about 295 V phase to phase. The data for all cases where the fault
has occurred before the energization were taken several times in order to consider the
inrush effect on the top of the fault. For each fault data collection, a resistance is used
in series with faulty circuit. The resistance does not change the overall waveshape,
rather reduces the magnitude of the fault current. Three identical triac switches are
used in three phases aud those are controlled by three identical controlling circuits
with one common push-button switch. For taking the data for other fault cases i.e.
which occurred after energization, one triac switch is used in series with the faulty
branch. The control circuit of the triac switch is designed in such a way that the fault
current never flows through the circuit for more than 5 cycle time period. The data
were stored in separate file for each fault type and also for different inrush conditions

for the same fault whic.. occurred before inrush.
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Table 4.1

List of fault and energization studies

Internal fault on primary
phase to phase fault  no load, after energization

phase to phase loaded, after energization
phase to phase 1o load, before energization
phase to phase loaded, before energization
Internal fault on secondary
phase to phase no load, after energization
phase to phase loaded, after energization
phase to phase no load, before energization
phase to phase loaded, before energization
line to ground 5o load, after energization
line to ground loaded, after energization
line to ground no load, before energization
line to ground loaded, before energization
between tap no load, after energization
between tap loaded, after energization
between tap 1o load, before energization
between tap loaded, before energization
Other cases
over excitation 1o load
over excitation loaded

Energization
inrush with no load

inrush with load
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It should be mentioned here that the next chapter discusses the experimental
setup for the on-line tests of the ANN based algorithm for transformer protection.
The setup is very similar to what has been shown in Fig. 4.1, except it includes
another set of switches which is controlled by the decision of the ANN. The test

procedures for Table 4.1 are explained more elaborately in the following chapter.

4.2 Data Processing and the ANN Training

The experimental data files as described in the previous section need to be processed
before it can be used for the ANN training. The data obtained after converting them
to ASCII format are a series of current samples for about five cycles taken at 20
kHz. At first, these data are down sampled by a factor which gives the resulting
data a sampling frequency of 960 Hz. The input pattern consists of 16 consecutive
current samples. A window of 16 samples per cycle is slided over the five-cycle data,
and for each file 64 input patterns are thus extracted. At first, the absolute value

of each sample is taken and then this value is d to the predefined threshold

which gives a binary value of either 0 or 1 depending on whether the value is smaller
or greater than the threshold, respectively. The threshold is taken as ten times the
value of rated differential current under normal condition which is about 5% of the
rated primary current of the transformer. Thus each pattern becomes a 16 bit binary
number. It is worth mentioning that in order to incrase the information content of
the data, two levels of thresholds are also used in processing the data. However, in
that case, it was difficult to obtain the desired convergence of the ANN training. Fig.
4.2 shows the block diagram of the complete data processing scheme. Among the

possible 2! = 65536 different combinations of 0 and 1, it is expected that the inrush
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Figure 4.2: Block diagram for processing data prior to ANN Training

and the fault would not have same combinations. However, there would be multiple
patterns (combinations of 0 and 1) which are identical in each file and also hetween
same type (either inrush or fault) of the data files. The redundant and duplicate
data have been removed after windowing. A set of inrush patterns and another set of
fault patterns are found. There are 152 inrush and over-excitation patterus and 44
fault patterns which form an input matrix for the ANN of size 196 x 16. The target,
output is given as a vector of length 196 which consists of 152 zeros followed by 44
ones corresponding to the inrush and fault cases, respectively.

Once the input matrix and target vector are ready, the ANN is trained using
the MATLAB Neural Network Tool-box [79]. The function trainbpz, which is the
improved back-propagation algorithm has been used for the training purpese. The
improved back-propagation algorithm uses adaptive learning rate and attempts to
avoid local minima using a momentum factor [79). After training, two sets of weight
and bias, (Wi, Bi] and [W,, By], have been obtained for the hidden layer and ontput

layer, respectively. These are given in Appendix-B. The training has been done using
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log-sigmoidal transfer functions for all units in the hidden layer and the output layer.
First, the ofi-line tests were performed by using log-sigmoidal function. In order to

speed up the computation, the log-sigmoidal functions were replaced by software-

implemented hard-iimiters and the same tests were carried out. It has been observed

that the ANN performs accurately with the hard-limiters. The off-line test results
in the following section arc obtained by using the software-implemented hard-limiter

functions for the both the hidden-layer and the output-layer units.

4.3 Off-line Test Results

Ouce the ANN is trained, it was tested using an appropriate set of weights and

biases on a different set of input data. It can be seen from Figs.

.7 that for
different inrush and fault waveforms, the ANN based algorithm responded accurately
according to the input pattern. The decisions in all fault cases were made within one
cycle. Figures 4.3(a)-(d) illustrate some samples of primary side phase to phase faults.
In Figs. 4.3(a) and (b), the phase to phase faults occurred long after energizing the
transformer, without load and with load, respectively. The inrush does not have any
effects in these faults. The ANN correctly identified the faults within three gquarter of
a cycle time period. The same fault without load and with load, but occurred hefore
energizing the transformer are shown in Figs. 4.3(c) and (d), respectively. Although
there are some effects of inrush on the waveforms as shown in Figs. 4.3(c) and (d), the

ANN had no problem recognizing them as faults and thereby sending the appropriate

trip signal. Figures 4.4(a)-(d) demonstrate the secondary side phase to phase faults,

In Figs. 4.4(a) and (b), the fault has occurred while the transformer was in operation

without and with load, respectively. The ANN led aces ly and promptly
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Figure 4.3: ANN responses to primary side phase to phase faults faults: (a) after

inrush without load, (b) after inrush with load, (c) before inrush without load; (d)

before inrush with load; (Y-scale: 1 p.u. = 12.5 A).
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by sending the trip signal in almost half cycle time period. The same fault is tested
without load and with load by switching the transforners with the fault as shown
in Figs. 4.4(c) and (d), respectively. In this case, the inrush was followed by the
fault. The ANN again sent the correct signal, the control signal became zero and the
circuit was interrupted. Figs. 4.5(a) and (b) show the secondary side line to ground

fault without and with load, respectively. The fault has occurred in both cases after

itching the The ANN ized them as faults and proper actions
were taken as shown in Figs. 4.5(a) an' (h). The same types of fault occurred without
and with load before the transformer was switched on, are shown in Figs. 4.5(c) and
(d). The ANN sent the trip signal within three quarter of a cycle. Among the various
types of secondary side faults investigated, the fault between taps seems to be the
most difficult one to detect, due to the lower fault magnitude than the other types.
The margin between the pre-fault and the post-fault currents arc low as can he seen
from Figs. 4.6(a)-(d). Like the other fault cases, the fault between taps is also tested
by switching the transformer initially with no fault as shown in Figs. 4.6(a) and (h)

for no load and load conditit ively. The ANN gnized the faults

d

sent corresponding trip signals. The ANN responses for the same types of fault that
already existed while the transformer was switched on, were also observed as shown
in Figs. 4.6(c) and (d) for no load and loading conditions, respectively. The ANN
again sent the trip signal by recognizing the fault. The responses are prompt, and are
within one cycle in most cases. For the particular case of fault hefore inrush without
load as shown in Fig. 4.6(c), the ANN responded after a cycle time period. The extra
time is required because of the sustaining inrush effect on the fault current. Although
many inrush cases were tested, two sample inrush test results are presented in Figs.

4.7 (a) and (b). The ANN respouses for both the negative and positive inrushes are
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observed in Figs. 4.7(a) and (b), respectively. The ANN ized the

as inrushes and thus did not send any trip signal output. The inrush shown in Fig.
4.7(b) is an inrush with load and as can be seen, it is quite different from the inrush
without load as shown in Fig. 4.7(a). Unlike the no load inrush case, this inrush with
load has non-zero current for both positive and negative cycles. However, the ANN
recognized it as an inrush. The ANN took the correct decision for the steady state
over-excitation cases as shown in Figs. 4.7(c) and (d) for no load and load conditions,
respectively. As expected, the ANN never interrupted the control signal; because the
over-excitation within a range of about 40% is treated as no fault condition. Since
the ANN algorithm does not rely directly on the harmonic contents of the current for
restraining the relay, the harmonic distortion of the current under such over-excitation
does not affect its performaunce. The harmonic restraint algorithms, however, depend
directly on the fifth harmonic content of the over-excitation current to prevent the

operation of the relay which may be sometimes misleading.

4.4 A Comparison Between DFT and ANN

The power of the ANN lies in its pattern ition and
The proposed ANN algorithm is based on the current signatures verification. The
knowledge the ANN gathered during the training is exploited later on. It should be
mentioned that although there is a large number of data which the ANN has been
trained with, the ANN will always experience new patterns. There may be possible
deviations of the patterns from what it has been trained with. There are distortions
of the current data due to many reasons such as current transformer saturation, load

tap changing, introduction of dc offsets from the measuring equipment, etc. Basically,
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these distortions affect the harmonic contents of the current. In this work, some
simple but realistic tests are performed by changing different harmonic contents in
the original experimental data. The performances of the ANN are then compared with
the performances of the discrete Fourier transform (DFT) algorithm which s one of
the recognized efficient digital relaying algorithms [2] for transformer protection. The
ANN responses are equally good and even better in some cases as the algorithm docs
ok vely directly on the harmonic conteuts. Also due to its generalization capability,
the ANN is able to recognize the current patterns if the deviation is within a certain
range. The followings are some of the test results obtained from the ANN and DFT

algorithms. The tests are performed through simulation.

4.4.1 Distortion in the inrush current

The second harmonic content of the inrush current is varied by a multiplication factor
of 0.5-1.5. The ANN has no problem identifying it within this range. An example
is shown in Fig. 4.8(a) where the original inrush current is distorted by reducing
the second harmonic content of the current by 1.35 times. The ANN never gave a
trip signal output. On the other hand, since the DFT algorithm for the transformer
protection depends directly on the second harmonic content, the relay trips at about
27th sample as shown in Fig. 4.8(b). Both the second harmonic to fundamental ratio
and fifth harmonic to fundamental ratio fall below their threshold values of 17.7%
and 6.5%, respectively as shown in Fig. 4.8(c). Although in practical situations, the
relay may be delayed to trip to ensure that it is not a false alarm, the ambiguity
remains in this type of algorithm. This example shows that the ANN algorithm is
less sensitive to the variations in the harmonic contents of the current. In the next

test, a dc offset is introduced in the original inrush current data. In the example
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shown in Fig. 4.9(a), a negative offset of -0.4 p.u. is chosen. The ANN responds
perfectly as it recognizes the current as inrush, whereas the DFT algorithm gives a
trip signal output at the end of the fifth cycle. At this point, the second harmonic
to fundamental ratio falls below the second harmonic threshold due to the small de
offsct. The results are illustrated in Figures 4.9(a)-(c).

Tests were carried out with inrush data in which the fifth harmonic content have
been changed over a range of 65% ~ 135%. Both the DFT and ANN algorithms work
properly. In case of the DFT algorithm, the relay is restrained by the second harmonic
content. The ANN is also able to recognize the inrush even after the variation in the

fifth harmonic content in the original inrush current data.

4.4.2 Distortion in fault current waveform

The second harmonic content in the fault current was increased up to 5 times the
original value. Both the ANN and DFT algorithms work satisfactorily, i.c. they are
able to recognize the fault under severe distortions of the waveforms. However, the
time requirement for detecting the fault increases for the DFT algorithm. As shown
in Fig. 4.10(a), the ANN recognizes the fault within three quarters of a cycle time
period when the current is distorted by adding more second harmonic content to its
original value, whereas the DFT took longer time of about one and quarter cycle
as shown in Fig. 4.10(b). The second harmonic to fundamental ratio and the fifth

harmonic to fundamental ratio are shown in Fig. 4.10(c).

4.4.3 Distortion in over-excitation current

‘When the fifth harmonic content of the fault current is increased, the response of

the DFT algorithm is long, whereas, the ANN takes more or less the same time for
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making the trip decision. Thus, the ANN shows its insensitivity to the fifth harmonic
distortion.

The effects of the variation of second harmonic content in the over-excitation
current are not significant. In the case of the DFT algorithm, the relay is usually
restrained from operation by the fifth harmonic content, not by the second harmonic

content. Therefore, a change in the second harmonic content in the aver-excitation

iR

current has i effect on its perfc . The second harmonic content
of the over-excitation current is changed over a range of about 50% to 150% of its
original value. Like the DFT, the ANN also works perfectly in each case.

The next test is performed by varying the fifth harmonic content to over a range
of about 40% to 135% of its original value. The ANN did not give a trip signal for
the variations for the above range. One example is shown in Fig. 4.11(a) where the
fifth harmonic content is changed to 50% of its original value, The DFT algorithm
gives a trip signal output as shown in Fig. 4.11(b). It is too seasitive to the variation

of fifth harmonic current. Because, the DFT algorithm relies directly on the fifth

1 ic to fund 1 ratio for the itati dition. The Rfth harmonic
to fundamental ratic and second harmonic to fundamental ratio are presented in Fig.
4.11(c).

It can be concluded that the off-line test results of the ANN are quite encouraging.
However, the algorithm needs to be verified in real-time. This has been done suceess-
fully in Chapter 5. The following chapter describes the experimental setup and the

on-line test results of the ANN based algorithm for the transformer protection.



Chapter 5

Experimental Results

5.1 Introduction

As an integral part of this work, the simulation of the ANN based algorithm is verified

experimentally. To do this, the first requi is to develop an experi setup.

The on-line implementation of this work involves both hardware and software. In
addition to the setup used for data acquisition as discussed in Chapter 4, this setup
requires the software implementation of the ANN based algorithm which has been
done using a digital signal processor DS-1102. The interfacing between the software
and the hardware is also necessary. Before discussing the cxperimental setup used
in this work, a typical digital relaying scheme is illustrated in the following section.
Next, the experimental setup for this work is described in details. Finally, the on-line
Lest results for different maguetizing inrush, over-excitation and different fault cases

are presented.
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Figure 5.1: Functional block diagram of the relaying scheme:

5.2 A Typical Digital Relaying Block Diagram

A stand alone DSP based digital relay has two main components i the hardware

and the software. The functional block diagram of a typical digital relay is shown in

Fig. 5.1. The hardware usually consists of the following features.

® The hardware should provide a data acquisition system. The data are usu-

ally current signal and/or voltage signal depending on the relaying algorithm.

Therefore current transformers (CT) and potential transformers (PT) are pro-

vided with proper scaling.

o Analog inputs are required to be passed through a low-pass filtor before sampling

in order to avoid aliasing. The cutoff frequency of such filter depends on the

application of the relay. The cutoff frequency for harmonic restraint differential

relay for transformer protection must be at least 300 Iz in order to preserve
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the fifth harmonic component which is used for restraining in some cases.

o The sampling is done in the digital signal processing (DSP) board. The sampling
frequency must satisfy the Nyquist rate which is twice the cut-off frequency. The
hardware should be capable of sampling at least-at this rate. Also, depending
upon the algorithm to be used for the relaying, the sampling rate may vary.
A typical range is about 4 - 20 samples per cycle [81]. The software may be

designed to down sample the data as desired.

5.3 Real-time Implementation

The ANN based algorithm was tested on-line on the 5 kVA, 230/550-575-600 core type
three phase laboratory power transformer. The complete relaying scheme consists of
both the hardware and the software. The processing is performed in software using
the DS-1102 digital signal processor. A program is written in C language for this
purpose. The software loads the values of the weights and biases of the ANN, which
have been obtained through the training. These values are used for the processing and

then generating the tripping decision. Figure 5.2 is the block diagram of the on-line

implementation of the ANN based relay for P i The i 1
setup is also shown in Fig. 5.3. When the DSP is started, it continuously takes the
differential current sample through the DSP's analog channel and converts it to the
digital data using its buill-in D/A converter. The sampling time used for the data
acquisition is 960 Hz i.e. 16 samples per cycle. The digital data are sent to the DSP’s
memory through the host PC. The most recent data are stored in a circular buffer of
size 16 such that the 17th previous sample data are automatically dropped off from

the buffer. These 16 current samples are the inputs of the ANN. The processing is
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Figure 5.3: Experimental setup
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done in two steps :- propagation of the input to hidden layer and then the hidden
layer to the output. In both the hidden layer and the output layer, hard-limiters are
used as the transfer functions of the neurons. Finally the output of the ANN is sent
to the control circuit through the DSP’s built-in D/A converter. The flow chart of
the software for implementing the real-time ANN based power transformer protection
scheme is illustrated in Fig. 5.4.

For the experimental testing of the ANN algorithm under different inrush and
fault conditions, a number of switches are used. The experimental set-up with the
switches is shown in Fig. 5.5(a) and (b). There are mechanical as well as electronically
controlled power electronic switches. The purpose of these switches are to simulate
different inrush and fault conditions; also to interrupt the circuit against fault in real
time. A brief description of these switches are given as follows.

The main switch SW1 is a mechanical switch to turn on the power supply unit
as shown in Fig. 5.5(a). A set of three triac switches are used in series with the
supply as indicated by SW2 in Fig. 5.5(a). This is controlled through a momentarily
contact switch using a control circuit and the control circuit is designed in such a
way as to allow the contact for three cycle Llime period. Tle detail of the control
circuit is given in Appendix-A. This is provided for two reasons - (i) in order to
perform the on-line test under various inrush conditions and those fault conditions
where the faults had occurred before inrush and (ii) in order to avoid any possible
damage to equipment in case of any failure in the ANN controlled switches during
the faults in the transformer. Therefore, during the experiment, it is ensured that

under no cil the f would i a fault for more than three

cycles. Another three phase mechanical switch SW3 is used in parallel with switch

SW2 as illustrated in Fig. 5.5(a). This is normally opened, and is closed manually
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for testing the fault conditions which occurred after an inrush. In such cases, the
switch SW2 is bypassed by closing the switch SW3. A set of three triac switches,
SW4 are kept always in series with the supply. This is electronically controlled by
the digital signal generated from the ANN. These switches are closed under normal
operating conditions and only opened if there is a trip signal output from the ANN
through the DSP corresponding to a fault. The details of the control circuit is given
in Appendix-A. In this scheme, the control signal is the complement of the trip signal,
i.e. when the trip signal is high, the control signal is low and vice versa. Thus for
all conditions except the fault, the trip signal of 0 represents 5V of control signal
which closes the contacts of the triac switch, On the other hand a trip signal of |
during fault results in a 0V control signal which opens the triac switches and thus
protects the transformer against the fault. Also, a three phase switch SW5 is used
for connecting the secondary side of the transformer to the three phase load.

For each fault condition, a branch consisting of a resistor and two switches ~ SW6
and SW7, connected in parallel, is used as shown in Fig. 5.5(b). This branch is
connected between any two points in the circuit depending on the type of the fault to
be simulated. For example, in the case of primary side phase A to phase B fault this
branch will be connected between the points A and B of Fig. 5.2. Both the switches
SW6 and SW7 are normally opened and can be manually closed. SW6 is a triac
switch which is controlled by a control circuit with momentary contact switch and
it allows a connection for three cycle time period. The momentary contact is made
while the mechanical switch SW7 remains opened for testing the fault conditions
which occurred after the energization of the transformer. For testing all other cases,
this switch is bypassed by closing the switch SW7.

Table-5.1 summarizes the order of switching and the states of the switches for
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different conditions.

5.4 On-line Test Results for One Phase

The experimental setup was used to test the performance of the ANN algorithm
under various inrush, fault and over-excitation conditions. It should be noted that the
ANN is trained with single phase data assuming that similar result will be obtained
corresponding to the other two phases. Therefore, it is important to ensure in real-
time whether this assumption is true. At first, the algorithm is implemented for the
single phase case i.e. the ANN takes only one phase data at each instant and then
depending on that, it generates the decision. Some of the sample results are shown
in Figs. 5.6 and 5.7. As can be seen from Figs. 5.6 and 5.7 that the ANN accurately
distinguishes the fault current and inrush current and thus produces appropriate trip
signals. However, if the same fault occurs in different phases and everything clse
remains the same, the ANN may not be able to identify the fault as the current in all
three phases will not be affected significantly. One such example is shown in Fig. 5.8,
where a phase to phase fault occurred in the primary side which involved phase B and
phase C. As can be seen from the Fig. 5.8, although there was a fault, the differcntial
current measured at phase A was not significant enough to be recognized as faull.
Therefore, the relay did not respond appropriately. However, it is to be noted that
the other two phase currents in Fig. 5.8(b) are quite significant. Therefore, if the
same fault occurs, but the current of either phase B or phase C is measured and used

by the ANN, it will be able to detect the fault. This has been successfully verified.
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The next step is to implement the complete scheme for the three phases such that if
the fault occurs involving one or more phases, the ANN should be able to detect the
fault. This can be done in a number of different ways as described in the following

sections.

5.5 On-line Test Results for Three Phases

1t is possible to take the current samples for all three phases at each instant and work
with three sets of data for processing by the ANN. However, that might increase con-
siderably the computational burden of the DSP. Alternatively, a combination of the
three phase currents can be generated either in hardware or software and the result-
ing current can be used by the ANN for processing in order to decide whether there
is a fault or not. There are other possibilities too. In this work, four such methods

were and

lly imple d. The results in all four methods are

quite similar for most of the cases that have been investigated. However, the time
requirement slightly varies. In the first method, three current samples are taken using
the D/A of the DSP at each instant and used by the ANN. The algorithm keeps track
of three sets of data window of length 16 corresponding to the three currents 8iy, §ip
and éiz, and passes the data windows one after another through the same ANN until
a trip signal is obtained. If a trip signal is obtained, without checking any further,
it sends the trip signal through the DSP’s D/A channel. This takes more than one
cycle time period to identify a fault in the worst cases. The time requirement varies
as it depends on the phases involved in the fault. Thus, the method is not unbiased.
Also, the computational burden for the DSP is increased considerably.

However, the second metlod is based on a addition of three current samples. All
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three currents are taken and added in the software. It only keeps track of one dati

window. The method is unbiased but the computational burden is still high.

The third method involves measurement and calculation using two sets of current
samples instead of three. This is based on the assumption that any two of the three
currents will bear enough information about the fault and thus, the calculation in-
volving the third current can be avoided. Two phase currents was added in hardware
and taken through the A/D channel of the DSP. The added value is used as the input
of the ANN. This works quite satisfactorily. Faults are detected within a cycle time
period in most of the time. However, as it takes only two out of three phases, the
method is biased.

Finally, an unbiased method is chosen in which three current samples are taken
and an electronic circuit is designed to add these three currents. The added current
sample is taken as the ANN’s input. The method is unbiased and faster because it
is a less burden to the DSP. All tests were performed using this method for different
insash, fault and over-excitation conditions and the results are described with exper-
imental figures in the following sections. The figures used are plotted directly from
the oscilloscope. The dilferential currents in three phases and the control signal for

switch SW4 which is derived from the ANN’s output, are shown in the plots.

5.5.1 Magnetizing Inrush

This magnetizing inrush test was performed by switching SW2, while: switch $W1

hundred tests were performed by random switching and it has been observed that the
ANN never gives a trip signal output. The tests were performed both at load and

no load conditions. Some of the sample results are shown in Figs. 5.9 and 5.10. It
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Figure 5.10: ANN response to an inrush with a positive peak in phase B with load: (a)
control voltage and differential current in phase A, (1) differential eurrents in phase

B and phase C. (Y-scale 1V = 12.5 A).
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Figure 5.11: ANN response to an inrush with a negative peak in phases A without
load: (a) control voltage and differential current in phase A, (b) differential currents

in phase B and phase C. (Y-scale 1V = 12.5 A).
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Figure 5.12: ANN response to a negative inrush in phases A with load: (a) control
voltage and differential current in phase A, (b) differential currents in phase B and
phase C. (Y-scale 1V = 12.5 A).



114

is clear from the Figs. 5.9 and 5.10 that although the current magnitudes are quite
high, at least in two phases, the ANN is able to recognize it as a no fault condition
and hence, there was no trip signal output. Fig. 5.9(a) shows the control voltage
derived from the decision of the ANN and the differential current in phase A for an
inrush without load. It should be noted that like the fault cases, the inrush currents
were also not allowed to flow for more than three cycles. Figure 5.9(b) shows the
currents in other two phases for the same inrush condition. Figures 5.10(a) and (b)
illustrate the control voltage generated from the ANN decision and the three phase
currents for an inrush with load.

An example of negative inrush in phase A and without load is also illustrated in
Figs. 5.11(a) and (b). It is observed during hundreds of switching of the transformer
that the directions and shapes of the currents in three phases are difficult to predict
beforehand [77). However, it does not affect the operation of the ANN as it works
with the absolute values of the current samples. A negative inrush condition with load
are illustrated in Figs. 5.11(a) and (b). The inrushes with load have quite different
patterns than those with no load. Nevertheless, the ANN had no problem identifying
them as inrushes; the control voltages remained high all the time as indicated in
Figs. 5.12(a) and (b). The ANN worked perfectly both for no load and with load
conditions. Simulated data for training may cause mal-operation of the relay as it is

quite difficult to accurately simulate different types of inrushes.

5.5.2 Internal faults

All fault tests were performed by connecting the faulty branch between the two points
in the trausformer involved in the fault. The test results are presented for four

different conditions which include whether the fault has occurred before or after
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switching the transformer, and the loading conditions. The figures for the fault tests of

the three phase impl ion are p d th hout the thesis, unless otherwise

stated, in the following manner:

(a) control voltage and differential current in phase A,

(b) differential currents in phase B and phase C,

for faults occurred

i) after energizing the transformer without load, ii) after energizing the transformer
with load, iii) before energizing the transformer without load, iv) before energizing
the transformer with load.

All fault tests were performed in all three phases and they were found to be
consistent. Of the three sets of results obtained, one set of results is presented in this
chapter. The remaining test results are given in Appendix-C.

i) Primary side Phase-to-Phase Fault

This test was performed by connecting the faulty branch between phase A and phase
B in primary side. Figures. 5.13(a) and (b) depict the differential currents in three
phases and the control voltage for no load. In this figure, the faulu occurred long
after the transformer was energized and therefore, there is no inrush effect on the
fault. As can be seen from Fig. 5.13(a) the control voltage goes down to zero in
about 16 ms after the inception of the fault. It should be noted here that there is
a delay between the trip signal output from the ANN and the interruption of the
current in the circuit. This is because of the fact that the triac switches cannot he
turned off until the current through them goes to zero even if the control signal is

withdrawn. This is not a problem for practical applications, because, these switches

will be replaced by modern circuit breakers. It has been observed that the ANN

produces the trip signal output within a cycle time period and thereby protects the
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Figure 5.13: ANN responses to a primary side phase A to phase B fault without load

and occurred after inrush: (a) control voltage and differential current in phase A, (b)

differential currents in phase B and phase C. (Y-scale IV = 12.5 A).
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Figure 5.14: ANN responses to a primary side phase A to phase B fault with load
and occurred after inrush: (a) control voltage and differential current in phase A, (h)

differential currents in phase B and phase C. (Y-scale 1V = 12.5 A).
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Figure 5.15: ANN responses to a primary side phase A to phase B fault without load

and occurred before inrush: (a) control voltage and differential current in phase A,

(b) differential currents in phase B and phase C. (Y-scale 1V = 12.5 A).
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Figure 5.16: ANN responses to a primary side phase A to phase B fault with load
and occurred before inrush: (a) control voltage and differential current in phase A,

(b) differential currents in phase B and phase C. (Y-scale 1V = 12.5 A).
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transformer agaist the fault.
Also, it is important to test the performance of the ANN with load. This has been
done as shown in Figs. 5.14(a) and (b). As expected, the ANN again sent the trip
signal output and thus the control signal went to zero. The performance of the ANN
was also tested while switching on a fault with both no load and load. The results
are as shown in Figs. 5.15 and 5.16. Again the ANN detected the fault within one
cycle time period. The above four tests were also carried out in the other two pairs
of phases i.e. phase to phase fault between phases B and C, and between phases C
and A. The results are shown in Appendix-C. The ANN was able 1> respond properly
in all cases and in most of the cases, the response is within one cycle of the fault
inception.
ii) Secondary side phase to ground fault
This test was carried out by connecting the faulty branch between phase A and
ground in secondary side. The switchings are dove using Table-5.1 according to the
corresponding test conditions. Figures 5.17 (2) and (b) illustrate the results for the
fault which has occurred after the transformer was energized without load. The
results for the same fault with load is shown in Fig. 5.18(a) and (b). The results
for the same fault, but already existed when the transformer was switched on, are
presented in Figs. 5.19 and 5.20 for both no load and loading conditions, respectively.
The ANN again took the right decisions and sent trip signals within one cycle in all
cases, Similar results were obtained when the tests were performed in the other two
phases i.e. phase to ground faults in phases B and C. The results for these two phases
are illustrated in Appendix-C. The control signal went down to zero within a cycle
time period and thus interrupted the fault current through the transformer.

iii) Secondary side phase-to-phase fault



121
Trig 1.0V CH2

(a)

T
\ Phase A

2v k) 20ms
EXT
(b)
~ Phase B
\ Phase C

2V 2V 20ms
Figure 5.17: ANN responses to a secondary side phase A to ground fault without
load and occurred after inrush: (a) control voltage and differential current in phase

A, (b) differential currents in phase B and phase C. (Y-scale 1V = 12.5 A).
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Figure 5.18: ANN responses to a secondary side phase A to ground fault with load
and occurred after inrush: (a) control voltage and differential current in phase A, (b)

differential currents in phase B and phase C. (Y-scale 1V = 12,5 A).
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Figure 5.19: ANN responses to a secondary side phase A to ground fault without
load and occurred before inrush: (a) control voltage and differential current in phase

A, (b) differential currents in phase B and phase C. (Y-scale 1V = 12,5 A).
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Figure 5.20: ANN responses to a secondary side phase A to ground fault with load
and occurred before inrush: (a) control voltage and differential current in phase A,
(b) differential currents in phase B and phase C. (Y-scale IV = 12.5 A).
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Tests were carried out by connecting the faulty branch between phases A and B.
The switchings are done according to Table 5.1 for the four test conditions. At
first, the transformer was energized and then the fault has occurred. The results are
shown both for no-load and with load in Figs. 5.21 and 5.22, respectively. Also, the
switching of the transformer was performed on the fault with both load and no load.
The results are illustrated in Figs. 5.23 and 5.24 for no load and loading conditions,

ly. In all cases, the

ponses of the ANN are accurate, as expected. It was
able to recognize the fault in about three-quarter of a cycle after the fault inception.

The tests were also carried out for the other two pairs of phases i.e. belween phases

Band C, and phases C and A. The results are given in Appendix-C.
iv) Secondary side fault between taps
This test procedure was done by connecting the faulty branch in between the 550
and 600 V taps in phase A, Switching sequences are given in Table 5.1 for different
conditions. The results are illustrated in Figs. 5.25 - 5.28. It should be noted that
the fault magnitude is quite low in this type of fault. However, the ANN was able
to recognize the fault and sent appropriate signal to the control circuit. Figures 5.25
and 5.26 show the ANN responses and the differential currents in three phases for
the faults between tap without and with load, respectively, and the faults occurred
after energizing the transformer. The same fault, which has occurred before the
energization of the transformer with no load and load are also illustrated in Figs.
5.27 and 5.28. It is worth noting that the margin between pre-fault and post-fault
currents are quite low in Figs. 5.26(a) and (b). However, like all other fault cases,
the ANN was able to recoguize the fault, within a cycle of the fault inception.
Similar results were found while performing the experiments in the other two

phases. The results are shown in Appendix-C.
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Figure 5.21: ANN responses to a secondary side phase A to phase B fault without
load and occurred after inrush: (2) control voltage and differential current in phase

A, (b) differential currents in phase B and phase C. (Y-scale 1V = 12.5 A).
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Figure 5.22: ANN responses to a secondary side phase A to phase B fault with load
and occurred after inrush: (a) control voltage and differential current in phase A, (b)

differential currents in phase B and phase C. (Y-scale 1V = 12.5 A).
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Figure 5.23: ANN responses to a secondary side phase A to phase B fault without
load and occurred before inrush: (a) control voltage and differential current in phase

A, (b) differential currents in phase B and phase C. (Y-scale IV = 12.5 A).
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Figure 5.24: ANN responses to a secondary side phase A to phase B fault with load

aud occurred before inrush: (a) control voltage and differential current in phase A,

(L) differential currents in phase B and phase C. (Y-scale IV = 12,5 A).
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Figure 5.25: ANN responses to a secondary side between tap fault in phase A without
load and occurred after inrush: (a) control voltage and differential current in phase

A, (b) differential currents in phase B and phase C. (Y-scale 1V = 12.5 A).
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Figure 5.26: ANN responses to a secondary side between tap fault in phase A with
load and occurred after inrush: (a) control voltage and differential current in phase

A, (b) differential currents in phase B and phase C. (Y-scale 1V = 12.5 A).
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Figure 5.27: ANN responses to a secondary side between tap fault in phase A without
load and occurred before inrush: (a) control voltage and differential current in phase

A, (b) differential currents in phase B and phase C. (Y-scale 1V = 12.5 A).
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Figure 5.28: ANN responses to a secondary side between tap fault in phase A with
load and occurred before inrush: (a) control voltage and differential current in phase
A, (b) differential currents in phase B and phase C. (Y-scale IV = 125 A).



134

Trig  HFre)  CHZ

10my 2v 20ms  SAVE
Trig  HFre)  CH2

(b)

20mV 2v 20ms SAVE

Figure 5.29: ANN to dy-state over-excitation: (a) without load. (b)

with load; (Y-scale Imv = 0.5 A).
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5.5.3 Steady state over-excitation

This test was carried out by increasing the supply voltage to about 128% of its rated
voltage. Since the laboratory cannot supply more than 230 V directly, the voltage
was stepped up by another step-up transformer which was connected in series with
the test transformer. As can be seen from Fig. 5.20(a), under no load condition, the
current is quite distorted. This is because of the presence of strong fifth harmonic
component. The ANN docs not have any difficulty in maintaining the control signal
ie. it recognizes the current as a no fault situation and therefore restrains from
tripping. This strong fifth harmonic component is used in other digital relaying
techniques [48]. However, unlike the other methods, the ANN relies on the overall
pattern of the current waveform to take the decision. The advantages of this method
over the other methods is that the decision of the ANN does not depend directly on
the harmonic contents of the current as explained in the previous chapter. The same
test was also performed with load as shown in Fig. 5.29(h).

The proposed ANN based algorithm is lly impl Lin real time using

the digital signal processor, DS-1102. The on-line test results are very consistent with

the off-line test results. The response of the ANN is accurate and prompt in all

s,
In most of the fault cases, the trip signal is delivered within a cycle. In the worst
case, the ANN takes about one and half cycle time period to detect the fault. The

ANN has its ability to generalize and thus even if the waveform is distorted to some

extent due to many practical reasons such as CT saturation, de offsets ete., it shonld
work accurately.

The next chapter provides a brief summary of this thesis work. The major contri-
butions are also presented in Chapter 6. Finally, the thesis is concluded by pointing

out some future directions for this work.



Chapter 6

Summary and Conclusions

6.1 Summary

Transformer protection is generally more difficult than protecting other parts of the

power system. This is primarily due to the presence of magnetizing inrush phe-

nomenon in a . The ial scheme with harmonic re-

straiut is commonly used for power ion. The I ic restraint

is required to prevent the mal-operation which may occur due to high magnetizing

inrush current. There exist many digital algorithms based on the harmonic restraint

principle. These algoritl isf ily under the ion that the

work quite
magnetizing current contains a much higher second harmonic component than that

present in the fault current. This assumption is no longer as valid as it was before

the introduction of modern which use low-loss amorphous materials. It
has been reported that modern transformers do not exhibit significant amount of
the second harmonic component in the inrush current [59). The harmonic restraint
algorithms are also based on the fact that the fundamental component present in the

fault current is much higher than that present in the inrush current which may not

136



137

be the case for all types of faults, e.g., the winding fault. The existing methods based
on the harmonic restraint are not quite so reliable for modern transformer protection.

The recent trend for power transformer protection deviates from the harmonic
restraint concept. Voltage and flux restraint algorithms have been developed. How-
ever, these algorithms are also found to be incffective. Some recent techniques have
been developed which use the transformer equivalent circuit model. In such meth-
ods, the transformer parameters are determined from tests and/or taken from design
data. The parameters usually change their values under different operating condi-

tions. Therefore, these i are to variations and hence

not quite reliable.

Realizing the limitations of the harmonic and model based techniques for three
phase power transformer protection, an alternative method is searched for. In recent
years, the artificial neural network has been successfully used in many applications,

particularly in pattern iti Distinguishing between the maguetizing inrush

current and the internal fault current can be considered as a pattern recognition
problem. In this study, an ANN based three phase power transformer protection

scheme is developed. The ion algoril is imple | and tested both off-

line and on-line.

In chapter 1, an extensive literature survey on many existing digital relaying algo-

rithms for transformer protection is carried out. A critical review of these algorithms
gives a clear picture of the problem. The problem involving transformer protection
is identified and a solution approach using artificial neural network is proposed.

The complex but

inrush pl is described clab-
orately for both the single phase aud three phase transformers in Chapter 2. Some

other features, namely CT saturation and over-excitation, etc. which are important
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iderations in designing relays for T ) ion are also included in chap-

ter 2. The basic principle of the I ic restraint dil ial relaying is described

using a typical analogue relay. An efficient digital relaying algorithm using the digital

Fourier transform (DFT) is studied th hly. The DFT algorithm is i

on a three phase laboratory power transformer using the digital signal processor board
DS-1102. On-line test results for the DFT algorithm on different magnetizing inrush
and fault conditions are also presented in Chapter 2.

In Chapter 3, the concept and some applications of artificial neural network are

d In recent years, applications of artificial neural network in various power

system areas are becoming increasingly popular. It is, however, important to choose
a proper ANN structure and suitable training algorithm in the case of supervised
learning. Multi-layer perceptron (MLP) is the main-stream of the ANN structure
used in power system applications. A multi-layer feed-forward neural network is used
in this work. At first, the general structure and characteristics of the network are

described and then the design of the ANN for current signature verification for the

f tion is p d. A back i ithm is used to train
the network. The algorithm is also described in detail in Chapter 3. The training
of the ANN for this work is performed using experimental data for large number of
fault, inrush and over-excitation currents.

The experiniental setup for data acquisition is presented in Chapter 4 where dif-
ferent fault and inrush tests are carried out. In order to take into account the various
characteristics of inrush currents, the transformer is randomly switched on many
times using electronically controlled triac switches. It is ensured that under no cir-
cumstances can the fault current flow through the transformer for more than five

cycle time period. Five cycle data are taken in all inrush and fault cases which were
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processed later on for use in training and testing the ANN. Following data acquisition
and processing, the training of the ANN is presented in detail. The ANN is tested
with some of the experimental data and the results are presented i the latter part
of Chapter 4. A study is performed to investigate the sensitivity of the ANN algo-
rithm to harmonic distortion, The original inrush, fault and over-excitation current
data are distorted by varying different harmonic contents. The performances of the
ANN under such conditions are compared with those for the DFT algorithm. The

results are also d

The real time implementation of the proposed ANN based algorithm using the
digital signal processor board DS-1102 is presented in Chapter 5. The on-line experi-
mental results are consistent with the off-line test results. The test is first perfornied
for the single phase case and then extended for three phases, The three phase imple-
mentation is done in four different ways. In all test cases, the responses of the ANN
are found accurate and prompt. In most of the fault cases, the trip signal is delivered
within one cycle time period. In no case, did the ANN take more than one and half

cycle time perio to detect the fault.

6.2 Contributions

The major contributions of this thesis are

o A novel method for transformer protection using an artificial neural network

(ANN) is developed.
o An innovative ANN structure has been designed.

o An experimental set-up for acquiring inrnsh and fault current data is developed.
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o An cfficient digital relaying algorithm based on the discrete Fourier transform

(DFT) is implemented in real time using the DS-1102 digital signal processor.

© The proposed i ive ANN is y in real-

time on a laboratory three phase transformer protection.

o A critical discussion of the ANN and DFT algorithms under various harmonic

distortions is presented.

6.3 Conclusions

The artificial neural network (ANN) is a fairly new concept in the power system

protection. In this thesis, an innovative application of the ANN in a three phase

is d for the first time.

o The inrush characteristic in a three phase transformer is quite difficult to model.
Thus it is better to train the ANN using experimental data rather than using
simulated data for realistic protection of a power transformer. The ANN algo-
rithm trained with the experimental data worked satisfactorily for the protection

of a three phase laboratory power transformer protection.

® Unlike conventional relaying algorithms, the ANN algorithm does not depend
directly on the harmonic contents of the current waveform. Therefore, it is
less sensitive to the harmonic distortion of the current and/or de offset. In
modern transformers with low-loss amorplious materials, there is less second
harmenic component in magnetizing inrush current. The ANN based algorithm

is expected to be reliable for the protection of these modern power transformers.



141

o The ANN algorithm is easy to implement, simple and accurate. The ANN is
prompt as it detects most of the faults within one cycle. At no time is the

response in excess of one and half cycle time period.

o Since the training data for the proposed ANN is obtained through experiments,

the algorithm is i itive to iati CT ion and other

system disturbances.

6.4 Suggestion for the Future Work

The ANN used in this study is a multi-layer perceptron (MLP) whicl is trained with
the back-propagation algorithm. The MLP with back-propagation is successful ia
many applications. The main attractive feature of the MLP is its simplicity, which
is very important in relaying applications. Limitation of this type of network is that
i there is new data, the network has to be retrained with all data, which is time-
consuming. There is a wide scope for research in this arca. Some suggestions for

further works are

« Investigations of other types of neural networks, such as adaptive resonance
theory (ART), recurrent neural networks (RNNs), radial basis neural networks
(RBNNs), ete. that can overcome the limitation of extensive: training time could
be made. However, it should be mentioned that these type of networks are
complex which may cause an extensive computational burden on the available

digital signal processors.

o Experimental investigations of the effects of some other power system distur-

bances on the ANN based algorithm need to be carried out.
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® Field testing of the ANN based stand-alone transformer relay should be under-

taken.

o Electromagnetic transient program (EMTP) simulation package is one of the
standard tools in power system analysis and protection studies. Incorporation
of the ANN in the EMTP program may improve the usefulness of the computer

software packages for power system protection.
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Appendix A

Triac switch and control circuit

Taput

Figure A.1:

the triac switch

In Fig. A.1(a), +3 and —4 are the input voltage terminals fed from the controlling

circuit. The output terminals 1 and 2 are open if there is no voltage at the input

Zero
Voltags
Gireas

(a)

output

2 €7

© s
0 oupud” L
=

(a) Equivalent circuit of the triac switch, (b) control circuit to operate

terminals and shorted if 3 — 32 volts are applied to the input terminals.

A control circuit is used to operate the triac switches so that it allows the current
to flow through the transformer for five cycles for data acquisition purpose and three
cycles for on-line testing purpose. The control circuit is shown in Fig. A.I(b). The

pulse width of the control voltage is calculated by the formula T = 1.1 Ry Cy. In

155



our case, all switchings are done for 5 cycles i.e. 83.5ms for 60 Hz signal. The design

parameters are /; = 100 KQ, C; = 14F, R =10 KQ, C; = 0.014F.



Appendix B

Weights and Biases for the ANN

B

Wi

.1 Hidden layer weights and biases

Columns 1 through 7

2.0885 -1.2420 -1.8562
2.1140 2.8667 2.5800
-0.1272 -0.5374 2.0195

Columns 8 through 14

-2.9266 1.0115 0.2806

2.5816 -0.0171 2.3640

1.7.01 1.5374 2.3781

-3.0994
1.2313
-1.0126

~2.3452
5.0790

0.27.0

~1.9809
1.3366

-0.2421

-0.6182
0.8606

2.6971

-1.0208
-0.3571

=1.4579

=1.1746
0.9524

0.1068

0.7947
2.1816

2.0722

-1.1807
0.8980
1.2874



Columns 15 through 16
~1.6967 0.3633

2.3383 2.1806
0.2031  =-2.0512

0.0806
~-15.8455
4.3342

B.2 Output layer weights and biases

W2 =
0.0396 2.2585 3.9311
B2 =

=-3.8410



Appendix C
On-line test results

As mentioned, the ANN based algorithm for transformer protection is tested on-line
on a three phase, 230/550-575-600V, 5 kVA transformer using DS-1102 digital signal
processor. The fault tests are done in all three phases and the test results for one of
the phases are presented in Chapter 5. This section provides the rest of the on-line

test results of the three phase implementation of the ANN based algorithm.
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Figure C.1: Primary side phase B to phase C fault, occurred hefore inrush — (a),(b)

without load; (c),(d) with load; (1V =12.5 A).
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Figure C.2: Primary side phase B to phase C fault. oceurred after inrush - (a),(b)

without load; (c),(d) with load; (1V = i2.5 A).
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Figure C.3: Primary side phase C to phase A fault, occurred before inrush - (a),(b)
without load; (c),(d) with load; (1V = 12.5 A).
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Figure C.4: Primary side phase C to phase A fault, occurred after inrush - (a),(h)

without load; (c),(d) with load; (1V = 12.5 A).
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Figure C.5: Secondary side phase B to ground fault. occurred before inrush - (a),(b)

without load; (c),(d) with load; (1V = 125 A).
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Figure C.6: Secondary side phase B to ground fault, occurred after inrush - (a),(h)
without load; (c),(d) with load; (1V = 12.5 A).
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Figure C.7: Secondary side phase C to ground fault, occurred before inrush - (a),(b)
without load; (c),(d) with load; (1V = 12,5 A).
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without load; (c),(d) with load; (1V = 12.5 A).
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Figure C.9: Secondary side phase B to phase C fault, occurred before inrush - (a),(b)
without load; (c),(d) with load; (1V = 12.5 A).
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without load; (c),(d) with load; (1V = 125 A).
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Figure C.11: Secondary side phase C to phase A fault, occurred before inrush - (a),(b)
without load; (c),(d) with load; (1V = 12.5 A).
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Figure C.12: Secondary side phase C to phase A fault, occurred after iurush - (a),(b)
without load; (c),(d) with load; (1V = 125 A).
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Figure C.13: Secondary side between tap fault in phase B, occurred before inrush -
(a)y(b) without load; /2),(d) with load; (1V = 12.5 A).
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Figure C.14: Secondary side between tap fault in phase B. occurred after inrush -

(a),(b) without load; (c),(d) with load; (1V = 125 A).
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Figure C.15: Secondary side between tap fault in phase (!, occurred before inrush -

(a),(b) without load; (c),(d) with load; (1V = 12.5 A).
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Figure C.16: Secondary side between tap fault in phase C, occurred after inrush -

(a),(b) without load; (c),(d) with load; (1V = 12,5 A).
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