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Abstract

In land mobile radio communications, it is well known that almost 95% of the
radio links between transmitter and receiver are non-line-of-sight. The propagation
loss between transmitter and receiver is heavily dependent on the terrain features,
Hence, this thesis examines and improves the CRC propagation loss prediction in
two main aspects.

One is to create a higher resolution and more accurate digital terrain data
base based on the CRC data base. The developed procedure is as follows. lor a
given area of interest first the complete quadratic two-dimensional interpolation for
elevations and the weighted vote method for surface codes are applied to augment
the CRC data base from 500 meters spacing to 100 meters spacing. If the contour
from the augmented data base is not checked with the topographic map, then the
data of missed critical terrain features are taken directly from the topographic map
and are used to correct the augmented data base. In this step, the triangular
interpolation scheme is introduced to modify the elevations, and the weighted vole
method is used to modify the surface codes. There are cight surface codes which
indicate tree, bare ground, fresh water, suburban, marsh, seawater, urban core
and unknown type. As the result of the modificd data base, the evaluations of
diffraction, reflection, tropospheric scattering, urban, and scason losses are more
accurate. Thus, the total propagation loss prediction is greatly improved.

As another major work in this thesis, the modified diffraction loss prediction
model is proposed. It involves: (a) for the implementation of the de Assis method,

the radius of curvature of rounded * crest s d ined by least-sq;




parabolic fitting; (b) the Deygont correction factor is first applied to deal with mul-
tiple rounded obstacles which are close o each other; (c) based on the availability
of much more detailed information from the modified data base, all the defineable
ohstacles in a path profile are taken into account in the diffration los prediction.
It is shown that our propagation loss prediction results are close to CRC results
when the terrain is smooth; but in the irregular terrain, our results provice a

substantial improvement.
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Chapter 1

Introduction

1.1 Statement of the Problem

Propagation loss prediction is the central problem in the planning of mobile
radio services. It is also a very important aspect of the design and development of
mobile radio systems and networks. The applications of propagation loss prediction
include site selection of base station for the optimum signal coverage, or the pre-
diction of cell sizes for cellular radio systems, finding the locations of possible radio
drop-out (dead) zones, examining system performance as a function of transmitter

power, receiver sensitivity, antenna types and heights, etc.

The ion loss, or the tr ission loss in ication systems, is the
total reduction in the radiant power density which propagates from transmitting
antenna to an equivalent loss-free receiving antenna. The transmission loss is af-
fected by many factors such as operating frequency, distance between transmitter
and receiver, antenna heights, curvature of the earth, atmospheric conditions, and

specially for land mobile systems, the terrain features ag hills, trees, buildings. In

land mobile frequency bands propagation except in the local environment of re-

ceiver can be described by several modes as free space propagation, reflection from



the surface of the carth, diffractions over a smooth earth and over irregular terrain

and de obstacles, cefraction of the h h ing, and

superrefraciion and ducting in coastal areas. These propagation effects result in the

reccived signal with slov along the ission path, referred

to as slow fading. Within local environment of receiver, since the mobile antenna
is located close to the ground and is usually in motion, most of the received signals

are reflected from ling objects by A small change

in the location of the mobile antenna and /or any change in the surrounding en-
vironment can cause a large change in the received signal. This kind of rapid and
large amplitude fluctuations is referred to as fast fading. Based on measurements,
slow fading is found to be log normal distribution. The median value of this dis-

tribution is defined as median transmission loss, and the standard deviation of this

distribution is called location variability which a specified
P, ion loss prediction is the prediction of median ission loss. Some

prediction methods also include location variability evaluation. In land mobile ra-
dio ications median ission loss, referred as ion loss in this

thesis, mainly consists of frec space loss, diffraction loss, reflectirn loss, tropo-
spheric scattering loss, urban loss, clutter loss, and season loss. Propagation loss
is heavily dependent on the terrain features. There are basically two methods to

predict p ion loss. One is irical; the other is an analytical method. More

recently, computer program prediction systems which combine analytical and em-
pirical models have come into use. The Communications Research Centre (CRC)
has developed the computer program prediction system which employs a digital

terrain data base to provide terrain information.



The use of the CRC computer program prediction system in some cases does not
provide desirable prediction results. One of the main factors accounting for this
disagreement between prediction and experiments is that the path profiles from
CRC data base are not close to the actual situations. Since CRC terrain data base
has every point 500 m apart, it is always possible to miss some important terrain
features. On the other hand, building a high resolution and accurate terrain data
base by hand-scaling the large scale topographic maps is a very exhausting and
time-consuming task. Therefore, the problem of obtaining a satisfactory data base
at minimum effort still requires solution.

Since almost 95% of the mobile radio links between the transmitler and reg

er
is non-line-of-sight, diffraction is one of the major mechanisms in the propagation.
It stands to reason that any effort made in the improvement of diffraction loss
evaluation will result in more accurate prediction of propagation loss.

As the demand of mobile radio services increases rapidly such as in cellular radio
systems, cell size is getting smaller and smaller to accommodate a large number

of subscribers. This situation has made necessary a parallel development of more

accurate and practical techniques for the propagation loss pred

1.2 Literature Review

In the area of ion loss diction, a variety of th ically or exper-
'y Yy P

imentally based models have been developed since 1930's. Most of them are not
specifically for application to land mobile channel and more in gencral perspective.
As in land mobile radio communications, terrain features are the main parameter

to the propagation loss prediction, a number of models reported in the literature



will be reviewed with emphasis on the degree o .which they account for terrain
characteristics, as regular or irrcgular terrain; urban, suburban, or open areas; or,
hills, trees, buildings.

‘The basic theoretical model is the free space model which predicts propagation
loss due to radial spreading in an ideal region without boundaries [1]. It is the func-
tion of the distance between transmitter and receiver, and the operating frequency.
It is normally used as a reference for losses caused by various other propagation
mechanisms.

In 1937, the plane carth model was derived [2] to give the median transmission
loss as the function of distance, frequency, and antenna heights of transmitter and
recciver. This model treats the earth as a plane surface with finite conductivity, and
it does not include any effects of terrain features. In 1957, J. Egli applied this plane
carth model with adding ‘terrain factor’ which is obtained from empirical formulas

uniform

[3]. This terrain factor considers only i h terrain and
hilly terrain, and it does not distinguish rural or urban areas. In 1970, J.P. Murphy
gave median transmission loss by summing the plane earth loss and median terrain
factor [4]. He used empirical data from the plains and mountains of Colorado which
is applicable for rural areas. It also does not apply to irregular hilly terrain. In 1977,
still based on the plane earth model, K. Allsebrook and J.D. Parsons developed a
model specifically for urban environments using data from three British cities [5].
‘This model can be continuously adjusted to take into account the losses due to
buildings. It can also apply to statistically irregular hilly urban areas.

While the above models were developed by combining the plane earth model

with empirical formulas of terrain factor, Y. Okumura gave the prediction curves



completely based on the extensive measurements made in Tokyo and surrounding
suburbs in 1968 [6]. This prediction is specially for land mobile systems. In 1980,
M. Hata added to Okumura’s original worlc by deriving casily used formulas [7}. In
this model, median field strength is given in function of frequency, distance, antenna
heights of the base station and mobile station, and four types of regions asopen area,
suburban area, medium-small city, and large city. The definitions of environmental
iypes are valid only for the buildings in Tokyo. This model became onc of the most
commonly used models and is more suitable for urban arca. llowever, it does not
take into account the diffraction loss due to irregular terrain,

For .sregular terrain, one of the main problems is how to deal with the diffraction
over the obstacles. From his publications in 1947 [8] and in 1977 [9}, K. Bullington
analytically dealt the smooth curved carth with three idealized types of terrain
such as no obstruction, a single sharp ridge, and multiple hills. e treated hills
which are well separated and of irregular height based on an approximate solution
of diltraction over two knife edges. He replaced the terrain profile by an equivalent
single knife-edge. This method seriously oversimplifies the situation when large
numbers of hills are involved, and is not satisfactory for two or more nearby hills
of relatively uniform height. In 1963. K. Furutsu gave the formulation in terms of
an integral equation for diffraction past an arbitrary sequence of smooth rounded
obstacles [10]. However, this formulation does not lend itself to numerical cvaluation
except for few special cases. Explicit solution for double knife-edge diffraction was
given by G. Millington in terms of a double Fresnel integral that was evaluated
using geometrical arguments [11]. For an arbitrary number of knife-edges, S.W. Lee

achieved analytical solutions for the special case when transmitter, receiver, and
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edges all licin a common plane by using path integral methods [12]. J.H. Whitteker
attempted to give a ray representation for multiple knife-edge diffraction in terms
of a single modified line source above the preceding diffracting edge [13]. However,
this simple ray model is only valid for a few edges. The problem of evaluating
diffraction by irregular terrain is still required to be solved.

For propagation loss prediction, one of the most popular methods is Longley
and Rice method. This method, as a form of computer program, gives long-term
median transmission loss over irregular terrain, The computer programs lave been
revised several times from 1968 to 1985, and many modifications have been made
[14], [15). This method requires a series of input parameters as: frequency, polar-
ization, path length, antenna heights above ground, surface refractivity, effective
carth's radius, climate, ground conductivity and dielectric constant. It also requires
detailed terrain profile in order to obtain other input parameters, such as effective
antenna heights, horizon distances of the antennas, horizon elevation angles, the
angular distance for a transhorizon path, and terrain irregularity of the path. The
programs have two distinct parts, one is the prediction of median transmission loss,
the other the prediction of signal variabilities. In median transmission loss pre-
diction, it has the resuits which agree with Bullington model in line-of-sight mode
and diffraction mode [16]. For diffraction by a knife-edge obstacle, however, it does
not take into account the attenuation when the obstacle penetrates the first Fres-
nel zone below the central ray between the transmit and receive antennas. This
is a deficiency since mobile propagation usually has first Fresnel zone penetration

near the recciver. In signal variability prediction, A.G. Longley developed equa-

tions of location variability as a function of length and the terrain i 1



parameter [17]. The variabilities also depend upon the effective transmitting and

receiving elevali Longley-R include digital terrain data
bases which have considerable effects on the accuracy of the predictions. Since
the predictions are sensitive to the effective antenna height of the receiver which is
determined from the ground elevation of the receiver, any small change in the sur-
rounding terrain of the receiver causes sizcable change in median transmission loss.
Also, small changes in terrain elevations near receiver may intercept the central ray
between transmitter and receiver, so that cause a considerable change in median
transmission loss. In addition to these effects, depending upon the accuracy of the
digital terrain information used, whether an obstacle is present or absent may often
be due to data base factors rather than due to actual physical situations. More-
over, in relatively smooth terrain area, large variations in signal variabilily may be
because of digital data base factor.

There is another popular prediction method known as the Lerrain integrated
rough earth model (TIREM) [18]. This computer program has several versions
developed from 1983 to 1987. The method requires detailed terrain profile for a
series of basic parameters as effective anlenna heights, radio horizon distance, path
angular distance, etc..., so that it also includes digital data bases. It has different
definition of effective antenna height from that of Longley-Rice model, but has the
same way for determining terrain irregularity. TIREM contains three modes for

line-of-sight paths and nine modes for non-line-of-sight paths. It predicts median

loss using Longley-R irical equation [19], or Longley-Ric:
method or weighted combination of these two, based on different frequency ranges.

One problern with this model is that, for line-of-sight paths, it predicts a sizeable



region wherein changes of the transmitter height have no eflect on the transmis-
sion loss. Another problem is that the Longley- Reasoner equation has very little
dependance on psfi length. This does not agree with the results predicted by
Bullington model and that measured by Okumura, because the equation is pri-
maily for point-to-point communication paths. Since median transmission loss is
dependent primarily on the effective receiver height, the method for determining
this parameter has significant effect on the results. The method used in TIREM for
determining this parameter s different from that in Longley-Rice model, so that
the results are also different.

According to the comparison of prediction methods made by J.F. Aurand and
R.E. Post [20], CRC (Communications Research Centre) method is the most ac-

curate one, based on the degree to which one ts for terrain ch:

This method is the basis of the research work in this thesis. CRC method is in
the form of a computer program system with digital terrain data base which covers
most parts of Canada. It has been revised several times from 1981 to 1990 [21],
[22). This method includes two main models: a detailed model which is used when
evaluating detailed terrain profiles, and irregular terrain model when only general
features of the terrain are available. The detailed model consists of free space loss,
diffraction loss or reflection loss, urban loss, tropospheric loss, clutter loss, and time
variability. The irregular terrain model is Longley-Rice method reported in 1968,
with adding clutter loss and time variability. The clutter loss takes into account
buildings or trees which are close to either the transmitting or receiving antenna.
Since this method uses the terrain profiles reconstructed from topographic data

base, the problems about using digital terrain data base mentioned above also ex-
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ist. Moreover, because CRC data base has every point 500 metres away from cach
other, important terrain features may be missed within this interval. This is one of
the main factors which defeats the accuracy of prediction results. A modification
by which more points are inserted in the data base, making elevation values more
precice is very necessary.

As mobile communications are demanded more and more in high population
areas, the treatment of buildings is one of the essential matters. In 1988, . L. Betoni

and J. Walfisch published one t ical model for predicting the effect of buildings

on the median transmission loss [23]. This model treats the buildings in urban
and suburban areas with fairly uniform height and in rows with small separation
between neighboring buildings. For the interior of multifloored buildings, in 1992
S.Y. Scidel and T.S. Rappaport provided experimentally based models to predict
the effects of walls, office partitions, floors, and building layout on propagation loss
at 914 MHz [24].

From literature reviewed, it is apparent that as personal and land mobile com-

are i ing rapidly, the of propagation loss is required to
be more and more accurate. As the digital terrain data basc is one of the important
factors affecting the accuracy of propagation loss prediction, it is exsential to have
a more accurate terrain data base. More accurate calculations of diffraction loss,
reflection loss, tropospherical scattering loss, and urban loss, etc., are also required

for improving the prediction of median jssion loss.




1.3 Scope of the Work

In this thesis, various propagation modes related to land mobile radio commu-
nications and their loss models are reviewed. The propagation loss prediction is
studied based on the CRC work. Since the digital terrain data base is the most im-

di ining the accuracy of ion loss prediction, a major

portant factor in
effort is de’ oted to obtain high resolution and accurate terrain data base and path

profiles. A modification procedure to CRC terrain data base is developed which

let. dratic & 1

includes two steps. This dification employs pl
linear triangular interpolation, and weighted vole method. As diffraction mode is
one of the main propagation modes, an effort is also made to improve diffraction
loss evaluation in three aspects:

(i) determining the radius of curvature of obstacle’s crest;

(ii) applying a new correction factor due to closeness of obstacles;

(iii) taking into account all the obstacles in a path profile.

By modifying CRC program system to accept the modified data base, to con-
struct the path profiles, to evaluate all kinds of losses based on modified path
profiles, and to impl the improved diffraction loss evaluation, the improved

total propagation loss prediction is obtained.
1.4 Organization of the Thesis

This thesis is organized as follows:

Chapter 2 presents various propagation modes and their loss models, such as

Al loss, diff loss, tropospheri ing loss, etc.
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Chapter 3 briefly introduces CRC digital terrain data base, and describes in
details the proposed procedure of the modification to the data base.

Chapler { describes the proposed modified diffraction loss prediction.

Chapter § contains a brief discussions of the total propagation loss prediction
and the program flow charts. A number of the improved results are presented and

compared with CRC results.

Chapter 6 gives the lusion and the dations for future work.



Chapter 2

Propagation Loss Models

In land mobile radio icati the ion loss predi involves

the evaluations of free space loss, reflection loss from the carth surface, diffraction

loss over irregular Lerrain, heric relracti h loss, the

losses due to terrain cover such as trees and buildings, and median transmission
loss variation with time and location. In the following sections, these propagation

losses will be briefly discussed with emphasis on the diffraction loss.

2.1 Free Space Loss

Models for radio propagation all begin with the concept of two point source
antennas in free space separated by a distance d. Radiated from transmitter point
antenna with source power P, the radio wave energy spreads out uniformly in all

directions and the power at receiver point source antenna will be

w

T Cind? 1)

where A is the effective aperture of receiver point antenna and is expressed as

A=Z, (22)



A is the wavelength of the operating signal.

The free space loss factor Iy is defined as:

% (2.3)

Usually the free space loss is presented in the logarithmic form:
L= 105(4%'). (24
For convenience, Ly is also expressed by:
Ly = 3245 + 20log f(M 1) + 20 log d(Km) (2.5)

where f is the operating frequency.

Generally, free space conditions can be deemed to prevail if the path between
transmitter and receiver has no reflections from the surface of the carth or from
hills, trees, buildings, etc, and no blocking, refraction, diffraction and absorption.

These ditions are rarely d in land mobile icalions; however,

free space loss is used as reference for various other propagation losses.

2.2 Atmospheric Refraction

Radio wave signals radiated at angles above the horizon may be bent around
the curvature of the earth and received at distances beyond the normal horizon,

this is known as b

The amount of hending varies
with atmospheric conditions such as temperature, pressure, and moisture content

of the air. For describing the ion of the here, the refractive index n is

defined as the ratio of the radio wave speed in a vacuum to that in the atmosphere.
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It can be measured directly with a refractormeter. For computational purpose,

radio refractivity N, is defined as
Ny=(n—1)+10°% (2.6)
It can also be obtained from measured values of the physical parameters by [25]:
c 56
N,y = T16(7) +3.73 4 10%(5) (2.7)

where C is the total atmospheric pressure in millibars, e is the partial pressure of
water vapor in millibars, and T is the absolute temperature in degrees Kelvin, At
the surface of the earth the radio refractivity is an average of about N, =301 and
about 260 at 1 Km above the surface in temperate climates.

The effect of atmospheric refraction is taken into account by the effective earth
radius which is the multiplication of the actual earth radius and the equivalent
carth radius factor K. The K factor corresponding to an atmosphere with a linear
gradient, of refractive index dn/dh can be calculated from

1

K=
1+2x5

(28)

where a is the true radius of the earth, and dn/dh is the gradient of n with respect
to height in the portion of the atmosphere affecting the radio path. The effective

carth radius R. can be obtained by R. = K *a, or

(29)

The propagation loss evaluations in the following sections are all based on the
cffective carth radius. By using this concept to draw path profiles, ray paths can

be represented as straight lines, greatly simplifying ray tracing procedures. The
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only restriction for using straight lines is that heights above the surface must be
small compared with the earth’s radius.

Since the equivalent carth radius factor A" expresses the degree and direction
of ray bending, any change in the atmosphere condition will cause a change in K
and then the effective earth radius. The atmosphere conditions change in hours
and seasons; however during the daytime hours from 1 or 2 hours after sunrise to
1 or 2 hours before sunset and during normal weather conditions, the refractive
effect does not usually vary much in most areas. This condition is often referred
to as standard and K'=4/3. The peak values of K are usually higher in summer
than in winter, while the least values are the same for both summer and winter.
In practice, the best guide for the choice of K values is based on past history and

experience in the field.

2.3 Reflections from the Earth Surface

In the prediction of propagation loss at land mohiie frequency bands, one of the
effects that may be taken into consideration is the reflection of radio waves from Lhe
ocean, lakes, or flat ground. At the point of reception, the reflected wave and the
direct wave combine, and the resulting ficld strength depends on the amplitude of
the reflected wave and on its phase relative to that of the dircct wave. The method
for finding the point of reflection from a spherical carth, obtaining the reflection

coefficient and reflection loss will be described in the following subsections.



2.3.1 Finding the Point of Reflection

To find the reflection point, first consider the condition that the point must
satisfy. In Fig. 2.1, the antennas are at A; and Ay, P is any point chosen on
the reflecting surface. The broken line represents the plane tangent at P. hy and
hy are the heights of the antennas above the spherical earth, where hy and hy are
their heights above the tangent plane. Respected to the tangent plane, the curved

surface can be represented as:

__(1—11)1

y= IF. (2.10)

where |z —x,| < R, and R, is the effective radius of the earth. Then k] is expressed

by
. 2
R (211)
The angle between the incident tay and the tangent plasie is spproximated as
hy ko oz,
b= S iR (@12)
and afirdiacly,
hy _h =
g (219

The condition for point P to be the reflection point is

A¢,=¢,,_¢,=I__z—l =0 (2.14)

hy by za-m,

2
with the constraint that 2y + z, = d, which is the total path length. By solving
the equation above, z; or z; (i.e. the location of point P) can be found. However,

this solution is based on the ideal reflecting surface. For a real transmission path,
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the treatment is using an average elevation over some part of the propagation path.
Finding this region for average elevation will be discussed in the following.

To realize the portion of a path within which the point of reflection must exist,
first consider some possible reflecting surfaces as shown in Fig. 2.2, where 4, and
A, are antennas separated in height by 200 m. For each surface the reflected ray is
shown, and the broken line is the locus of all the reflection points. These surfaces
are concentric about the centre of the earth, and to a sufficient approximation,
they all have the same radius of curvature, the effective earth’s radius. For each of
these, the horizontal position of the point of reflection can be found. The diagrams
show the locus of such points. The point of reflection is the point at which the
path profile intersects this locus. The region which contains the point of reflection,
is limited by the mid-point of the path, since the reflection must occur in the half
of the path occupicd by the lower antenna. The other limit is illustrated in Fig.
2.2, it is the point Py at which the direct ray is tangent to one of the hypothetical

reflecting surfaces. The hori: [ di of this limit, d from A;, can

be derived as:

- (2.15)
where d is the distance from one antenna to the other, hy, k; are the heights of the
antennas above sea level, and h, is the lower one. The portion of a path with these
two limits is called initial region.

There is another fact must be considered: the specular reflection of waves does
not take placc at a point. Rather, it takes place, and requires a smooth surface,
over a finite region for which ray path lengths do not vary by more than some

fraction of a wavelength. If this fraction is A/2, the region is known as the first
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Figure 2.2: The locus of reflection points for a number of spherical reflecting surfaces
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Fresnel zone. For low ray angles, the first Fresnel zone is much longer along the

tion path than per to it. Therefore, it is reasonable to suppose

L
that a smooth surface extends for a sufficient distance perpendicular to the path,
and to be concerned only about its extent along the path. It is concluded that the
first Fresnel zone is unnecessarily large for representing the reflecting region, and a

reflection zone is defined to be one bounded by [26]
AT — AT, = 0.3\ (2.16)

where
Al =T +T0,-T, (2.17)
and AT, is the Al' when %, = ¥, in Fig. 2.1.

In order to find the reflection point for a real transmission path, the procedure
can be described as the following. First, find the initial region of the reflection
point, average the elevations within this region, and calculate the location of the
reflection point. Second, find the reflection zone of the point obtained, average the
clevations within this zone, calculate the location of reflection point again based on
the new average clevation. Third, iterate within reflection zone until the elevation
at the reflection point is found equal to the average elevation of the corresponding
reflection zone. Thus this point is the real reflection point. if the terrain profile
is smooth enough in the appropriate region to support reflections, this procedure

converges rapidly.



2.3.2 The Reflection Coefficient and Loss (Gain)

Atter the real point of reflection has been found, the reflection cocfficient then can

be obtained by [27]. .
psing — (n? — cos? )} §
psin® — (n2 — cos? )} (18)

where n, is the refractive index of the ground, and expressed in the complex form

by

& +1i600A (2.19)
&, is the ratio of the average permittivity of the ground to that of air, o is the
average ground conductivity, and i = v/=T.

1 is the angle between the ray and the surface. ¢ = n] for vertical polarization,
o= 1 for horizontal polarization.

The litude of the reflection coefficient is also reduced by the following fac-

tors.

(i). Since trees and buildings are expected to be too rough Lo support reflections,
the fraction of the surface (f,) that can reflect waves within the reflection zone is
one of the reduction factors.

(ii). A rough surface reflects less well than a smooth one, then the Lerrain

roughness factor (f,) can be expressed as [28]:
f = (=3 rapsin( L)1) (220)

where o}, is the rms elevation variation within the reflection zone.
(iii). The amplitude of the reflected wave is reduced by divergence due to

reflection from a convex mirror. National Bureau of Standards Technical Note 101
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[29] gives the divergence factor as

22,2,

=04 iy

(221)

where z,, z; are the distances from the antennas to the point of reflection.

(iv). If the reflected ray is blocked by obstacles, the diffraction attenuation

factor (f,) should be considered. Diffraction will be di d in detail in section
24.
Therefore, the amplitude of the reflected wave relative to the direct wave, is
obtained as:
An=lpl* fix fos fas fa (2.22)
‘The phase of the reflected wave relative to that of the direct wave is also estimated
by:

o=rp+ 200 (223)

Then the power of transmitted signal available at the receiver antenna is:
P=1+4A% +2A, cos®. (2.24)

Finally, the path loss or gain due to the reflection from the surface of the earth
can be obtained as
L,(dB) = —10log P,. (2.25)
2.4 Diffraction over Irregular Terrain
2.4.1 Diffraction over a Single Knife Edge

Propagation over hilly terrain is often adversely affected by obstructions such as
hill tops. Kirchhoff’s theory on diffraction has been found useful for predicting path
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loss along a ission path ini in ridges and similar obstructions.

The hills can be approximately replaced by knife edges.
In classic electromagnetic theory applications, the ield strength of a diffracted
radio wave associated with a knife edge E can be expressed as [1]

E

Feid® (2.26)

where E, is the free space wave field with no knife-edge diffraction present, F' is
the diffraction coefficient, and A¢ is the phase difference with respect to the path

of the direct wave. The loss due to diflraction is

La=2log P @)
where F is given a8

F= #ﬂ:ﬁ) (2.28)

B e

and C and S are the Fresnel integrals, expressed as
= )
Cc= [ cos(3a%)dz (2.30)
= (=t 3
§= f,, sin(52)dz (231)
where v is a dimensionless parameter, defined:

v=—H. (232)

Here, z; and z; are the separation distances, and // is the height of the knife-cdge
relative to line of sight as shown in Fig. 2.3. The exact solution for Eq. (2.28) is
shown graphically in Fig. 2.4. Usually approximate solutions are used.



Figure 2.3: Effects of knife-edge obstructions on transmitted radio waves. (a). The
knife edge is above the line of sight. (b). The knife edge is below the line of sight.
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Figure 2.4: Magnitude of relative field strength £/, due to diffraction loss (from
Ref. [1])
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2.4.2 Diffraction over a Single Rounded Obstacle

Objects which are encountered in the physical world frequently have large thick-

nesses d to the length of ission, e.g. ins or trees. In
these cases, it is necessary to account for effects other than knife-edge diffraction.

‘The treatment normally given to the problem of a rounded obstacle is to replace
it by a conducting cylinder of equal radius to the crest. A solution can be obtained

by defining a dimensionless parameter { as

) (2.33)

where X is wavelength, r the radius of the crest, d the distance between transmitter
and recciver, and ), z; are the distances from the obstacle to transmitter and
recciver. The diffraction loss may then be represented by a two dimensional quantity
as:

La(u,¢) = La(u,0) 4+ La(0,¢) + La(u¢) (2.34)
where Lg(u,0) is the knife-edge diffraction loss, u = —v as in Eq. (2.32). And
Ly(0,¢) is ‘curvature loss’ which takes account the effect of obstacle’s thickness,

La(uC) is a correction factor. There are a number of ways by which improvements

can be made. CCIR (I ional Radio Ce Itative Cq i method is one
of them.

In CCIR method, diffraction loss is the function of the parameters as obstacle
height above the line of sight H, first Fresnel zone radius R of the obstacle, factor

of rounded obstacle a, and minimum effective antenna height hpn, i.e.

Ly = F(H[R, 0, hoyts himy)
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Where himg, hmy ate hy, for transmitter and receiver. These parameters are given by

[30):
_ e
==

a= ichp[o.m-zslog(r,\"n (236)

where r is the radius of crest of the rounded obstacle, ry, rz, and d are the same

as above.

b = B+ R (237)

where h, is the antenna height above ground, and

A% A for horizontal polarization
=] aw -
Mo {%‘A‘, for vertical polarization (2.38)
here
7 I W
{(e; = 12 + (602, 7]/
Ay = (g + 1) + (60Aa,)?] '/ (2.40)

and ¢, o, are the permittivity and conductivity of the ground under the transmitter
or the receiver.

For diffraction loss i an

proxi expression of CCIR curves iy
shown below [30].
(i). If H/R < —0.6 , Ly = 0. This is the clear case.
(3i). If- 0.6 < [I/R < 0, it is not clear but still line-of-sight .
When [ > 2, then
L= ay + ezp(—0.015J) + az + [| — eap(—0.015.)] (2.41)

when / < 2, then

Ly = 0.51{ay  exp(~0.015J) + az * (1 — ezp(~0.015.)]} + 0.5a5(2 = 1) (2.42)
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where

I= min{Aus boe} (243)

[y -
I = max{2, 22y (2.44)
a1 =698 + 201~ cap(Z2 + (log(~HI/ ) +0.2218)]) (2.45)
ay=12.33+ 15°(1 — c:p[% + (log(—H/R) + 0.2218)]} (2.46)
ag = 34 — 20 log(7 — 71.85 * (H/R)] (247)

(iii). If 11/ R >0 (when H/R=0, let II/R=0.001), it is non-line-of-sight. In this
case, dilfraction loss is still calculated by Eq. (2.41) or Eq. (2.42), but parameters
ai(i = 1,2,3) have different expressions and are different values for different o
ranges.

0= —bi+ /0 —ci+d; (2.48)

where
b;=0.5+[40log(H/R) + fi| + ‘““(5;_‘3 (2.49)

(2.50)

and d;, ¢, fi, gi are expressed based on different a ranges.
Whena < 1

dy=5+4a e =150 —53a
dy =5+ 10
dy=5+ila
fi=16-22
fi=li-da g
f3=16+40a g3 =T*ezp(0.827a)

(2.:51)



30

Whenl<a<?2

e = 103.36 — 6.360
e =115 - 5a
e3=125

g = 46 + cxp(—0.50) (28%)
Fo=—20455/a =05 gy =16+ erp(—0.1120)
T3 =46 + 10a 93 = 21 % exp(—0.290)
When a > 2
e =90.53 =105 e =125 (2.5%)

and d;, f;, gi are the same as those in the cascof | <@ < 2.

This method of calculating diffraction loss over single rounded obstacle is the
basis for multiple obstacle case. In order to sce clearly the effects of each parameter
on diffraction loss over single rounded obstacle, their relationships are graphically
shown in the following. Fig. 2.5 shows that with the other parameters fixed, when
H|[R increases the diffraction loss increases. The diffraction losy versus frequency
is given in Fig. 2.6. When f changes, R, @, hp, and h,,, all change, so L changes.
The basic parameters like H, 2y, 23, 7, etc. are fixed as shown in this figure, where
haty hay are the transmitter and receiver antenna heights above ground. Regarding
to the effect of the obstacle’s location, when z; changes, R changes, and then Ly
changes. Fig, 2.7 demonstrates their relationships. It can be seen that if the
obstacle is close to the transmitter or the recciver, the diffraction loss increases
very rapidly. About the effect of the radius of the obstacle crest, I'ig. 2.8 shows the
diffraction loss versus r. r increases, Ly increases. If transmitter antenna height
or receiver antenna height increases, H will decrease, and Ly will decrease. Fig.
2.9 and Fig. 2.10 present the diffractio. loss against antenna heights. Around 160

m in Fig. 2.9 and atound 525 m in Fig. 2.10, there are irregular portions. These
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are due to the approximation that if [f/ R=0, set it to 0.001, siuce in Eqs. (2.45),

(2.46), and (2.49) H/R must be greater than 0.

2.4.3 Diffraction over Multiple Obstacles

The ion of the single knife-edge diffraction theory to lwo or more knife

edgesinvolves consi i plexity. The length and mathematical

intricacy of the exact solution has made the use of approximations favourable,
especially for more than two edges.

There are a number of approximate methods for diffraction over multiple knife
edges. An carly proposal was given by Bullington in 197 [8]. This involves the
replacement of the real terrain by only one single equivalent. knife edge al the point

of intersection of the optical paths made by each terminal and its horizon as shown

in Fig. 2.11. The diffraction loss of this equivalent knife edge is | as rep-

resenting the loss of the original real terrain situation. This method implifi

the situation when large numbers of obstacles are involved.

The Epstein-Peterson method [31] calculates the diffraction loss by adding the
attenuations produced by each knife edge in turn. Fig. 2.12 shows the two obstacle
case in which the loss is evaluated as the sum of the diffraction losses for paths
T, - My — M, and My — My — R,. This method has large errors when the two
obstacles are closely spaced.

The Japanese Atlas method [32] is shown in Fig. 2.13. The total loss is the sum

of losses for paths T — My — My and T, — M; — R.. T, is the projection of the
horizon ray My — Mj onto the plane of T;.
The Deygout method [33] is often called the ‘main-edge’ method. Compared
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Figure 2.11: Bullington method for diffraction over multiple knife edges

e

Figure 2.12: Epstein-Peterson method for diffraction over multiple knife edges



Figure 2.13: Japancse Atls method for diffraction over multiple knife edges
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Figure 2.14: Deygout method for diffraction over multiple knife edges
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with the methods above, Deygout method has been demonstrated to give increased
accuracy for highly irregular terrain [34]. This method will be given detailed de-
scription by a following example.

Fig. 214 shows five knife-edge case. The first step is to calculate the value
of IT/R for cach edge in the absence of the others. The edge Mz with largest
H/R is termed as the ‘main edge’ and its diffraction loss is calculated for the path
Te— My~ R without the onsideration of other edges. The second step is to consider
two sides of the main edge separately. For edges on the left of M, Mj is treated
a3 a recciver, and the /R for My, M, are calculated based on the line of sight
T:M3. The edge with larger H/R (M) is termed as the ‘sccondary edge’ and its
loss is calculated for the path T, — My — M, in the absence of M. The parameters
for the calculation is shown in Table 2.1. Similarly, on the right side of M3, M;
represents the transmitter, and the loss of the secondary edge M, is calculated for
the path My-M,-R;. In the same way, M; is the third edgeon the right of M; and
its diffraction loss is calculated for the path M; — M, — M;. The diffraction loss
of Ms is calculated for the path My — M; — R.. Each of these individual losses is
calculated based on single knife-edge formulas and all the parameters are given in
Table 2.1. Finally, the total diffraction loss is evaluated as the sum of these five

individual losses.

Table 2.1 : Parameters for Deygout Method

Parameters | My | My | M, | My | Ms

i B[R] ke A
N a b latbic| d | e
2 btc| ¢ [dtetl|e+f| [
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For the case that the main edge is below line of sight, this method will cause
mote losses for other edges than they should be, so reduction should be made for
edges except the main one. One way is to take half of their individual losses for
the sum,

The Deygout method was developed in 1966 and more suitable for the mul-
tiple knife edges which are scparated enough. When two edges are close to cach
other, this method gives excess diffraction loss, therefore the correction should be
considered. Deygout correction factor for multiple knife edges will be discussed in
Chapter 4.

All the methods stated above are for knife cdges. In 1971, de Assis applied
the Deygout method to rounded obstacles and found it salisfactory [35]. In the de

Assis method, all the individual losses are calculated based on the diffraction loss

by single rounded obstacle. The de Assis method, which is considered to be among

the most useful method, is applied in this thesis.

2.5 Tropospheric Scattering Loss

When radio waves propagate through tropospheric path, the radio energy is
scattered at random over a particle, a surface or through a space or substance, this
is known as scattering. For long tropospheric paths, the propagation mechanism
is usually forward scatter, especially during times of day and scasons of the year
when ducts and elevated layers are rare. Often, for other periods of time, as scat-
tering becomes more coherent it is more properly called reflection. Sometimes no
distinction can be made between ‘forward scatter’ from a turbulent atmosphere and

‘incoherent reflections’ from patchy elevated layers.
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In most theories of forward scatter from clouds, precipitation, refractive index,
turbulence, layers, or feuillets, there are at least three distinguishing features. A
calculation is first made of the expected or average forward scattering pattem, rera-
diation pattern, or diffraction pattern of a scatterer or a group of scatterers, usually
located in free space, and usually assuming an incident plane wave and a distant

receiver. Second, a decision is made that the relative phases of waves scattered

from individ indrops or subvol of refractivi bul or feuillets are
random, so that the total power scattered may be obtained by adding the power
contributions from these clements and ignore the phases. This is an essential fea-
ture of a random scatter theory. And third, some way is found to relate the actual

lerrain, and antenna to the th ical model so that a

comparison may be made between data and theory.

By combining the forward scatter theory and the available long-term median
transmission loss data, P.L. Rice, A.G. Longley, K.A. Norton, and A.P. Barsis [29]
has developed the model for median b i ission loss. In

this model, the basic forward scattering loss is represented as:
Li(dB) = 3log f —20logd + F(8d) — F, + H, + A, (254)

where, [ is the radio frequency in M Hz, dis the distance in Km between transmit-
ter and receiver. F(0d) is the atienuation function, where 0d is the multiplication
of @ and d, 0 is the angular distance in radians. F, is the scattering efficiency, H,
is the frequency gain function, and A, is atmospheric absorption. For most appli-
cations the first three terms of Eq. (2.54) are sufficient for calculating Ls,. F(6d)
will be briefly discussed in the following.

The attenuation function F(fd) depends upon the most important features of
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the propagation path and upon the surface refractivity V,. The function includes
a small empirical adjustment to data available in the frequency range from 100

to 1000 M Hz. Fig. 2.15 shows some i of the

path. The angular distance @ is the angle betwcen horizon rays in the great circle
plane, and 6 = a, + B,. The parameter s = a,/f, describes the path asymmetry.
When a path is highly asymmetrical (s small), the attenuation for a given value
of 8d is less than that would be for a symmetrical path. For values of 0d < 10,
the effect of asymmetry is negligible, but increases with increasing 04, particularly
when s < 0.5, For the great majority of transhorizon paths, 3 is within the range
0.75 < s < 1. The analytical functions of F(0d) for 0.75 < s < | may be expressed
as follows [29]:
for 001 < 0d < 10,

F(0d) = Q(N,) + 0.340d + 30 log(0d) (2.55)

where
Q(N,) = 1395+ 0.06N, — 2.4 + 107*N? (2.56)

for 10 < 0d < 70,

F(8d) = Q.(N.) +Q:(N,)0d + Qx(N,) log(0d) (2.57)

where
Qo(N,) = 140.7 + 0.06N, — 3.2+ 104N} (2.58)
Q1(N,)=3.925+3.3+107°N, - 1.9log N, (2.59)

Qa(N,) =225+ 0.05N, (2.60)
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for 8d > 70,
F(6d) = K(N,)+0.1580d + 41 log(0d) (2.61)
where
Q(N) =123.6 — 0.008.V,. (2.62)
From the formulas above, it can be generally described that when 8d increases,
F(6d) increases, and when N, increases, F'(8d) decreases,
1f the basic forward scatter transmission loss is added by an antenna to medium
coupling loss Ly, and a climatic correction factor ., it forms the median forward

scatter transmission loss L, i.c.
Lo= Lt Loy Fe (2.63)

L, represents a statistical average effect of phase incoherence of the forward scat-

tered fields. It can be computed as [30]:
Lgp = 0.07exp[0.055(G, + G,)] (2.64)

where Gy and G, are transmitter and receiver [rce space antenna gains in decibels
relative to an isotropic radiator, respectively.

Since the median forward scatter transmission loss varies with different climatic
regions, F. correction factor is provided for this variation based on experimental
data,

In National Bureau of Standards Technical Note 101, P.L. Rice et al, gave the

in ission loss for hieri icati Itis

considered as one of the most useful refc for the loss

evaluations.
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2.6 The Losses due to Terrain Cover

The terrain cover is mainly concerned about trees and buildings along trans-
mission paths. The high density of buildings in urban area cause urban loss. The
trees and buildings near Lransmitter or receiver but not in urban area will bring
additional loss which is called clutter loss. For the trees and buildings neither con-
cerned in urban loss nor in clutter loss, they will be considered by diffraction loss.

‘The following subsections will discuss these losses.
2.6.1 Urban and Suburban Losses

For transmission paths through or within urban or suburban arca, one main

effect on the transmission loss is buildings. The effect of buildings in these areas

has been i igating by many and i | methods. Based on

the comparative study made at Laval University, and also proposed by CCIR re-
port 567-1, HHata method 7] is adopted for estimating the transmission loss due to
buildings in urban arca and suburban area.

Hata model is developed from Okumura’s work [6]. Y. Okumura gave the results
of extensive propagation tests for land mobile radio service over various situations
of irregular terrain and environmental clutter. The results are analyzed statistically
to determine the distance and frequency dependences of the median field strength,
location variabilities, and antenna height gain factors for the transmitter and re-
ceiver in urban, suburban, quasi-open and open areas over quasi-smooth terrain.

M. Hata derived the ions of median ission loss from O 's curves

in order to make the use of them simpler. With computation simplicity, however,

also come some restrictions. Hata's model is applicable to VHF/UHF land mobile
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radio services under the conditions: frequency range 100-1500 M1z, distance 1-20
km, base station antenna height 30-200 m, mobile ante~na height 1-10 m. For

urban arca, the formulas are [7]:

Ly(dB) = 69.55 + 26.16log f — 13.8210g har — a(har) + (14.9 = 6.55 log hay) log d
(2.65)
where Ly is the propagation loss in urban area, f is frequency in MUz, hq( and hq,
are base station antenna height and mobile antenna height in metre above their
ground, d distance in km. a(h,,) is the correct factor for mobile antenna height
and is expressed as:

for medium-small city,
a(har) = (1.110g f = 0.7)her — (1.56log £ — 0.8) (2.66)

for large city,

829(log L54h, )~ LI [ < 200M 11z
(her { 32(log 11.75hw ) = 4.97 [ > 400M 11z (287
For suburban area,
J i -
Lpu = Ly~ 20 5 ~ 5. (2.68)

Since the experimental data were taken in Japan, the definition of city size is
different from that in Northern America. For the use of Hala's model in Canada,
CRC has modified it as the follows. The propagation loss in urban arca Ly is
taken as L, in the large city case in the above equations, and for frequency range
200 < f < 400M Hz an linear interpolation is made. For suburban area, L,y is
taken as the combination of L, in medium-small city case and the loss in suburba:s

area L,,. The formulas [30] are shown in the following.
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For urban area, if f < 200M Hz,
Ly = 69.55+26.16log f — 13.82log ko + (4.9 — 6.55 log har) log d
—{8.29[log(1."h,, )2 — 1.1} (2.69)
i 200 < £ <400M 11z,
Lo = 69.55+26.16log f — 13.82l0g he + (44.9 — 6.55log ha() log d
— (820008154 1 ~ 11+ L 25 10g(11.758,.))°
—8.29(log(1.54h,,))* — 3.87)} (2.70)
it f 2 400M 1z,
Ly = 69.55+26.16log f — 13.8210g hy + (44.9 — 6.55 log h,) log d
—{3.2[log(11.75h,,)]* — 4.97}. (2.711)
Finally, the urban loss L, is:
Lu(dB) = max(Ly, Ly) (2.72)
where L; is the free space loss.
For suburban area,
Luw = 69.55+26.16log f — 13.82log hq( + (44.9 — 6.55log hoe) log d
~[(1.110g f = 0.7)ha, — (1.56log f — 0.8)] — 2(log é)l
~54 (2.73)
And finally, the suburban loss L,, is:
Ly(dB) = max(Lyu, Ly). (2.74)
This model is used when transmitter or/and receiver is in urban or . *burban

area, and its antenna is less than 10 m.
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2.6.2 Clutter Loss

The clutter is denoted as trees or buildings in the immediate vicinity of the
transmitting or receiving antennas but not in urban or suburban area. The effect of
this kind of clutter should be considered in the transmission loss. A lot of work has
been done in investigation of the cffects of vegetation ard building on VIIF/UIIF
propagation. P.L. Rice made a composite of r: terial collected from CCIR and
other reports in paper [36]. The clutter loss is computed based on this paper and
CRC method [30].

For the propagation attenuation through trees, it has the empir

as [36]:

relationship

Aw(dB) = dw (2.75)

where Aw is the absorption in decibels through dw metres of trees, And 7 is yv

for vertical pol: or yy for | | pol "They have the following
empirical expressions:
90 / ’
v (dB/m) = 16370, + 27]7cxp(—7)lug(l + ﬁ)—o-) (2.76)
210 / .,
vu(dB/m) = 16370, + 4027cxp(——/—)lng(l + 305 (2.77)

where ¢, is the effective conductivity. o, can be o™tained from empirical data in

Table 2.2 which is used in CRC method.

Table 2.2 : The effect of trees on oy (mhos/m)

dry wet
bare tree | 7+ 10-° | 14+ 10"
leal [1+1075] 2+10°
overgreen |3+ 105 | 6+ 105
Torest | 2%10° | 4+ 10+
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It has been found that when a reflecting ionosphere is present, the radiated field
consists primarily of two seperate waves, a lateral wave that skims along the tree
Lops, and a sky wave produced by a signal-hop reflection at the jonospheric layer,
and that the lateral wave often plays a major role in the field variation, path loss,
etc. When the trees are higher than the antenna, the attenuation due to lateral
wave will be (36]:

AdB) = L1 exp(—)] @)
where & in metres is the height of tree above the ground level at the antenna nearby.
The parameter I, is determined by:

12, oy <1%107®
= { 30, 141075 <oy <2s1074 (279)
10, 01 22%10"

For the attenuation through buildings, it can be computed as [30):
En
Ap(dB) = 2, (2.80)

where Ap is the absorption through the building and dy is the building depth along
line of sight. 15 means 15-metre-thick building. Cocflicient Fi, can be obtained in
Table 2.3.

Table 2.3 : The coefficient E,,

wood 15

brick 30

concrete 30

metal 45

other kinds of materials | 30

It has been shown that sometimes the reflection effects of building predominate

over actual absorption of energy in the materials [37). The interference effects of
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reflections from various paths of a wall will result in large variations of field strength

over short distance. This multi ion may be d by [30):
Aw(dB) = 20log (M Hz). (2:81)
There is a case that the clutter may be treated as opaque objects around which

diffraction takes place, such as very dense stone buildings or groups of trees. In

this case, the attenuation of diffraction over the top of clutter can be caleulated by

the imation of knife-edge diffraction loss as [36]:
0 Ah<0
Ap(dB) = 11+20logv v>3 (282)
40 v<3

7
v = 0082, Al (2.84)
de

where Ah is the height of clutter above the antenna nearby, d. is the distance from
the antenna to its clutter in metres.
There are several cases of attenuations regarding to the clutter as stated above.
The case with least loss is considered as the clutter attenuation, i.c. for trees,
A = min(Aw, Ay, Ap) (2.84)
for buildings,
Ac = min(Ag, Ay, Ap). (2.85)
Finally, the extent of clutter across line of sight £, (in metres), has the effect on
A, as [30]:
Le(dB) = A[l — czp(-—gdg;f)]. (2.86)
L. is the clutter loss which contributes to the total median transmission loss.
Since the attenuation due to trees and buildings can vary a great deal, the result

of L is regarded as rough estimates.
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2.6.2 The Effects of Trees and Buildings other than Clut-
ter
For the trees and/or buildings which are along the transmission path but do
not belong Lo clutter, and the buildings are also not in urban or suburban area,
their effects in propagation are treated as obstacles like hills along the path. This
treatment is derived from [36]. It can be implemented by the path profile which
combines the terrain clevations and the effective heights of trees or buildings.

For trees, their effective heights are computed by empirical equation as [30]:
= L L= Jmid
Hy =10+ 10005+ z arctan( ar )] (2.87)

where M is in metres, f in MHz, and

_ | 140 horizontal polarization

Jmia(M 11z) ‘{ 100 vertical polasization (288)
_ [ 40 horizontal polarization

A7 (M Ha)= { 30 vertical polarization (2:89)

Add Hy to the terrain heights above mean sea levei where the trees are.
For buildings not treated in urban or suburban model in subsection 2.6.1, also
not treated in clutter model in subsection 2.6.2, the.. heights are estimated for

computer program as

30  in urban

H(m) ={ 75 in suburban 30
Add M, to the terrain heights above mean sea level where the buildings stand.
Therefore, the effects of this kind of trees and buildings are taken as diffraction loss

if they become the obstacle for the transmission path.



2.7 Variations of Propagation Loss

In land mobile communications, time variability is not as significant as location
variability. However the fact that the transmission loss varied from season Lo season
should be considered. This variation is denoted as season loss in this thesis. Season

loss and location variability will be briefly discussed in the following subsections.
2.7.1 Variations with Time (Season Loss)

The variabilily of median transmission loss is usually due to slow changes in
average atmospheric refraction, in the degree of atmospheric stralification, o in
the intensity of refractive index turbulence. In land mobile systems, measurements
of transmission loss between base station and mobile antennas, made as the mobile
position varies, form a statistical distribution. The median value of this distribu-

tion for a given sector (a small area of up to 20 wavelength) is called the sector

transmission loss and found it has variations from scason to scason. CRC developed
a model to describe the deviation from the long-icrm median transmission loss at
a particular month of the year and hour of the day for Canadian arca [30].

Based on a large number of measurements, the annual and diurnal variations

have been found to be the function of climatic region, effective distance, and time

factor. Climatic regions include continental, maritime overland, maritime oversea,
and great lakes. If M (1 to 12) denotes the month concerned, and If (1 to 24) for
the hour, then the time factor for annual variation is [38]:

¢ _{ cos (M=lx 4 i (M=Ur it greay Jakes

291
cos 31 otherwise (29
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And the time factor for diurnal variution is:

Gy ST (2.92)
2
The effective distance d is defined as (30}
[ 130d)dy A< dry
{ 130 d—dpey d> drey (293)

where d is the distance between transmitter and receiver, d,; is:

dyey = 107 % (2 Rohia, + \/2Rohra) + ?—?,% (2.94)

and gy hyay are the transmitter and receiver antenna heights above average el-
evalions near the transmitter and receiver. Let Fj, F; be the distance factors for

annual and diurnal variations, then they are described by:

- (e g
Fi=1-exp[~( 120) 1 (2.95)
ey
By = (o explB(l ~ o) (296)
Then, the scason loss L. in dB, is found to be:
Lue = CaFy Ak, 1) + CaFy[A(k,2) — Ca Ak, 3)] (2.97)

where k= 1,2, 3, 4 denote to the climatic regions as continental, maritime overland,
maritime oversea, and great, lakes, respectively. And A(k,1), A(k,2), A(k,3) are
coefficients for annual and diurnal variations in the four climatic regions. They are

A(1,1)=38 A(1,2)=43 A(1,3)=28

A2,1)=50 A(2,2)=20 A(23)=15

A(3,1)=80 A(3,2)=0.0 A(3.3) =00

A4,1)=40 A(4,2)=15 A(4,3)=

‘These empirical data are taken from the measurements in the reference [38].
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2.7.2 Location Variability

In land mobile communications, the signal received by a mobile antenna varies
because the obstructions to propagation change. Within a sector, the transmission
loss can be described by Weibull distribution. For a set of sectors located in similar
environments and at equal distance from the base station, their scctor transmission
losses form a log normal distribution. The standard deviation of this distribution
is defined as location variability. Location variability describes the slow fading of
transmission loss varying from sector to scctor which is the result of shadowing
and/or reflections by terrain features or man made propagation obstructions, etc..
A.G. Longley gave the formula for calculating location variability of transmission
loss [39]. The similar formular appears in CCIR report [40].

To evaluate location variability, the detailed terrain profile is needed. In order
to describe the terrain roughness, a least-squares line is fitted to the path profile.
The distribution of terrain heights above and below the fitted line is assumed as
Gaussian distribution. The difference between 10 and 90 percentile pointa of the

distribution DH the terrain i ‘The variability duc to terrain

roughness is:

D

Vi(dB) =1+0.55 i, o.nm% (2.98)

This is CRC method [30] where the leading term 1 dB replaccs the 6 d/3 in Longley’s
formula. Longley's formula refers to all paths of a given length, whereas here
it requires the variability of paths terminating in an area small enough that the
predicted path loss is constant.

As receiving antenna height h, becomes large with respect to DI, the variability
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will decrease.
h
Va(dB) -- 1+ Viexp(~0.15%). (2.99)

Except terrain roughness, local clutter also contributes to the variability, say
V.. If terrain surface at the receiver is lake or sea, V,=1 dB. For other kinds of
surfaces, it is [30):

V.= (Slogf—4.22)exp(-0.l%) (2.100)

where h, is the height of clutter (m), and when the surface is bare ground or marsh,

when the surface is urban area,
S§=54T h.=50;
and if the surface is any other type,
§=35 h.=10.
Combining terrain roughness and local clutter, the location variability will be:
Li(dB) = V3 + V3. (2.101)

The location variability can be used to aid some field experience and judgement in

estimating a suitable reliability margin for mobile radio systems.



Chapter 3

Modification of the Terrain Data
Base

3.1 Brief Introduction of CRC Data Base

CRC digital terrain data base is designed mainly for predictions of radio-wave

field strengths at VHF and UHF bands. It provides path profiles for the predictions.

1t also can be used for p y surveys of line-of-sight paths for mi links
and sites proposed for satellite earth stations [41].

As of November 1990, the data base covers all of British Columbia and Alberta
up to 55° latitude, all of Ontario up to about 49° latitude, much of southern Quebec,
and all of the Atlantic provinces except, for Labrador [42). Fig. 3.1 shows the
data base coverage. The data base has totally about 10 million points taken from
1:50,000 scale topographic maps. An elevation above mean sea level and a surface
code for types such as tree, bare ground, fresh water, suburban, marsh, seawater,
urban core, and unknown type, are stored for cach point in a square array with 500
metre spacing. On these topographic maps, the contour interval is 25 feet where

the terrain is not too rough and 50 feet where it is rough. Therefore an clevation
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Figure 3.1: CRC Data wase Coverage (From Ref. [42])



can be uncertain by as much as 50 feet (15 m). However, in reasonable shaped
terrain, the data base values, which are interpclated from the contour lines, are
likely to be more precise than that. The other limitation on the precision is the
fact that in the data base, elevations are stored at points 500 m apart. It is always
possible for some hills to be missed in between these points.

The terrain data base is organized by files, pages and words. Each file represents
a region of 4° latitude by 6° longitude and containg 3000 pages. Each page covers
an area of 7.5 Km X 15 Km, and has 512 (i.c. 16 x 32) words with the columns
and rows of words on the edges of the page duplicated from their adjacent pages.
Each word is 16 bits, the first 3 bits are used to record the surface code and the rest
13 bits are for the elevation. The surface codes represent cight types of surfaces
mentioned above. The greatest elevation that can be represented is 8191 metres
above sea level. Since it is not possible in this scheme Lo represent areas below sea
level, some pages do not exist; these can be indicated in the index records of each
file.

The data base is simply a long string of numbers on a sct of disk files. An index
is required to relate geographic location to position in this string. The Universal
Transverse Mercator (UTM) system of coordinates is used for creating and indexing
the data base. The primary reason for this is that a UTM reference grid is printed
on all large-scale topographic maps in Canada, so that maps can be scaled much
more easily using UTM coordinates than using latitude and longitude. If a point iy

located by latitude and longitude, it will be fe 1 to UTM di and

by using an index subroutine, its corresponding file name, the page number and

the word number within the page will be found.
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It is sometime useful to be able to determine whether a point or a path is in
the data base area without actually accessing the data base. The data base has
points from 41.75° latitude to 55° latitude. This range is divided into 53 strips
with 0.25° of latitude cach. Based on the shape of the data base coverage, there are
118 segments for all strips. Each segment has its west longitude and east longitude
boundaries. To determine whether a given point or a path is in the data base area,
just check whether it is within those segment boundaries.

CRC data base will be developed to cover more areas in the future.

3.2 Modification to the Terrain Data Base

CRC data base contains elevations and surface codes at points 500 m apart.
In terrain that is not L0o rough, the resolution of 500 m spacing may be adequate.
lowever, in rough terrain this spacing is very likely causing loss of important details,
especially missing hills which are essential to propagation paths. This can have
considerable effects on the accuracy of the prediction results, especially for cellular
radio systems in which the cell sizes become smaller and smaller. To solve this
problem, the most reliable way is to build a data base with desired small spacing by
hand-scaling the large scale topographic maps. However, this is a very exhausting
and Lime consuming task. In order to obtain a higher resolution and accurate data
base economically, a procedure which includes two steps is proposed. First, increase
more points with 100 m spacing by pure interpolations. Second, use correct data

taken from topographic maps to interpolate again.
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3.2.1 Augmentation of the Terrain Data Base

To obtain a more precise terrain data base, the first step in the proposed
procedure is to add more points in CRC data base by pure interpolations. Regard
to how small a spacing is adequate, according to the fact that in cellular system
the smallest cell now is about 2 Km, a terrain data base with 100 m spicing scems
reasonable. Hence, the spacing of 100 m is used in this thesis, but the proposed
procedure can be used fc 1y desired spacing.

In choosing interpolation methods for obtaining more points, a two-dimensional
polynomial is considered for fitting cach local irregular terrain surface, since a poly-

nomial is easy to handle h ically. In addition, a pol ial of arbitrarily

high order permits a recognizable approximation to the true Lerrain. However, for
practical purposes it is limited Lo one of finile orders. By truncating an infinite
polynomial at different orders, it can easily vary the degree of approximation. The
greater the number of terms included in the approximation, the more closely the
true terrain is represented. This does not suggest that higher order polynomial
should be always favoured over lower order one. By trading off the accuracy of

approximation to a local terrain and the complexity of matheratical models or

1

effort, a quadratic two-dimensional polynomial is selected for the
interpolation of CRC data base. Based on the practical experience in interpola-
tion, a quadratic polynomial is generally proper for approximating normal irregular
terrain surface. For some particular arcas where the terrain shapes change abruptly,
or some hills and valleys are completely missed in CRC data base, a second step of

interpolation will be provided. This will be discussed in the next subsection.

There are two quadratic two-dimensional polynomials which can be used. One
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is called complete quadratic (nine points) interpolation and expressed as:

Z = ao+aix +ay + ax? + aszy + asy?

+agz?y + arzy? + agz’y’. (3.1)
The other is incomplete quadratic (eight points) interpolation and given as:

= ao+aiT + agy + a3z’ + aszy + asy?

+agz’y + arzy’. (3.2)

Since CRC data base takes every point with equal spacing, using complete quadratic
interpolation is suitable and more accuate (one point more). In equation 3.1, let
Z represents the elevation of a point, (z,y) . its coordinates in a reference coordi-
nate system. Let the 500 m spacing of the points in CRC data base be normalized
to unity, then Fig. 3.2 shows the geometric diagram for complete quadratic in-
terpolation. Let Zy,Zy, ..., Zp be the elevations of points 1, 2, ..., 9 in CRC data
base. By substituting these nine points into Eq. (3.1) respectively, and solving these
nine equations, the coefficients g, ay, ...,as can be obtained and the interpolation
polynomial for this local terrain surface is therefore determined.

The interpolation polynomial can be further expressed by shape function which

is more jent for practical i and provides geometric meanings in

broad sense. In order to avoid tedious algebraic manipulations, here only presents
the final form Lo be applied in the interpolation implementation. This manipulation
process can be appreciable by the relatively simple triangular interpolation in the

following subsection. Let G;

i=1, 2, ..., 9) be the shape function. According to

the geometry in Fig. 3.2, for any point (z,y) within the area surrounded by these
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Figure 3.2: Complete Quadratic Interpolation



nine points, G; is derived as:
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(3.3)
(3.4)
(33)
(36)
(1)
(3.8)
(39)

(3.10)

(3.11)

(3.12)

Usually the elevation of any point within an area surrounded by nine interpolat-

ing points can be interpolated. In this thesis, the consideration is always to use the

closest nine points to interpolate, so the points in the small square area around the

centre interpolating point are interpolated. As shown in Fig. 3.3, Dy, Ds, ..., Dis

are points in CRC data base. Only the 24 points around Dg with 100 m spacing
are interpolated by Dy, Dy, D3, Ds, Ds, Dy, Do, Dro, Dyy. For the points in area

A, instead of using these nine points, they are interpolated by using the points D,

Dy, Dg, Dyo, D1, D12, Dy, Dys, Dig, and they are more reliable than interpolated
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Figure 3.3: The First Step of Interpolation
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by the last nine points. In augmenting CRC data base for an area of interest,
the interpolation is implemented page by page with every point 100 m apart in
northing and casting grids. Within a page, points in the areas near the edges are
interpolated by taking some interpolating points from their adjacent pages. After
the augmentation, cach page has 12,800 points (i.e. 80 x 160, in URC data base
it is 16 x 32 ) with two columns or two rows on each edge duplicated from their
adjoined pages. The duplication is because of the necessity for constructing path
profiles which will be discussed in the next section, and also because of the simplicy
of the implementation process.

By complete quadratic interpolation, elevations of interpolated points are ob-
tained. For a terrain data base, a secondary but sometimes important piece of in-
formation which should be provided is the nature of the ground and ground cover.
‘Therefore, surface codes of interpolated points need to be determined. Considering
Eq. (3.12), it can be understood that Gj acts as a weight for its corresponding ele-
vation. In obtaining surface codes, G also can be the weight for its corresponding
code. In CRC dala base, eight types of terrain surface are represented by eight
codes (3 bits). Since the surface codes are finite and discrete numbers, for deter-
mining the code of a point, weighted vote method is used. This method can be
described as following.

Let C; (=1,2,...8) be the eight surface codes, and V; (i=1,...,m) be the code of

each interpolating point, while m=9 for the complete quadratic interpolation. By
defining:

i ={  ¥%=G

v,.c,_{ 0 Vizo, (3.13)

the weight of the ith interpolating point voted to the jth surface code C; can be



expressed as:

wi; =Gi(Vi + Cj) (3.14)
while G; is the shape function, for complete quadratic interpolation it is given by
Eq. (3.3) to Eq. (3.11). Then the accumulated weight W; which is voted to the jth

surface code by all the interpolating points is:
m
W=y wi. (3.15)
i=1
Among the eight surface codes, the maximum accurnulated weight W is
Wi, = max(Wi, Wa, ., Wa) (3.16)
while the subscript k is equal to the index of the surface code with the maximum
accumulated weight. Finally the code of the interpolated point, V, is oblained by
V=0C (3.17)
The first step in the proposed procedure is Lo employ complete quadratic inter-
polation and weighted vote method to augment CRC data base with 100 m spacing
for interested areas. For the regular terrain, after this step the augmented data base
may be accurate enough. However, for the terrain which changes rapidly, some hills
may be completely missed within 500 m spacing in CRC data base, and they may
also be missed in the augmented data base. Thercfore, the second step for making
up missed important terrain features and correcting the augmented data base is

necessary.
3.2.2 Correction of the Augmented Data Base

In order to see if there is any important terrain feature missed, the sccond step

in proposed procedure starts with drawing out contour maps from augmented data
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base. By checking these contour maps with large scale topographic maps (1:50,000
or 1:25,000), il it is found that some hills and valleys are missed or some areas are
very different, then the augmented data base needs to be corrected. It would be
time consuming if one inserts all the points related to missed hills or valleys into the
augmented data by reading them from topographic maps in 100 m spacing. One
way o solve this problem is to take the critical points such as the point on the top
of missed hill or the bottom of missed valley from topographic maps, and use them
with their closest points in CRC data base to interpolate again. Since the points
of tops or bottoms of missed hills or valleys have random spacing with the points
in CRC data base, triangular interpolations are suitable in this case. There are
two method which can be applied. One s linear triangular interpolation, the other
is complete cubic interpolation. Since the latter is much more complicated than
the former, and also because the interpolation will be carried out in a small area
whiclis less than 0.125 Km? (half of 0.5 Km x 0.5 Km), therefore linear triangular
method is chosen for the second step of interpolation.
The linear triangular interpolation can be described as follows. The interpola-
tion polynomial is
2= ag+az +ayy. (3.18)
Fig. 3.4 shows a triangle formed by three interpolating points 1,2, 3. Let (z1,y1),
(22, 42), (%3, y3) be the coordinates of points 1,2, 3, and Z;, Z;, Z; be their eleva-

tions, respectively. Substituting these three points into Eq. (3.18), we have:

zy Lz oy ao
Zy =122 1 a |. (3.19)
Zs 123 s az



Figure 3.4: Linear Triangular Interpolation
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For convenience, Eq. (3.19) can be represented as:

2, =CA (3.20)
where
Z
sl z ], (3.21)
Z
Lozon
C=|l1znmnl, (3.22)
Loz

(3)
A=|a | (3.23)

Then the coefficients can be obtained by:

A=C1Z,. (3.24)
So, the i lation polynomial is d ined and can be d as:
z=(1 z y)A=(1z y)C'2. =Gz, (3.25)
where
G=(6 G G)=(1zy)C (3.26)

G\, G2, Gy are called shape function. By manipulating Eq. (3.26), they can be

expressed by:

z
2 2
T3 Vs
T N
Z2 N
3 Y3

(327)

1]
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where A is the area of the triangle 1-2-3, and A, A,, A.

are the areas of the

triangles 0-2-3, 0-1-3, and o-1-2 in Fig. 3.4, respectively. Point o (x, y) is any point
within the triangle 1-2-3. So, the elevation of point o can be oblained as:
3
Z=Y GiZ. (3.0
=
This equation is similar to Eq. (3.12). About the surface code of point o, it can
also be determined by the weighted vote method as stated in last subsection, except
that m=3 in this case and G; is defined as in Eq. (3.27), Eq. (3.28), and Eq. (3.29).
In the implementation of the second step of proposed procedure, first read from
a topographic map the latitude, longitude, elevation, surface type of a point on
the top or the bottom of a missed hill or a valley, cr any point which is needed

’

to insert its i into the d data base. A ling to the latitude,

longitude, use the index routine to find its closest four points in CRC data base.
Fig. 3.5 is the diagram, where bullets are the points in CRC dala base, circle ia the
point read from a topographic map. By forming four triangles, the lincar triangular
interpolation is carried out for cach of them respectively. The interpolated points

in these four triangles are all 100 m spacing, and they are taken to replace the
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corresponding points in augmented data base. Therefore, the augmented data base
is corrected and called modified data base. If a point read from a topographic
map happens to be right on the 100 m spacing point, it will stay in the modificd
data base, otherwise only its interpolated points are in the data base to reflect its
information. For any area of interest, the process of correcting the augmented data
base is repeated until the modified data base agrees with the topographic maps.

The modified data base has 12,800 points (i.e. 80 x 160) in every page.

3.2.3 Summary

The proposed procedure for modifying CRC data base consists of Lwo steps.

The first step is to use complete quadratic method and weighted vote method to
interpolate elevations and surface codes from CRC data base and obtain augmented
data base with points of 100 m spacing. The second step is to Lake the critical points
from topographic maps which represent important terrain features but are missed
in CRC and augmented data bas~, then by applying linear triangular interpolation
for elevations and weighted vote method for surface codes Lo obLain the points with
100 m spacing and replace their corresponding points in augmented data base.
After these two steps, the higher resolution and accurale data base is oblained.
This procedure can be applied to any interested area.

The following is an example to show the results of the modification to CRC
data base. In Fig. 3.6, it is a contour with the interval of 25 feet elevation drawn
out from the points read directly from the topographic map (1:25,000) with 100
m spacing. Itisa 2 Km x 2 Km area (latitude 47°36'31” to 47°37°36”, longitude
52°57°23” to 52°5859") in Bell island near St. John's, Newfoundland. This contour
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can be used as a reference. For the same area, Fig. 3.7 shows the contour from
CRC data base. It can be seen that this figure is very different from Fig. 3.6.
Fig. 3.8 represents the result from the augmented data base after the first step in
the proposed procedure. Although this result provides a lot more details than that
of CRC data base, comparing it with the reference, there are still some important
features missed. By implementing the second step in proposed procedure, seven
critical points in this area have been taken from the topographic map to correct
the angmented data base. Fig. 3.9 shows the result of the second step from the
modified data base. The locations of the points read from the map are marked by
‘" Comparing Fig. 3.9 with Fig. 3.6 (i.e. the reference), it is clearly seen that
Iig. 3.9 is much closer lo the reference than Fig. 3.7. Therefore, the modified data
base is much more accurate than CRC data base. It can be concluded that the
proposed procedure for wiodifying CRC data base is an economical and practical
way Lo obtain higher resolution and more accurate terrain data base. This is a major

contribution of our rescarch work in improving the ion loss predictions as

well as other applications.

3.3 Construction of Path Profiles

Terrain data bases are used to provide path profiles for propagation loss pre-
dictions. The construction of path profiles will be briefly discussed.

When the positions of transmitter and receiver are given, the transmission path
is the line connecting these two points along the great circle. The length and the
azimuth of this line can be obtained by solving the spheric triangle N-T;- R, in Fig.

3.10, while V is the north pole, and T, R, denote the transmitter and the receiver.
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If this path is within the data base area, the path profile can be constructed from
the data base. In CRC method, discrete points on the path line are chosen by
approximately 500 metres apart. Corresponding to each of these points, its closest
four points in the CRC data base casi be found, and the clevation is obtained by
these four point linear interpolation. In this thesis, discrete points are taken with
approximate 100 metres away from cach other on a path line. For each of these
points, nine closest points in the modified data base can be found and the elevation
is obtained by complete quadratic interpolation as presented in the last section.
The surface code is determined by weighted vote method. After every discrele
point on a path line has obtained its elevation and surface code, the path profile
from a data base is formed. The path profiles constructed from the modified data
base are called modified path profiles. The construction of modified path profiles
and the flow chart of this routine will be presented in detail in Chapter 5.

A path profile constructed from a terrain dala base is not ready for use in

dicti Teul,

loss because the effect of the effective carth’s

curvature needs to be taken into account. In this thesis, the effective carth radius
factor is normally assumed as 4/3, unless otherwise noted. The heights of some
trees and buildings should be also added to a path profile as stated in Chapter 2.
Moreover, since the terrain features near transmitter and receiver are essential to

loss within 1 Km distances from transmitter and receiver

more points with 50 m apart are interpolated. The path profile is now ready for
use in the propagation loss prediction calculations.
Fig. 3.1 shows a path profile constructed from CRC data base with trangmit-

ter at 47°30'22" latitude, 52°50'47" longitude, and receiver at 47°30'22" latitude,



Figure 3.10: Spherical Triangle
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52°38'13" longitude. Fig. 3.12 is the corresponding path profile constructed from
the modified data base. These two profiles include the earth’s curvature and the
heights of some trees and buildings. Comparing these two profiles, at § Km distance
from the transmitter, there is a hill missed in CRC profile. Around 4 Km distance,
the modified path profile is discontinuous. This is caused by the surface lype. In
this case the surface type is tree, so the elevations of these points increase by 10
to 20 m. In the CRC profile, due to the 500 m spacing leads to the loss of a part
of terrain which has no tree cover, so the clevations of this part of the CRC profile
are all covered with trees. It is clearly demonstrated thal the modified profile has
much more detail and is more accurate than the CRC profile.

It can be seen that the propagation loss prediction results based or: the modified
data base will be different from those based on CRC data base. More accurate
terrain data base provides more accurate path profiles, and the propagation loss

predictions are therefore more accurate.
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Chapter 4

Modification of Diffraction Loss
Prediction

Since in land mobile radio communications, almost 95% of the radio links is
non-line-of-sight, so diffraction loss is one of the main parts in the propagation loss.
Diffraction losses over a knife edge, a rounded obstacle, and multiple obstacles were
described in Chapter 2. In this thesis, all obstacles on path profiles are treated
as rounded obstacles, and de Assis method for evaluating the diffraction loss cver
multiple rounded obstacles is applied. The following sections will discuss the effects

of modified path profiles on diffraction loss, and the modifications to the diff

loss prediction.

4.1 The Effects of Modified Profiles

As presented in Chapter 3, CRC terrain data base has been modified, and mod-
ified path profiles provide more details than CRC profiles. This modification has

the significant effect on diffraction loss, since diffraction loss is entirely depend

on the parameters of path profiles. It is described in Chapter 2 that the diffraction

loss uver a single rounded obstacle is the function of H/ R, «, the minimum cffective

8
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antenna heights of the transmitter and the receiver. H is the height of obstacle
referred to the line of sight, R is the radius of first Fresnel zone. a is the function
of frequency, R, and the radius of curvature of obstacle’s crest r. If a hill in a path
profile has its /{/R > -0.6, it will be considered as an obstacle to the propagation
path. The diffraction loss over multiple rounded obstacles can be evaluated by de
Assis method discussed in Chapter 2. The diffraction loss prediction for a given
path profile can be implemented in three steps. The first step is to select important
obstacles based on H/R. The se~ond step is to determine the parameter r and
calculate individual obstacle’s diffraction loss. The last is to sum all the individual
diffraction losses and correct the sum if some obstacles are closely spaced. In the

liffraction loss calculation, the related to the geometry of a path pro-

file are, 4, , path length and locations of obstacles (which affect R), the ground
elevations under the transmitter and the receiver (which affect H), the number of
obstacles, and their spacings (which affect correction factor for the closeness). For
a given transmission path, compared with the CRC path profile, the modified pro-
file usually has more hills, and has different heights of hills, different radii of hills’
crests, and different elevations under the transmitter and the receiver. Therefore,
the hills which are selected as the obstacles to the propagation based on H/R may
be different in these two profiles. And the parameters as H/R, r, the minimum
effective antenna heights and correction factor may all be changed. So, the results
of diffraction loss will be different.

Following is an example to demonstrate how a modified path profile causes a
diffcrent diffraction loss. If only the first three prior obstacles are considered, Fig.

4.1 shows the CRC path profile (the same as in Fig. 3.11) and the three obstacles
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with parabolic fittings and their priority numbers. Fig. 4.2 is the modified profile
(the same as in Fig. 3.12) and threc obstacles. In these two figures, the transmitter
(T) is located at 47°30'22" latitude, 52°50°47" longitude, and the receiver (R;) at
47°30°22" latitude, 52°38'13” longitude. It can be scen that the first prior obstacles
in these two figures are in about the same locations, but their radii of the crests are
very much different. This is because the 500 m spacing in CRC profile causes the
loss of terrain details around 12 Km from the transmitter, so it considered a larger
distance range for this obstacle. The same situation occurs to the third obstacle.
In these two profiles, the second obstacles are selected at different locations and
their radii of the crests are also very different. Since the CRC profile missed the
top of a hill at about 8 Km distance from 7%, so the other hill at about 9 Km is
selected. It can also be seen that the terrain elevations under the transmitter and
the receiver in the modified profile are a little bit higher than those in the CRC
profile. This is one of the reasons that result in change in /7 with respect to the line
of sight. The results of diffraction loss over these two profiles versus frequency are
given in Fig. 4.3, where the transmitter and receiver antenna heights are 61 m and
1.8 m. The diffraction loss for the CRC profile has about 25 di3 more than that for
the modified profile (only three obstacles are considered). In this example, 1I/10
for the first and the third obstacles is not sizably changed in these two profiles.
For the second obstacle, H/R in the modified profile is larger than that in the
CRC profile, and this alone will cause a higher diffraction loss. However since for
these three obstacles the radii of the crests in the modified profile are all less than
those in the CRC profile, so the resultant diffraction loss is less. The difference

between the diffraction losses for CRC and the modified profiles is different from
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case to case. In different cases, modified profiles have different changes in these

and the ined effects of all the ings cause different

results. For some transmission paths, diffraction losses for modified profiles are
more than those for the corresponding CRC profiles, and for some others, they
may be less. In the example shown above, if tne receiver moves away from the
transmitter along the path in Fig. 4.1 or Fig. 4.2, then for different locations of
the receiver the parameters related to the geometry of profiles will be different. Fig
4.4 shows the diffraction losses against distance between transmitter and receiver
for CRC profile and modified profile. The transmitter and receiver antenna heights
are the same as before. Compared the two results in this figure, it is noticed that
at about 8.5 Km distance the diffraction loss for the modified profile has about 20
dB more than hat for the CRC profile because of the missed hill at 8 Km in the
CRC profile. From this figure it can be seen that diffraction loss is very sensitive
to the change in its path geometry. Since CRC data base has heen modified, and
:nodified path profiles are more accurate, the diffraction losses calculated based on
them are more reli-ble than the results based on CRC profiles.

4.2 Determination of the Radius of Curvature
of Obstacle’s Crest

In the implementation of diffraction loss prediction for a path profile, the im-

portant step is to determii ly the related to the geometry of

the path profile. Usually, first obtain the minimum effective antenna heights and
draw the line of sight. Then determine H/R for every point and select the main

obstacle which includes the point with maximum H/R (2 -0.6). Based on Deygout
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method described in Chapter 2, H/ R for other obstacles can also be obtained. Since
the shape of obstacles (especially for hills) is generally close to parabolic curves, the
parameter r is determined by a radius of curvature of the fitted parabola. In CRC
method, the radii of curvature of hills’ crests are ubtained in two steps. First, find
the beginning and the end points for all hills. By parabolic fitting to cach set of
consecutive three points, if the radius of curvature of the second point is negative,
then this point is a turning point and considered as a begining of the next hill or
an end point of the present hill. Second, determine the radius of each hill's top by
three point parabolic fitting. The three points are the begining and the end points
of a hill, and any point between these two points which makes a minimum radius
of curvature. This minimum radius of curvature is taken as the radius of the hill's
top. There is a problem in this method. If a hill is steep, the point which forms
a minimum radius of curvature may not be near the top of the hill or even it is
near, but the parabola may not be close to the top. Therefore, a minimum radius
of curvature does not properly represent the radius of a hill’s top. In this thesis,
an improved method for determining the radius of obstacle’s crest is proposed.
Since not all the hills in a profile are obstacles to the propagation path, it is
unnecessary to find radii for all the hills. In the proposed method, only the radii of
crests of hills which become obstacles are determined. It can be described by three
steps. The first step is to find the range of an obstacle which iy suitable for the
parabolic fitting to its crest. When a point P, (20,y,) which has maximum H/It
is found, the corresponding obstacle needs to be determined. On the left side and
right side of P,, search the begining and the end points of the obs.acle by the same

way as in the CRC method. These two points may not have the same distance to



point P,. Usually the shape of an obstacle’s crest has better symmetry than that of
the whole obstacle's shape. To fit a parabola to the crest, take the closest point as
one end of the fitting range, and on the other side of P, obtain the point with equal
distance as the other end. The second step is to do least-squares parabolic fitting
to the points within the range determined in the first step. To fit an obstacle, let

the expected parabola curve be
y(1) = ap + ayz + aza®. (1)

Then the total error [, between this curve and all the points within the fitting

range is

£,

N 2 .

= L) (1.2)
i=t =

where N is the total number of points (z;, ) within the fitting range. Since for
different obstacle the length of fitting range is different, so NV is also different from
onc obstacle to another.

The minimum value of E, is determined by

ak, i
il (1.3)

Substituting Eq. (4.2) to Bq. (4.3}, it can be derived as:

N N N,
aoN+a Y sita) o=y
b= =

N N, N N,
ﬂnzz.’+mzi?+u1z Zzlyu
i=1 i=l =

N N
a) zttm ) 5 +a (4.4)
= b=

Using Gaussian elimination or Cramer's rule, ag, ay, a; can be solved, therefore the
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parabolic curve is determined.
‘The third step is Lo obtain the radius of curvature of obstacle’s crest. For any

function f(z) the curvature is defined as

¥'(z)

*= T vpe

(4.5)

and the radius of curvature is

al—

e

(4.6)

For the parabolic function in Eq. (4.1), the radius of curvature at any point (z,y)

can be derived as:
[1+ (ay + 2a52)*)?

HE)= 24,

(4.7)
Since point P, (Zo,y,) may not be on the fitted parabola, let (z.,¥.) be its corre-
sponding point on the parabola. Then the radius of curvature of the fitted parabola
at point (Zo, yoc), i-c. r(z,), is taken as the radius of the obstacle’s crest.

Fig. 4.5 shows the least-squares parabolic fittings for three obstacles and the
obtained radius values on the profile which is the same as in Fig. 4.2. The result
of CRC three point parabolic fittings and the radii for the same obstacles is given
in Fig. 4.6. It can been seen that the parabolic fittings in Fig. 4.5 is much closer
Lo the obstacles than those in Fig. 4.6. The radii of curvature determined by the
proposed method are therefore more accurate than those by CRC method. The
diffraction losses calculated by the radii from the proposed method and from CRC
method are shown in Fig. 4.7. The transmitter and receiver antenna heights are
also 61 m and 1.8 m. In this case the difference on the diffraction loss is about 1.2
dB. For some other cases the difference can be more than that. Since the proposed

method gives more accurate radius of curvature, the prediction results of diffraction



loss are improved.
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4.3 Correction Factor

Diffraction loss over multiple obstacles can be evaluated by Deygout’s multiple
knife edge method as presented in Chapter 2. In this method, the total diffraction
loss is formed by summing all individual diffraction losses which are calculated us-
ing the parameters determined by a certain rule. M.S. de Assis applied Deygout
multiple knife edge method to multiple rounded obstacles and found that this com-
bination has good agreement with experiments [35]. However, Deygout method
and de Assis methods do not include the consideration for the case when two ob-
stacles are close Lo each other. In this case both these methods give excess total
losses. A few correction factors have been developed [30]. Most of these conven-
tional corrections use many empirical coefficients and are complicated for computer
implementation. Recently, J. Deygout has published a correction factor for his mul-
tiple kr ife edge method [43). In his paper, the results of this correction factor were
compared with Millington’s curves and found the difference never exceeds 1 dB. It

was also d with Giovaneli's and it showed very good agree-

ment [13]. Since this modification is given by a simple mathematical expression, it
is easier for understanding and much more convenient for use. Based on de Assis’
idea in dealing with rounded obstacles, in this thesis, this Deygout correction factor
is introduced to handle multiple rounded obstacles. Deygout correction factor is
stated in the following.

Fig. 4.8 shows the diagram of a transmission path consisting of two obstacles,
where rn; and m; are two obstacles, hy and h, are the height referred to the line of
sight. m, is the main obstacle, and A’ is the relative height of m;. These obstacles

are treated as knife edges. The correction factor takes into account the spacing of
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the obstacles and their relative heights. The spacing is characterized by

tanf = "(—“ialc’-‘ﬂ (4.8)

The radii of first Fresnel zone for these two obstacles are given by
_ [la(b+¢)
sy +b+c (*.9)
_ [xcla+b)
b=\ arsre (4:19)

‘The parameters p and q describing the heights related to the first Fresnel zone size,

are defined as

h

p= Fl,‘ﬁ (4.11)
U

q= n,ﬁ (4.12)

p will be always assignad to the main obstacle. For the particular case p=q=0,
this is when both obstacles are on the line of sight, Deygout derives the correction
factor from Millington’s formula and nomograph [11] as:

2
T-g/x

And he admitted that this factor is valid for p = g case, i.e. when the summits of

Cyo =12 — 20 log(

) (4.13)

the obstacles are located on the same ellipse. Then he gives more general formula
for taking into accout the case when ¢ < p. The final correction factor is:
€, = [12 - 20log(— 2 )i(&y. (4.14)
1-B/=""p

Therefore the total diffraction loss for the path shown in Fig,2.13 is expressed as:

Li=Ln+Li—Cy (4.15)
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where Ly, is the diffraction loss by the main obstacle and L, is that by the secondary
one. In the calculation of the individual loss, parameter 11/ R for my is hy/R,. for
my it is A’/ R, where

e Abe

(4.16)

btc’

It can be seen from the equations above that, when the distance b between my and
my decreases, # decreases and the amount of correction increases. On the other
hand, when the relative heighis of these obstacles are close, q/p is close to 1, the
amount of correction is more.

Following is an example of applying Deygout correction factor Lo de Assis
method for multiple rounded obstacles. Fig. 4.9 is a modified path profile vith
the first three prior hills as the important obstacles, while the transmitler is at
47°22'35” latitude, 52°59'45" longitude, the receiver at 47°22'35” latitude, 52737'5"
longitude. Fig. 4.10 shows the diffraction losses for this profile calculated by de
Assis method without correction and with Deygout correction factor. The trans-
mitter and the receiver antenna heights arc set at 61 m and 1.8 m. As shown in

Fig. 4.10, the diffraction loss is improved by 5 dB3 with the Deygont correction.

4.4 The Number of Obstacles Considered

Usually, within well designed coverage arcas for mobile radio systems, trans-

mission paths may only have a couple of obstacles on the terrain. However, in site

trial tr ission paths may a lot more obstacles, especially
in the hilly terrain. The de Assis method for multiple ronnded obstacles does not
have the limit on the number of obstacles. In the implementation of the de Assis

method, CRC prediction program calculates the diffraction loss for i three
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obstacles on a path profile. The consideration is that some obstacles are less im-
portant than others to the diffraction loss. In a transmission path, if the number of
obstacles is not much more than three or the diffraction losses of the less important

obstacles are neglectable compared with those of the first three prior obstacles, CRC

method can give reliable results. However, in the reverse situations, consideration
for only three obstacles may have sizeable effect on the accuracy of the prediction
results. On the other hand, the priority of importance of obstacles on a path pro-
file is determined by the parameter H/ Rt only. This criterion in de Assis method is
borrowed directly from Deygout multiple knife edges method. Diffraction loss over
rounded obstacles not only depends on H/R, but also depends on the parameter
r. Therefore, in a conservative manner and for achieving higher accuracy, all the
obstacles in a path profile are considered in this thesis.

As an example, the effect of the number of obstacles taken into account in
total diffraction loss is shown in the following. Iig. 4.11 is a modified path pro-
file in which transmitter is tentatively put on a relatively low hill. The location

of the transmitter is 47°30'22" latitude, 52°56'47" longitude, and the receiver is

at 47°30°22" latitude, 52°38°13" longitude. The transmitter and iver antenna

heights are 61 m and 1.8 m. In this figure, there are total six obstacles (with
parabolic fittings) and those with number 1, 2, 3 are the obstacles considered in

CRC method for diffraction loss. The diffraction losses calculated by three obsta-

cles and by all obstacles are shown in Fig. 4.12. In the curve of the diffraction loss
for all obstacles, there is an irregular portion around 450 MHz. This is attributed
to that the obstacle between obstacle 1 and obstacle 2 becomes non-obstacle when

the frequency higher than 550 MHz. Since this obstacle is helow the line connecting
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obstacle | and obstacle 2, its ///R iz less than 0. When the frequency increases, R
decreases, and its /1/ R also decreases. When H/ R < -0.6, it becomes non-obstacle,
therefore the diffraction loss goes down a little bit. In Fig. 4.12, for low frequencies
there are more than 20 dB difference between the diffraction losses, and for high
frequencies there are more than 15 dB difference. This example shows that the two
prediction results have sizeable difference. Therefore, it is r:commended that in
order Lo improve Uhe accuracy of prediction results all possible obstacles in a path

profile be considered.

4.5 Results of the Modified Diffraction Loss Pre-
diction

As stated in the previous sections, several aspects of the diffraction loss predic-
tion such as the radius of curvature of obstacle’s crest, the correction factor, and the
number of obstacles have been modified. Also, path profiles have been modified.
The results given in cach section above are caused by each aspect alone. The total

results of these modifications on diffraction loss with the results of CRC

method will be shown by following two examples. Fig. 4.13 shows the CRC path
profile with T} 2t 47°34°19” latitude, 52°53’17" longitude, R. at 47°34°19” latitude,
52°42'0" longitude. Fig. 4.14 presents the modified profile. The transmitter and
the recciver antenna heights are 61 m and 1.8 m. The diffraction losses predicted by
CRC method based on the CRC profile and predicted by the modified method based
on the modified profile are shown in Fig. 4.15. In this case, the modified diffraction
loss versus frequency is about 10 to 15 dB less than the CRC result. Since the

CRC profile misses the top of the hill near 10 Km distanc irom the transmitter,
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so the hill located around 6 Km distance is treated as the main obstacle. In the
modified profile, the hill near 10 Km distance is the main obstacle. Since the radius

of curvature of this main obstacle is much less than that of the main obstacle in

the CRC profile, the modifiad prediction result is lower than the CRC result in this
case. The other reason is thai the clevations at the transmitter and the receiver in
the modified profile are higher than those in the CRC profile, these decrease the
parameter /[ As the recciver moves away from the transmitter along the path
shown in Fig. 4.13 and Fig. 4.14, the diffraction loss results are given in Fig. 4.16,
where the frequency is 900 MIlz. In another example, a CRC path profile is given
in Fig. 4.17, where T} is at 47°24’43" latitude, 52°48'25" longitude, R, at 47°30'22"
latitude, 52°48'25" longitude. Fig. 4.18 shows the modified profile. The antenna
heights arc the same as in t1. - ‘ast example. The diffraction losses against frequency
are shown in Fig. 4.19. The diffraction loss from the modified method based on
the modified profile is about 6 dB less than that from CRC method based on CRC
profile. In this case, the difference is mainly caused by the radii of curvature of the
two obstacles located at 10 Km and 8.5 Km distance from the transmitter in the
L. profiles. Fig. 4.20 is the diffraction losses along the paths in Fig. 4.17 and Fig.
4.18 with the frequency as 900 MHz.

It is believed that the results obtained by the modified method are more reliable
than those from CRC method, because of the much more accurate path profiles and

the improvements in the three aspects of the diffraction loss prediction method.
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Chapter 5

Total Propagation Loss
Prediction

5.1 The Composition of Total Propagation Loss

VHF/UHF frequency bands are used in land mobile radio communications.
Propagation in these frequency bands, for the most part, Lakes place via space

waves. At these i i are I very rapidly with dis-

tance, and skywaves pass readily through the ionosphere with little energy being
reflected back tocarth. Space waves are subject to absorption, reflection, refraction,
and scattering by the troposphere and by the surface of the earth and obstaclen in
their paths. For the relatively short service ranges of the land mobile radio sys-
{ems, the modes of propagation are usually free space propagation, reflection from

the earth surface, diffraction over obstacles on the terrain, atmospheric refraction,

ttering by the here, and multipath jon in urban areas. The
total propagation loss (ic. median transmisgion loss) considered in this thesis is
composed of free space loss, diffraction loss, reflection loss, tropospheric scattering

loss, urban loss, clutter loss, and season loss.
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Free space loss is the basic loss for all the propagation paths. Atmospheric re-
fraction of radio waves is taken into account by the eflective earth radius. If the
path profile has obstacles (H/R > —0.6), diffraction loss is predicted according to
the modified method presented in Chapter 4. Otherwise reflection loss is calcu-
lated based on the method discussed in Chapter 2. Diffracted reflection waves are
neglected. When transmission path is within urban or suburban area, urban loss
due to high density of buildings is estimated by Hata model. Tropospheric scatter-
ing (troposcattering) loss is computed according to National Bureau of Standards
‘Technical Note 101 which is briefly discussed in Chapter 2. For transmission paths
extending slightly beyond line of sight, diffraction will be the dominant mode in

ot cases and scattering may be neglected. C for long paths (far beyond

line of sight), the diffraction field may be hundreds of decibels weaker than the scat-
tered field, and thus the diffraction mode can be neglected. In intermediate cases,
such as for path length greater than 10 Km, both modes have to be considered and
the results combined in the following manner (29]. If

z=La~L,

where Ly is diffraction loss, L, is scaltering loss, let

_ [ 2.6exp(5) 2<0
B_{ z +26exp(-g5) z>0 6.1
Then the combined loss is :

L=Ls-B. (5.2)

It can be scen that, if Ly < L,, L depends on Ly more, otherwise depends on L,

more. Generally speaking, in land mobile communications which involve relatively
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short paths, diffraction mode is more important than troposc atiering mode, and it
affects the total propagation loss more.

Along the transmission path, if there are trees or buildings near cither the
transmitting or receiving antenna within 250 m and the buildings arc not part

of an urban area, clutter loss should be calculated and added to the total loss.

In mobile time variability of the transmission power is not as
important as location variability. However, for certain arca sector Urangmission loss
changes from season to scason, year Lo year, therefore season low is also added to

the total loss.

‘The implementation of total loss prediction is discussed in the next secti

5.2 Program Flow Chart

CRC propagation loss prediction program basically consists of two kinds of pre-
dictions. One is for detailed path profiles which are constructed from the terrain
data base or entered by user when there is no data base. The other is for non-
detailed terrain with statistic features. In this thesis, the interest is in improving

the accuracy of the prediction for detailed path profiles. The lollowing flow charts

are the implementation of the modified prediction methods. Fig. 5.1 is the flow
chart of the main program. Since the output parameters can be the tranymis-
sion loss (or called path loss, lotal propagation loss), ficld strength, and signal
voltage, the input parameters are different for different output parameters. Gen-

erally the input are latitude, | of itter, antenna heights

4
zation, almospheric refractivity or

of transmitter and receiver, freqs and pe

K factor, clutter parameters if there is any, etc.. In a more convenient way, input



106
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caleulate location
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lli.illllﬁ'l’, >10km
Y

calculate tropo scatter loss L,

combine L and L

output parameters

Figure 5.1: The Flow Chart of the Main Program
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parameters are organized in the certain format as a scparated input file. In Fig.
5.1, ‘modify profile’ takes into account the effective curvature of the carth to the
path profile. ‘add height’ adds to the path profile the heights of those trees and
buildings which are neither considered in clutter model nor in urban model. The
conditions of various loss calculations are discussed in the last subsection. In the
main program, each of these steps involves several subroutines. The flow charts of
‘construct profile’ and ‘calculate diffraction loss Ly’ are shown in the following.

In constructing profiles from the terrain data base, the Universal Transverse
Mercator (UTM) coordinates are used. The earth surface is considered as a sphere
which is divided into 60 zones with a 6° longitude interval. The procedure of

obtaining a profile may be explained by using Fig. 5.2. Tk, I, represent transmitter

and receiver. The path length is obtained by solving the spherical triangle N =7, —
R, where N is the north pole. Ny, N are the intersecting points of transmission
path with zone boundarics. Sy, 52, S3 are the segments of T:- Ny, Ny-Na, No-R;,
respectively. The length of each segment is obtained by one of the spherical triangles
such as N = T; — Ny, N= N, = N, and N — N; — R.. In each segment, locate
the points with approximate 100 m interval. The clevations and surface codes of
these points are required to be determined from the modified data base. Since the
location of each of these points may not be right on the point in the data base, so
the complete quadratic interpolation and the weight vote method are applied again
Lo obtain the elevation ard urface code. The flow chart for constructing the path
profiles from the modified data base is given in Fig. 5.3, where NS is t} total
number of segments, NP is the number of the points F; in cach segment with an

approximate 100 m interval, D)_s are the corresponding closest nine points in the



Figure 5.2: Construction of Path Profile
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modified data base for each of P;.
Fig. 54 is the flow chart of the modified diffraction loss prediction which is
presented in Chapter 4. hpt, ko, are the minimum effective antenna heights of

transmitter and receiver.

5.3 Results and Discussions

As the terrain data basc has been modified, the evaluations of diffraction, re-
flection, tropospheric scatlering, urban, and scason losses are affected. Also the
diffraction loss calculation has been modified, it will affect more in the predictions
for relatively short transmission paths. The followings are the results of the mod-
ificd program prediction system with respect to CRC prediction results. I the
following six studied cases, the transmitter antenna height is 61 m (200 ft), the
receiver antenna height is 1.8 m (6 ft), and the transmission paths are in New-

foundland area. In all the following path profiles, transmitter is always fixed al one

end. For showing the relationship of losses versus frequency, rwill locate at
the other end. For examining losses versus distance, receiver will move along the
paths. '(R.)’ in the figures denotes the receiver location fixed or moved. In the
latter situation, the frequency is always set to 900 Mlz and vertical polarized.
Case | tepresents the case that diffraction, tropospheric scattering, urbas loss,
season loss, and clutter loss are all involved. Fig. 5.5 shows a path profile con-
structed from CRC data base. The locations of the transmitter and receiver are
the same as in Fig. 4.13 in Chapter 4, but in Fig. 5.5 the cffective carth rading
factor (K) is set to 1. There are very minor changes of clevations in this two fig-

ures due to the change of K factor. Fig. 5.6 shows the corresponding path profile
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Figure 5.3: The Flow chart of Constructing Path Profile from the Modified Data
Base
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coustructed from the modified data base. Based on the profiles in Fig. 5.5 and
Fig. 5.6, the predicted propagation losses versus frequency are shown in Fig. 5.7.
‘There is about 11 dB less loss for the modified result. In this terrain path, several
kinds of losses occur. The following figures show the effects of the modifications
on these losses. Fig. 5.8 is the diffraction losses with about 9 to 15 dB difference.
These results are not exactly the same as in Fig. 4.15, because of the change in K
factor. The trepospheric losses are given in Fig. 5.9. There is about 0.5 dB more
for the modified result due to the modification of surface codes. Fig. 5.10 shows
the urban losses with about 0.7 dB difference. Since the urban loss model is the
empirical model, the results are affected only by surface codes. Fig. 5.11 shows
the season losses. The difference is very minor which is caused by the modification
of clevations near transmitter and receiver and surface codes. The clutter losses
are included in this case, there are no difference in the two results, since all the
parameters of the clutter are not provided by terrain data base, but they are the
inputs of the prediction program. For the prediction of losses versus distance, Fig.
5.12 represents the total losses. Fig. 5.13 shows the diffraction losses. These re-
sults have very little changes compared with those in Fig. 4.16. Tropospheric losses
are shown in Fig. 5.14, where for the distance less than 10 Km, the tropospheric
scattering loss is set to 100 dB. Fig. 5.15 is the urban losses, and Fig. 5.16 is the
season losses. This studied case shows that the modifications have the most effect
on the diffraction loss.

Iu the Case 2, the diffraction is the domi mode. The ission path

which is a relatively short path is the same as in Fig. 4.17 and Fig. 4.18. For

convenience, these twn profiles are repeated in Fig. 5.17 and Fig. 5.18. The pre-



Elevation in M

Elevation in M

Tx

50

2 4 6 8 10 12

Distance in Km

Figure 5.5: CRC Path Profile of Case 1

2 4 6 8 10 12

Distance in Km

Figure 5.6: Modified Path Profile of Case 1



Total Loss in dB

Difraction Loss in dB

0|

....... Free Space Loss
. CRC Method
—— Modified Method

130
120
110
10955 —

00 600 800 1000 1200 1400 164

Frequency in MHz
Figure 5.7: Total Losses vs. Frequency of Case 1
wne CRC Method

s| — Modified Method
3900 400 600 800 1000 1200 1400 164

Frequency in MHz

Figure 5.8: Diffraction Losses vs. Frequency of Case 1

114



Tropospheric Loss in dB.

Urban Loss in dB

CRC Method

——— Modified Method

! 400 600 800 1000 200 1400
Frequency in Miz
Figure 5.9: Tropospheric Losses vs. Frequency of Case 1
15

CRC Method

— Modified Method

00 600 ) 1000 1200 1406
Frequency in MHz

Figure 5.10: Urban Losses vs. Frequency of Case |

115



Season Loss in dB

Total Loss in dB

1.8}
1.6}

L4

0.8]

0.0

0.4}

0.2]

. CRC Method
— Modified Method

800 1000 1200 1400
Frequency in MHz

Figure 5.11: Season Losses vs. Frequency of Case 1

160)

1401

120

Free Space Loss

CRC Method
——— Modified Method

N\

6 8 10 12
Distance in Km

Figure 5.12: Totai Losses vs. Distance of Case 1

116



Diffraction Loss in dB

Tropospheric Loss in dB

70

CRC Method
Modified Method

Distance in Km

Figure 5.13: Diffraction Losses vs. Distance of Case |

. CRC Method

Modified Method

2 4 6 8 10 12 14
Distance in Km

Figure 5.14: Tropospheric Losses vs. Distance of Case 1



Urban Loss in dB

Season Loss in dB

118

. CRC Method :

——— Modified Method

2 4 6 8 10

Distance in Km

Figure 5.15: Urban Losses vs. Distarcce of Case 1

0.6]

0.4}

0.2]

... CRC Method
Modificd Method

2 4 6 8 10 12 14
Distance in Km

Figure 5.16: Season Losses vs. Distance of Case 1



1y

dicted total losses against frequency are demonstrated in Fig. 5.19. The difference
in this figure is caused by the difference in diffraction losses which can be referred

to Fig. 4.19. The heri ing has neglectable contribution to the total

loss. The total losses versus distance are shown in Fig. 5.20. In comparing with
Fig. 4.20, the difference of these two figures is almost only the free space losses.
In the case 3, the patl. profiles are shown in Fig. 521 and Fig. 522, The trans-
mitter is at 47°33'0” latitude, 52°54'45” longitude, and the other end is at 47°3644”
latitude, 52°57'55” longitude. In this path which crosses sea water, reflection from
the carth surface is the dominant mode. The Lotal losses versus frequency are

shown in Fig. 5.23. The maximum difference is about I1.5 dB when the frequency

is 700 MHz. Fig. 5.24 represents the total losses against distance. Within 2.5 Km

distance from the transmitter, there is only frec space losses

From 2.5 to 7 Km,

the two results are very close. The two results have an explicit change at 7 to 7.5
Km due to the difference in the two profiles. Case J indicates that the modilication
on path profile also results in the modification of reflection losses.

In the case 4, the transmission path is a relative long path as shown in Fig.
5.25 and Fig. 5.26. T is located at 47°18'57" latitude, 52°47°54" longitude, and
the other end is at 47°45'29” latitude, 52°48’36" longitude. If the receiver is fixed

at the end, heric scattering is the dominant mode. The total losses versus

frequency arc shown in Fig. 5.27. If the recciver moves along the path, within
a distance of 43Km from T, diffraction mode prevails and at a further distance
tropospheric mode dominates. The total losses versus distance is shown in Fig.

5.28.

For the case 5, the path profiles are shown in Fig. 5.29 and Fig. 5.30, with 7
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at A7°3020" latitnde, 52°41'0" longitude, and R, at 47°33'50" latitude, 52°45'20"
longitude. This is a relatively short and regular terrain path in which urban loss
and small diffraction loss are involved. The total losses versus frequency are shown
in Fig. 531, They are alinost the same. Fig.5.32 demonstrates the total losses
against distance. 1t is clearly scen that the two results are almost the same due
{0 the fact that the terrain is smooth and the 500 m spacing in CRC data base is
sufficient.

The last case is an example of the signal coverage prediction. The transmitter

is located at 47°35'20" latitude , 52°50'40” longitude which is the highest point

available as the center of the coverage arca of 15 Km radius. The transmitter
power is 50 W and the omnidirectional transmitting antenna has a gain of 8 dBi.
The transmission line losses in the transmitter and receiver are set to 2 dB. The

receiving antenna s also omnidirectional and has a gain of 2.2 dBi. Fig. 5.33 shows

the received signal voltage predicted by CRC method, and Fig. 5.34 shows the
improved prediction result. In these figures, the sign -’ indicates the dead zone
where the received signal is below the minimum specification. The sign '=' shows
the arca where the reccived signal level just barely meets the specification. The
areas marked with Lhe signs '+, ', and '#’ are the areas where the received signal
strength is higher, much higher, and much much higher than the specification,
respectively. Comparing these two results, in some area the signal predicted by the
modified method is higher and in some area it is lower than that of CRC method.
“The maximum difference is about 28.8 dB at the location which 1.1 Km from the
transmitter and 216° azimuth east.

Since the computer propagation loss prediction is completely based on the ter-
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rain path profiles, more accurate profiles will produce more accurate results, In
land mobile radio communications, diffraction mode is one of the main propagation
modes, the improvement of the diffraction loss calenlation will also increase the
accuracy of total loss prediction. Therefore, the results of the modified prediction

system should be more reliable.



Chapter 6

Conclusion and
Recommendations

In land mobile radio communications, the propagation loss prediction is the cen-
tral problem in the design and development of systems and networks as well as the
planning of services. As the demand of mobile radio services rapidly increases such
as in cellular systems, the cell is getting smaller and smaller, e, the micro-cell,
10 accommodate a larger number of subscribers. This is leading to the essential re-

that the propagation loss prediction must be more accurate. To improve

the accuracy of the propagation loss prediction, In this thesis we have examined
two major dependent parameters:

(i) the digital terrain data base;

(ii) the diffraction loss.

In the improvement of the terrain data base, we have proposed a procedure
consisting of two steps. The first step is to augment CRC data hase from 500 m
spacing to 100 m spacing by using the complete quadratic method and the weighted
vote method to interpolate elevations and surface codes. If our augmented data

base is not checked with the actual important details of the topographic map,
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we will procced the second step.  As discussed in chapter 3, in a smooth terrain

the CRC data base and our results are agreed and are also checked with the actual
topographic map. Of course, the second step is not required. However, in the rough
terrain, the sccond step is then taken by reading critical points directly from the
topographic map. These points are mostly the lop of missed hill or the bottom of
missed valley in the CRC and the augmented data base. In term of these important
point data, the linear triangular method and the weighted vole method are used to
correct the elevations and the surface codes, respectively. The second step will be
repeated until the modified data base is checked with the actual topographic map.

This high resolution and accurate data base provides « major contribution to the

improvement of the propagation loss prediction which is an essential issue in land

mobile communications. In addition, the accurate digitized map from this data base
«n also be used in many applications, such as the base station sefection in cellular
telephone networks, the site survey for microwave radio links, the carth station
location and specially in any information and navigation systems, clc.. Generally
speaking, the developed procedure can also be used to create any higher resolution
data base from any other lower resolution data bases or even starling from the
actual topographic map with an minimum effort in both time and labour.

For increasing theaccuracy of diflraction loss prediction, the modified prediction
method has been improved in three aspects: (a) the radius of curvature of the
obstacle’s crest; (b) the correction factor for the obstacles close to cach other; (c)

the number of obstacles considered in a path profile. On the other hand, since the

diffs Vo Tt 1

is entirely dep on the lerrain features, our modified

path profiles have provided an essential tool Lo determine all pararneters accurately.
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Therefore, diffraction loss prediction is greatly improved.

Since the evaluations of reflection, urban, heric ing, and season

losses are also dependent on the terrain features such as elevations and/or surface
types, the modification of the terrain data base has provided the improvements to

all these loss predictions. The CRC computer program prediction system has been

modified to accept the modified data base and to construct the path profiles. It has
also been modified to implement the improved diffraction loss prediction method
and to calenlate all the losses based on the modified path profiles. The improved
total loss prediction results are presented in Chapter 5 by six studied cases. Case
1 showed generally that an usual path profile affects diffraction, tropospheric scat-
lering, urban, scason and clutter losses which form the total loss. Case 2 showed
liffracti

that for a short ission path, the loss is a d

while in case 4, the tropospheric scattering is a dominant mode of propagation
when the transmission path is relatively long. Case 3 showed the reflection mode
is the dominant component when the earth surface is smooth such as water. In
case 5, the terrain is regular, there is no significant difference between the CRC
and our results, Case 6 is an example of the signal coverage prediction. It has been
shown that our total propagation loss prediction result is rather close to the CRC
result where the terrain is smooth, i.e. the path profiles are in a good agreement
with each other. However, the difference of these two total loss prediction results
is ranging from 3 dB to as much as 30 dB depending on how rough the terrain is.
This discrepancy can well be explained by the terrain details missed in the CRC

path profile with respect to our much more accurate path profile. For the future

work, our results are sus d to be d by the d data.



Over all, by introducing a bination of various i lati hni we

have produced a high resolution and more accurate data base and path profiles.
Coping with the modified diffraction loss prediction method leads to a major im-
provemnent of the total loss prediction. In consequence, our modified computer
program prediction system will be a better tool in the design and development of
land mobile radio systems and networks as well as the planning of services.

It is hoped that our rescarch and investigation provide a more accurate result in
the propagation lcss prediction for the open and suburban arcas. However, in the
urban ares where there are many buildings of various sixes, high population and
most of all the great demand of radio telephone services, the urban loss prediction

should be further imp d. in Japan are

cloping a urban

loss prediction system which employs a building data base [14]. “This data base

includes location and size of buildi The th ical diction of urban loss is

the future research dircction, one may want lo investigate.
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