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Abstract

Computed Load and Sliding Mode control strategies for robots make use of the
overall equations of motion. Unfortunately, for robots working in a marine environment,
these equations do not provide an accurate control because of a lack of good
hydrodynamics data.

The objective of the thesis is to incorporate the hydrodynamic loads, acting on
robot arms working underwater, into the equations of motion. The thesis describes a two-
link robot arm model and experimental setup designed for the purpose of gathering
hydrodynamic data.

The thesis also describes the techniques used to analyze the obtained data. These

include dimensional analysis and a neural network identification program.
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Chapter 1

Introduction

1.1 Background

Although the oceans cover more than two thirds of the Earth’s surface and arc a
vital part of the existence of Mankind, humans have not yet been able to fully explore
their finite depths. Actually we now know more about outer space than we know ahout
the oceans.

Modern robotics offers humanity a wide array of economically and socially sound

benefits. Autonomous robots can potentially handle tasks in hostile or inacc le
environments, such as, in space, in nuclear reactors and underwater. Industrial robots have

already assumed many hazardous, unpleasant or boring tasks, while simultancously

improving the productivity of factories in the industrialized world. Robot arms such
Canadarm have been successfully deployed in space. The ocean floor contains valuable

minerals and fuels but the actual economic exploitation of these resources has been

restricted by it ilities and the ication of robots to underwater tasks

has been very limited. Recent advances in underwater vehicle technology are helping to



change this situation.

Most of underwater vehicles are manually controlled. However, recently there has
been a shift towards autonomous or digitally driven control. This is mainly because
manual control has becn found unsatisfactory for certain tasks. Most arms mounted on
underwater vehicles operate at slow speeds, where the hydrodynamic forces are relatively
small but not negligible (Farbrother and Stacey, 1993). However, the arms sometimes
have 1o operate in the wake of a moving vehicle or be immersed in a current. In these
cases the hydrodynamic loads on them can be considerable and unpredictable. The sudden
change in the drag coefficients for a relatively small change in velocity makes the
hydrodynamic loads very difficult to ascertain. These effects can bring instability to an
automatically controlled vehicle Therefore, arms operating in these conditions will require
that control systems be robust and able to maintain acceptable performance levels in
response (o uncertainties (Farbrother and Stacey, 1993).

The control strategies used in robots can be divided in two main groups:
conventional (classical) control techniques and supervisory control techniques. Some of
the techniques in both groups can exhibit adaptive capabilities. By adaptive capabilities

is meant the ability of the controller to accurately respond when faced with changes in the

environment, which had not been anticij or ( , 1991). The
conventional control strategies include, among others, the computed load technique and

the sliding mode. They are both based on the equations of motion and could be

for ter ications because of uncertainties in the equations of

motion. Good experimental data could be used to reduce such uncertainty.



Neural networks and fuzzy logic are considercd supervisory control stratgi

They try to mimic a human operator by picking set points and gains for clas
strategies.

1.2 Scope and Objecti

The determination of hydrodynamics data is vital to perform an efficient control
of the motion of robot arms in an underwater environment. Unfortunately very little data

can be found in open literature. For this reason torque measurements have been conducted

using the wave/towing tank facilities on single-link body configuration and on a two-link

planar arm ion. The were conducted using steady ions and
rotations. A neural network was used to provide a convenient it to the torque data. In
addition, a mathematical model based on the Morison's cquation was developed for the
hydrodynamics loads. More complex motions and geometry were avoided because even

simpler cases are not fully understood.



Chapter 2

Literature Review

2.1 Background

A robot arm working under water is constantly under hydmdyna‘mics loads, such
as drag, hydrostatic restoring force, force duc to the moorings and the force duc to
currents and waves (Muggeridge and Hinchey, 1991). The added mass effects would also
play a substantial role in the power requirements of the arm (Baker and Sayer, 1990). In
addition to underwater currents, the turbulence created by thrusters of the host vehicle
itself or other passing vehicles, may affect greatly the dynamics of the arm (Rivera and
Hinchey, 1992). In this case control strategies are bound to fail since the equations of
motion lack good hydrodynamics data, and for complex configurations they are
computationally cxpensive. In order to make control strategies work effectively
underwater , a model of a robot arm wouid have to be fabricated and tested underwater.
Then we would be able to find the data fit which is computationally least expensive and

most robust.



5

The hydrodynamics of underwater vehicles or robot arms undergoing arbitrary,
unsteady motions is very difficult to deal with analytically (Muggeridge and Hinchey.
1991). The major problem is the complex wakes set-up behind the body. Even steady
motions are very difficult to treat analytically and the treatment relies heavily on
experimental data. Most studies assume the flow to be quasi-steady. in other words, lows
set up quickly and resemble steady flows. The quasi-sicady approximation is perhaps
acceptable for uniform or slowly varying motions of the arm but questionable for general
arbitrary motions.

For steady flow wakes behind a body, much depends on the Reynolds number
(Re=u,D/v) (Slaouti and Stansby, 1992). Section 3 of the hydrodynamics text by
Sarpkaya and Isaacson (1981) gives a good overview of this type of motion. At low Re
the flow is viscosity dominated. At high Re, vortices (symmetric/asymmetric) shed
downstream due to boundary layer separation, the flow cannot remain attached to the
body as it moves into the adverse pressure gradient generally found there (Prandtl and

Tietjens, 1934). Turbulence is a feature of fluid flow, not a property of the fluids

, and exhibit i ity and in time and space, diffusivity and

rapid mixing, th i i vorticity ions, and dissipation of the kincti By
of the turbulence by viscous shear stresses. It has also been observed that fluid particles
in a turbulent flow travel as randomly moving fluid masses, which causes at any point in
the flow, a rapid and irregular pulsation of velocity about a well-defined mean value.
Turbulent boundary layers do not separate as easily as laminar boundary layers. The fluid

in turbulent boundary layer is more energetic and can move farther into an adverse
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pressure gradient. Bodies with turbulent boundary layers have smaller wakes and therefore
less wake drag.

Most real flow problems can be solved, at best, only approximately by analytical
or numerical methods. Thus, experiments are essential in verifying solutions, in suggesting
which models are valid or in providing results that could not be obtained by theoretical
analysis or numerical simulation (Szirtes, 1992).

All the above mentioned factors have to be considered in order to gain a better
understanding of the hydrodynamics of underwater robot arms.

2.2 AUV/ROV State of the Art.!

Papers in this area were reviewed with the purpose of gaining an understanding
of the complexity of the task of deep ocean exploration, and the problems faced in the
design and operation of such crafts; the hydrodynamic loads on arms happens to be one
of the many.

Autonomous Underwater Vehicles, AUVs, are still in the early developmental
stage (Zorpette, 1994) and the most advanced vehicles known today are the result of
research recently unclassified by the military in several countries. Blidberg et al. (1991)
give a good overview of the present state of the research in this area, which includes

capabilities such as operational depth, mobility, etc, along witha

development of these craft. The same paper outlines some of the non-military needs for

the develop: of underwater . that are helping to promote a

'AUV: Autonomous Underwater Vehicle

2ROV: Remotely Operated Vehicle
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widespread use of these vehicles, and therefore the access to a more varied source of
research resources.

Yoerger et al. (1991) describe in detail the design of the arm used on the JASON ROV,
which has been successfully used in deep subsea exploration. It shows the ingenious

design solutions applied to cope with the high pressure (approximately 9,000 psi for a

depth of 6,000 meters) and corrosive and ically d
‘while at the same time exhibiting no backlash and low friction. The mechanism used to
prevent backlash at the shoulder of the arm, a reducer with a system of pulleys, is shown
in figure 2-1a. To ensure the needed stiffness, four parallel cable circuits are used on the
output stage, two circuits on the intermediate stage and only onc on the driver stage.
Tensioning of the cable circuits is adjusted at the drive pinion. The pressure compensating
system is shown in figure 2-1b. The manipulator is pressure compensated, all the parts run
in an oil-filled encasement slightly above ambsient pressure (9000 psi) . The overpressure
is maintained by spring-loaded bellows. Mineral oil was chosen which in addition to
providing overpressure, lubrication and cooling allowed the researchers to visually
examine the parts during testing. The JASON ROV and its arm are shown in figures 2-2
and 2-3 respectively.

Farbrother and Stacey (1993) review some of the aspects in designing ROVs with
control in mind. The paper centers its attention on the problem of controlling the
movement and positioning of the ROV itself, but does not make any reference to the

control of the arm.



Hose canying wires and
[pressure compensation of

Figure 2-1b Mani| 's pressure Ce ing System, Yoerger et al., 1991.
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2.3 Hydrodynamics Loads on Cylinders

In the present work we have used cylinders to model the links of an underwater
robot arm, mainly because the case of hydrodynamic loads acting on cylinders has been
extensively studied by many researchers. However the vast majority of these studics
concern steady and oscillatory flows around cylinders of infinite length, although most
practical applications have at least onc free end, and very few have devoted effort to flows

around cylinders with finite span. The case of arbitrary complex motions of linite span

cylinders with two free ends like the arm in the present work has not been scriously
researched. Therefore most of the data concerning hydrodynamic forces acting on
cylinders are not applicable in this case.

Our model consists of two cylinders of finite span linked by a revolute joint. The
three dimensionality of the cylinders with two free ends, plus their influence on cach

other, causes the liydrodynamic forces to differ from those found in the case of infinite

cylinders or quasi two dimensional cylinders (end plates). Also, the specifics of the
kinematics of the robot arms can cause different flow regimes to take place, even along
the same link.

When a body moves through a fluid a force is exerted on the body by the fluid.
The component of this force parallel to the free stream relative velocity is called drag,
whereas the component perpendicular to the free stream velocity is called lift. Both
pressure, p, and viscous shear, 7,, contribute to the resultant forces. Theoretically, the drag
and lift forces on a moving body could be calculated if we were to know the pressure and

viscous stresses distribution over the entire surface of the body, equation 2-1 and 2-2.



Drag =f (psinf +7, cos6)dA
2-1

Lift = {(p cos6 -1, sind)d4
22

Here 0 is the polar angle from the centre of the cylinder to the point on the surface.
Unfortunately it is extremely difficult to compute exactly the complete flow and pressure
pattern over the entire relevant surface of most bodies. Equations 2-1 and 2-2, although
formal, arc of little practical value. In practice, for the most part, drag and lift are
calculated using empirical or semi-empirical methods.

Morison’s equation, equation 2-3, was developed to describe the horizontal wave
force per unit length, f, acting on a vertical pile extending from the seabed to the ocean

surface (Chakrabarti, 1987).

u, 1
r
fy = Cy P;Dz—EIL+CD 'Z-PD Jua, Ju,,

Here C,, is the inertia ient, C,, is the drag coefficient, p is the density of the fluid,

D the diameter of the cylinder and «, the component of the velocity normal to the
cylinder’s axis. Usually C,,and C,, are functions of the Reynolds number, defined earlier,
and the Keulegan-Carpenter dimensionless parameter, KC=u,7/D, where T is the period
of the wave . The equation consists of two terms, inertia and drag. A particle of water
passing around a circular cylinder first accelerates and then decelerates, and this applies

a force on the cylinder. This force is described by the first term in equation 2-3. The
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principal cause for drag is the existence of a low pressure region on the downstream side

of the cylinder and a higher pressure zone on the upstream side (Prandtl and T

1934).
Morison’s equation is semi-empirical and its application to a complex time
dependent separated flow is questionable. However, attempts to derive other formulations

to better describe the phenomena have been unsatisfactory. Some proposal

have been
made to improve the existing equation (Sarpkaya and Isaacson, 1981) by adding higher
harmonic terms. Other more complex solutions have been attempted (Nam, 1990). But
overall the original Morison’s equation has been reliable in predicting uid forces on
small members. The equation can be extended to the computation of fluid forces on
inclined cylinders by writing it in terms of the normal velocity and acceleration vectors
(Chakrabarti, 1987, Bin and Yu-Cheng, 1991 and Otsuka and Ikeda, 1991).

The Morison’s equation was developed to match the peak forces due o a separated
flow. However, for attached flows the forces are not well described by Morison's
equation (Anartuk et al., 1992) . The essence of some new models (Anartuk et al., 1992
and Sarpkaya, 1991) is that the mean rate of the work done by the drag or damping force
must be equal to the rate of energy dissipation. Each of these models however assumes
that the flow remains attached at all times which makes the range of its use rather narrow.

A potential flow model (Chew et al., 1992) has actually validated the much
criticized Morison’s equation for unsteady flow. The method is based on a two
dimensional potential flow model that simulates the effect of flow separation in unsteady

flow by placing surfuce sources with time dependent strength and angular positions on the
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rear wetted surface of the body and downstream sinks in the flow to form a closed wake
model. Then the unsteady Bernoulli equation is used to obtain the time dependent
pressure. The in-line force equation obtained by this model is comprised of uncoupled
drag and inertia terms. With some simplifications the equation reduces to the classical
Morison’s equation. This work supports the applicability of the Morison’s equation to
unsteady separated flows. The cases considered showed small variations of the drag and
inertia cocfficients over a cycle. This is why Morison’s equation with mean coefficients
predicts the in-line force rather precisely. This method, however., did not take the surface
roughness in consideration, a factor that affects greatly the drag force (Sarpkaya, 1990).

Since Morison’s equation was proposed in 1950, it has been a chailenge to find

a correlation for the drag and inertia i In fact, sati y ions of
with the relevant dimensionless parameters have not been achieved. Data correlations to

date usually plot each dynamic coefficient versus one of the dimensionless parameters

ignoring the others (M ikh and glova, 1990 and gl and
1988). This has led to scatter correlations (Horton et al., 1992, and Rao et al., 1992).
Generally flows around circular cylinders are turbulent and wakes have a three

dimensional unsteady character (Slaouti and Stansby, 1992). There is no general turbulent

model to i into a i i ion of unsteady separated flows and the
limitations of computing power will not allow the direct three dimensional numerical
solution of the Navier-Stokes equations in the near future (Slaouti and Stansby, 1992 and
Sarpkaya, 1991). At low Reynolds numbers, the flow and forces on a cylinder may be

reasonably predicted by two dimensional laminar computations (Kawamura et al., 1986),
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although even here, the flows are known to contain some threc dimensional characteristics
(Tatsuno, 1989, and Slaouti and Stansby, 1992).

There have been a few numerical studies of two cylinders in side-by-side and
tandem arrangements using the random vortex method (Sin, 1987). This method is
believed to be versatile and efficient. not exhibiting some of the numerical diffusion and
dissipation problems associated with fixed mesh schemes. It has been observed that for
the side-by-side arrangement (Sin, 1987) , for large spacings (770 >3.5), where ‘T is the
distance between the two cylinders and D their equivalent diameter (figure 2-4), the
interaction between the two cylinders is negligible, and the two cylinders form their own
vortex streets independently. Spacings in the range of 2 < 7/D < 3.5 causes the eylinders

to produce vortex shedding in anti-phase. Spacings of 1.2 < 7/D <2 res

ts in strong

one narrow ke and a wide ke. The two kes

occasionally switch over and a large scale vortex street is formed further downstream. For
spacings of 1< 7/D < 1.2 the flow velocity in the gap is small and a large formation
region oceurs, resulting in the formation of a large scale vortex strect. Sources (Slaouti
and Stansby, 1992 and Zdravkovich et al., 1989) show drag cocfficients and Strouhal
numbers for each cylinder for different spacing ratios. The repulsive force between the
two cylinders, as expected, decreases gradually with increasing spacing ratio 7/, and
disappears when 7/D >3 .

In the tandem arrangement, source (Slaouti and Stansby, 1992) found that a critical
spacing exists which divides the flow regime into two categories. For spacing ratios of’

T/D > 3.8 each cylinder produces a vortex wake and for 77D < 3.4 vorlex shedding



Direction of the Flow '—]
Direction of the Flow

?9

Figure 2-4 Cylinders in Side-by-Side, a), and Tandem Arrangements, b).
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does not occur between the two cylinders. At spacing ratios of 1 < 7°/D < L.1 the two
bodies behave like a single slender body. the separated shear layers of the upstream body
enclose the downstream body and a vortex street forms downstream of the rear body.
C,, shows a sudden increase as 7/D cxceeds the critical value.

In most practical applications, like in our model, there is at least one free end., @
case which has attracted little attention (Zdravkovich ct al., 1989). For cylinders with
length to diameter ratio L/D > 6 . it has been observed (Zdravkovich et al., 1989) that

vortex shedding occurs along most of the span except near the free end. Flow

(: ich etal., 1989) hi d that the i ion of the vortex
shedding and the free end was extremely complex. Also "eyes" were visualized near the
surface near the free end. Each "eye" is thought to be associated with low pressure which
is responsible for an increase in the local drag coefficient. For 1/ =5 in phase pressure
fluctuations have been reported ( Yeung etal., 1993) on the two sides of the cylinder. Are
shaped vortices have been observed being formed behind short cylinders. The change-over
from an alternate to a symmetric vortex street occurred near /D = 2.5. A short cylinder
with two free ends has two interacting side flows which inhibit the vortex shedding
(Eckerle and Awad, 1991). A short cylinder with two hemispherical ends approximates

the shape of an ROV (Baker and Sayer, 1990). Reduction of L/D decreases the drag

(figure 2-5). ich et al. (1989) argue that the explanation should be
sought in the venting of a near wake which occurs behind a bluff body, i.c. an inflow of
the fluid into the near wake space on its way around the cylinder's ends. llence the

pressure over the back side of the body would rise resulting in a smaller drag. It should
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be pointed out that it takes some time for the inflow to turn and reach the near wake. The
result is a low pressure region near the free ends causing a high local drag cocllicient.
Zdravkovich et al. (1989) observed that the separated shear layers from  sharp cdged

circular ends form two counter-rotating swirling vortices. which separate from the free

ends where the flow around the rest of the cylinder does and are carried downs

am as

streamwise vortex pair. The cffect of the inflow on the near wal

long the does not

merely increase the base pressure but also displaces the vortex formation region further
downstream and widens the separated shear layers before roll-up into vortices (Nakamura
etal., 1992). This contributes to a reduction of the drag coelTicient and causes a decrease
in frequency vortex shedding. In addition the Strouhal number measured behind finite
cylinders is always smaller than behind infinite cylinders. The rate of [all of the drag

coefficient becomes negligible for L/D <6 . This indicates that with further reduction of

L/D the drag becomes governed by the shape of the two free ends. When using
hemispherical ends the drag can be reduced until /D = 1 and the cylinder becomes an

sphere (Zdravkovich et al., 1989).

The effect of the Reynolds number is similar to that found on eylinders o’

length. However, the separation lines are displaced gradually towards the stagnation point

line as L/D decreases, and eventually becomes bow-shaped for /D = 2. The concept

of a universal Strouhal number (Z ich et al., 1989 and et al, 1992)
which is based on data from infinite cylinders is not applicable in regions of three
dimensional flows such as near the ends of a finite cylinder (Ko et al., 1987). The three

dimensional effects on the drag coefficient of a finite length circular cylinder is quite
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similar to that in steady flow (Nakamura et al. , 1992). The values of the added mass
coefficient , C, , for a finite span cylinder are about equal to those for quasi two
dimensional circular cylinders for Keulegan-Carpenter numbers KC < 8 and larger than
those for KC' > 8 (Sarpkaya and Isaacson, 1981). The values of the added mass
coefficient for infinite two dimensional cylinders decrease in the interval 8 < KC <25,
but finite cylinders do not exhibit this behaviour. The lift coefficients are also smaller for
finite span cylinders (Nakamura ct al., 1992).

Unlike infinite two dimensional cylinders, the problem of finite span cylinders
placed in a uniform cross flow has not been studied extensively. Our understanding of the
vortex shedding phenomenon and the associated flow induced unsteady forces is rather
poor. This is partially due to the complexity of the separated flow, its three dimensional
nature and its interaction with the wake flow and partly because of a lack of reliable
techniques to resolve the unsteady forces induced on finite span cylinders (Baban et al..
1989).

In spite of the interest in unsteady flow past a bluff body and many experimental
measurements of the unsteady flow induced forces, there are very few numerical works
in this arca duc to its complexity. Analytical solutions for separated time dependent flows
are nol yet possible even for relatively idealized situations (Kiya and Tamura, 1989).

When a two dimensional cylinder is placed in a cross flow, alternate vortex
shedding from both sides of the eylinder induce fluctuating lift and drag forces (Baban
et al.. 1989, Blevins, 1990, Sarpkaya et al., 1981 and Sarpkaya 1991). The frequency of

vortex shedding is given in terms of the Strouhal number: S= nD/u, , where »n is the
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frequency of vortex shedding from one side of the cylinder. D is the diameter of the
cylinder and u, is the free stream velocity. The Strouhal number depends in turn on the
Reynolds number. If the Reynolds number is in the subcritical range the frequency of the
drag is about twice that of the vortex shedding (Baban ct al.. 1989). It has been observed
that the fluctuating drag signal does not correlate well with the vortex shedding frequency.
It has been shown that the complex. threc dimensional flow which exists behind the
cylinder inhibits the periodic shedding of vortices. This effcet is variable along the
cylinder’s span (Sin, 1987, and Niemann and Hoelscher, 1990).

A large volume of literature deals with fluctuating forces and associated vortex
shedding from bluff bodies subjected to steady ambient flow. Numerous computational
studies have been performed on flow about circular cylinders attempting to predict the

Strouhal number in steady ambient flow and the shape and growth of the wake region in

impulsively started flow (G i et al., 1992 and Wang and Dalton, 1991). The
complete Navier - Stokes equations in vorticity/stream function form have been solved
(Burde, 1990) using a combination of second and fourth order compact finite difference
schemes. Short time symmetric - wake solutions for Reynolds numbers of 300, 550 and
1000 were obtained showing good agreement with visualization results for both vortex
size and center position (West and Apelt. 1990).

The evolution of the drag coefficient does not depend significantly on the reduced
velocity, u,1/D , where u, is the linear velocity or free stream velocity, ¢ is the time and
D the diameter of the cylinder beyond the period of constant acceleration, figure 2-6. A

drag overshoot occurs between u, 1 /D =4 and u, /D =5 (at a relative distance covered in
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approximately half the vortex shedding period). The drag overshoot occurs before the
vortices exhibit noticeable asymmetry. The reasons for high local drag could be the
following (Sarpkaya, 1991) : During the initial and symmetric development of vortices

(for u,t /D < 4), the vorticity rapidly accumulates in the wake. The symmetric vortices

grow 1o sizes considerably larger than those found in later stages of the motion where the
vortices shed alternatingly. But, this is not enough to explain the drag overshoot. Also,
during the carly stages of motion the vorticity flux is expected to be considerably larger

than the cross wake transfer of oppositely signed vorticity. The vortices grow and exhibit

three di ionality. The ination of the above i factors i to the
rapid rise and fall of the drag cocfficient at or near u,/ /D = 4.5 (Yeung et al.. 1993).
Cylinders may be classified as semi-streamlined bodies where the position of
separation is varying depending on the free stream velocity and flow profile, turbulence
of the free stream, geometry and the roughness of the body’s surface (Niemann and
Hoclscher, 1990). The flow around a circular cylinder depends on Reynolds number, since
the state of the boundary layer may be cither laminar or partly turbulent (Badr et al.,
1989). In turbulent conditions, additional energy is fed to the boundary layer by turbulent
momentum exchange and hence it gains additional capability of overcoming the adverse
pressure gradient behind the pressure minimum, producing a smaller width of the wake,
recovery of the wake pressure and smaller drag. Most researchers agree about these

features but the steps by which the transition from laminar to turbulent occurs is not

(Niemann and Hoelscher, 1990 and Sarpkaya, 1991). In the case

of a cylinder oscillating in the presence of a steady current, the flow may be characterized
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by three non-dimensional parameters, the reduced velocity, the Reynolds number and the
amplitude parameter (Badr et al., 1989).

2.4 Hydrodynamics Loads on Robot Arms

Very little has been found in the literature regarding this specific topic, the central
part of this thesis. Most of the papers reviewed deal with hydrodynamics and control of
ROVs, or with hydrodynamic forces on offshore structures. Only three relevant references
have been found, Fukuda and Hara (1989), Liceaga-Castro et al. (1991) and Lee (1993).

Liceaga-Castro et al (1991) proposed a mathematical model based on Morison’s
cquation, which uses drag and inertia (added mass) coefficients determined for infinite
circular cylinders. In the case of the added mass coefficients, a constant value of Ca=1.8
is used. The manipulator model described is a two-link planar arm with two degree of
freedom, figure 2-7: the two joints rotate in one plane and there is no translation. The
effects that one link has on the other were not considered. The hydrodynamic loads on
the model were incorporated into the derivations of the equations of motion using the
Newton-Euler method. In this thesis it was decided to use the Lagrange formulation.

Fukuda and Hara (1989) (in Japanese) use a simplified mathematical model of the
hydrodynamic forces incorporated into an adaptive controller for an underwater robotic
manipulator. The model states that the equivalent drag force acts at the midspan of the
link. The physical model tested is a two-link arm with joints rotating in perpendicular
planes, figure 2-8, the rotation of the first joint occurs along the axis of the first Jink. A
translation of :he paper was unavailable but much could be inferred from the equations.

The third source (Lee, 1993) is a video demonstration of a one-link revolute. An adaptive
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controller used was tested for angular positioning of the link. The demonstration lasted
barely few seconds and only mentions that research is under way.

Rivera and Hinchey (1992) i on an arm/body

(figure 2-9) which consisted of a spherical body, 0.25 m in diameter, with a box cross-
section single link horizontal arm fixed to the body and 0.25 m long and 0.05 m wide.
During tests the arm was position 1 m below the water surface in the MUN wave/towing
tank facility: the tank itself being approximately 2 m deep. The motion of the carriage
was used to generate steady translation and a DC motor was used to generate steady
rotation. Torque data were obtained for various combinations of steady translation and
rotation. Tests showed that the hydrodynamics forces acting on the arm behave randomly
when the arm is positioned downstream from the body: for the combination shown in
figure 2-9 (steady translation and no rotation) the torque measured read sometimes

and others

2.4 Neural Networks System Identification

The environment in which ROVs and AUVs work emphasize the requirement that

control systems be extremely robust and capable of maintaining acceptable performance

levels in the face of i inties and delled di: (F and
Stacey, 1993). Recent advances in control strategies for ROVs and AUVs include not only
neural nets, but there is an adaptive element in almost every new proposal (i.c. Pap et al.,
1991, Zomaya and Tarek, 1993 and Westerman, 1991). But maintaining an on-linc
adaptive capability (i.e. after the neural network has been trained) is computationally

expensive for present practical use (Farbrother and Stacey, 1993). Westerman (1991) has
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been able to maintain an on-line adaptive controller for only two degrees of (reedom ol

five degree of fireedom arm: hardware limitations have been the source of this

shortcoming. Zomaya and Tarek (1993) have used i dapti 11
(a controller per joint) for the control of some industrial robots. Pap et al. (1991) describe
a very similar procedure for underwater robotic operations.

Artificial neural networks have biologically inspired architectures, but it would be
a misconception to think that neural nets mimic accurately brain activity. Most of the
working applications of neural nets today have more in common with statistics and data
manipulation than with the simulation of grey matter (Westerman, 1991). Basically neural
networks are a means of correlating data using multiple highly interconnected processing
elements. The elements form a transfer function that maps input data to output data
(Caudill, 1988). Neural nets do not need specific mathematical models correlating the
input data to output data. They are able to come up with a relationship between the input
variables and the output. A network can be trained by presenting it with known and
reliable input/output samples, adapting themsclves to map one to the other. After a
sufficient number of training cycles, the network is able to generalize and produces a best
estimate output, with a corresponding measure of certainty, in response to some new data,
Neural networks will exhibit different properties depending on how they learn and train.
A way of training a network is to present input samples with corresponding outputs
(Zomaya and Nabhan, 1993). For cach sample set, the network reads the input and
estimates the output. It then compares its estimate with the correct response, using the

error to adjust the weights in the processing elements. This is called supervised learning.
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It tries to teach the network the right answer for any corresponding input during the
training phase. From the above we can conclude that it is important to train the net with
a "good" sample set. Determining what a good sample set of inputs and outputs is, for a
given ncural network, turns oul to be a most difficult issue. A net may pay attention to
relations in the data sample that may seem unimportant to people. If a network is
undertrained, it will not yield reliable responses. If, on the other hand, it is overtrained,
it just memorizes the taught cases and does not acquire the ability to generalize if posed
with new data.
A network able to generalize can interpolate between cases found in the training
sets. In this case what the neural network really does is to classify data: it is a way of
matching signals to learned patterns. Neural nets can also generate complex sign.'s with

relative case, which finds room in ications such as speech ition and synthesis,

and robotic control, (Craig, 1988, Kawato et al., 1988, Miyamoto et al., 1988 and Pap
et al., 1993). Another advantage of neural nets is the ability to find answers in spite of
incomplete and imprecise available data. Neural networks have also been used to develop
adaptive control systems and we intend to use it to analyze the obtained data.

A ncural network is made up of simple, highly interconnected processing elements,
which respond in parallel to inputs presented in a dynamic, self-organizing way. Certain
knowledge is contained within the network in the way the processing elements are
connected and the weighting assigned to each neuron input. By itself, a single processing
clement, figure 2-10, is relatively useless: it is the interconnection of many that works.

The processing clements are organized in layers and connected in different ways to
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provide for the different lcarning dynamics for solving different problems. The connection
weights are about the only thing that changes in a neural net as new data becomes
available and thus provides for its adaptability. The weights vary in order to respond to
data correlation. They are like the coefficients of a multi-variable system of equations,
cvolving to fit the data no matter how complex. It is possible that the transfer function
be made variable in order to increase the learning speed, but this is still a matter of
rescarch. In the scope of this thesis we will use a type of architecture known as
feedforward architecture. The activity flows only in the forward direction, originating in
the input layer. In conjunction with this scheme we will use a back propagation learning
algorithm, In this type of supervised learning, the desired output must be provided along
with the input.

Sorensen (1993) describes a multi-layer perceptron system able to perform
multidimensional curve-fitting in a multi-variable dynamic process. The neural network
in question, figure 2-11, contains an input layer, a hidden layer with a sufficient number
of non-lincar neuron squashing functions including offsets, and an output layer with linear

neuron functions. In this case W, is a matrix representing the weights between the input

layer and the hidden layer, the "1" input provides the necessary offset. The matrix W,
represents the weights between the hidden layer and the output layer and F represents the
neural function, a tanh function for all elements. The error e, which represents the
mismatch between Z . the desired output, and Z , the output from the net, is used in the

Back Propagation Error Algorithm, widely described in the literature on the subject.

Sorensen (1993) extracts a so called Gain Matrix from a trained multi-layer perceptron,
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which s the derivative of the output vector, Z , to the input vector of the net. V. This

allows a trained multi-layer perceptron to work as an identification parameter routine.



Chapter 3

Mathematical Model of Hydrodynamic Loads on a

Robot Arm

In this chapter a mathematical model of a planar two-link revolute joint robot arm

is

ped. The ic torques were ped based on Morison's equation

and dimensional analysis. The | model and the dissipating forces were then

incorporated into the equations of motion of the two-link arm . The model is not expected
to perform accurately, due to a lack of hydrodynamic data for cylinders with two free
ends moving randomly in the plane and the effects of one cylinder on the other. The

model is useful however in identifying the di i and di ionl that

affect the joint torques, and in what measure they do so. These parameters constitute one

of the input sets tried in the neural network described in chapter S.



3.1 Analysis of a Two-Link Planar Revolute Joint Arm
Applying dimensional analysis (Sharp et al. 1992) to the one-link configuration
undergoing steady translations and rotations shown in figure 3-1, we obtain a function for

the torque ing on the i that influence its determination:

™ =¢(u,,860L,D,p V)

3-1-1
where:
L - Length of the link [m]
D - Diameter of the link [m]
u, - Normal velocity (1 =u_cos 6) [m/sec]
u, - Translational velocity of the base [m/sec]
7 - Torque at the joint [N.m]
p - Density of the fluid [Kg/m®]
v - Kinematic viscosity of the fluid [m?¥/sec]
0 - Angle between the link and «, [radians]
6 - Rotational velocity [rad/sec]

As a first case we analyze the drag force on the single link when the translational velocity
u, is constant and the rotational velocity 0 equals zero. In this case the torque at the joint,
due to the drag force on the link, may be expressed through the following functional

equation:

? =9 (P> v, u,co86, D, L,)



u§<0 or >L
_¢.LJ_I.J.L.J_.L|._J.LJ_.l_l_lj,_ ......
0<u/f<L u,
] "
_¢.'_[_|.Tr 2 7 W T O Y O O

B

Figure 3-1 One-Link Planar Arm Model (Velocity Profile)
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Using dimensional analysis the above equation can be reduced to a function of
dimensionless parameters.

u, L ” e D v

M 0 o0 1 1 0 0
m 1 0 0 0o 1 -
m o0 1 0 0 -1 0
W 0 0 | T A

Compounding the pi terms gives:

P

,c080D |,
pL2D (u,cos0)*

v D 313

Applying Morison’s equation to this case a similar expresion is obtained for the

torque at the joint:

L % pDC, L2ug cos’d

314
In this case the drag coefficient C,, , the term in the right hand side of equation
3-1-3, is a function of the Reynolds number and the L/D parameter and is constant along
the link, except near the free ends.
In a second case, where the translational velocity is zero and the rotational velocity

is constant, dimensional analysis yields the following functional equation after
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compounding:

. [0 L} L ]
pDL v D 3-1-5

Here dimensional analysis yields the so called rotational Reynolds number, the first

term inside the parentheses in equation 3-1-5 (Oldshue. 1983): the conventional Reynolds

number would be different along the length of the link. Once again applying Morison’s

equation and integrating along the link gives:

1

L
+ 8 3-1-6
In this case the drag cocfficient depends on the dimensionless parameters inside
the parentheses.

A third more general case involves simultancous rotation and translation

. The
significant functional equations obtained from dimensional analysis arc:
i _ (408D b L
o D ucosd L? v u,cos8' D 3-1-7
P (0Lt oL L
oD 0L v’ u,cos’ D 3.1-8

Following is an attempt to generalize the casc of a revolute multiple link
manipulator moving in the planc by applying Morison’s equation (figure 3-2). The left

hand side term in equation 3-1-7 or 3-1-8 constitute the drag cocfficient.
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‘The vertical and horizontal velocity distribution along a link i can be written as:

uyixi) =% 36 + iol [EL,, C"S[ i 0»]
Al 45 P

i g1

+ Uy cos(i.E‘ B]] 5.6

3-1-10

NN ey
e pant i

In the above equations x, and y, denote the local coordinate system, x; equals zero
at the joint i and £, at the joint i+1. Equation (3-1-10) is of the type f(x) = 4,x, +B,,
where 4, is equal to the sum of all angular velocities preceding link i, including the

angular velocity of link i , and B, is the sum of the second and third terms in equation

(3-1-10). J, p and g are counters. The coefficients 4, and B, can be found from:

o 31-11

AX-I:LV cos 'E EP]

Pl

woff)

=t

3-1-12

The joint di 0,(n) and the i velocity of the base are

functions of time . In the scope of this thesis only steady translations and rotations were
tricd, but even at constant translational velocity (u,(f) = constant) and constant rotational
velocity (6, () = constant), accelerations exist since the velocities ,,(x;, f) and u,,(r)
also depend on the configuration of the arm. The velocities and accelerations are used to

calculate the drag and inertia terms in Morison’s equation.

The following ions compute the jons in the y, and x, di
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2R L [ e
+ [ti"cML:I 0’]—“"; o sin[lg BIH

3-1-14

Bl g (i)

uiasm[/, q] 3 29 cnsLEﬂJ

In order to find the drag component of the force acting along the link i, we must integrate

the first term of Morison’s equation from 0 to L, However the solution of the integral of

the expression does not have a common closed form for every configuration of the arm.

In the case where -B,/4, <= 0 and -B,/4>= L, it is sufficient to have one interval

for the integration from 0 to L,. However if 0 < -B,/4, < L, then two integration

intervals are needed. The integration intervals are from 0 to -B,/4, and from -B,/4, to L,.

If-B,/4,<=0 or -B,/A,>= L, (case I, figure 3-4) then:

L,

» 1
Sayi = EPDI’CD)W‘ sgn (i (L; »_H{Wi‘l*gi f dx; 3.1-15



43

3
b W B} Bi
R L e S
ﬁv’;l =0
3-1-17
If -B,/A,>0 and -B,/A, < L, (case I, figure 3-4) then:
B,
i R
S = 5PDiCoyi sgn(t (L) [ A B i, 3118
0
o _1
oyi ’EPDicmi"f"("'w(Li)) 34, 3.1-19
D 1 r
oyt = EPD.C»_V. gty (L)) _"(A:‘l’B-‘)z dy;
& 3120
o _1 { o B
Josi = 5 PD; Cp,; sgn(uyi(Ly) (A )3] 3121

The torque on joint j caused by the y, drag component of the hydrodynamic force

on link i by u, can be determined from the following cxpression:

» =[ % +):1_ cos 2 5, ]l.,. {c,,”)_‘,L o8 ): ® ]If 312
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Excluding the links preceding we can find an expression for the total torque on
joint j caused by the y, drag component of the forces acting on the links following link

I

3-1-23

‘Taking into account equations 3-1-7 and 3-1-8 from dimensional analysis, and
cquations 3-1-11 and 3-1-12, the drag coefficients can be described by either of the

following functional cquations:

ALY AL L
'7B, ' D,

3-1-24

iki
5 i
i
B

B.D. A L.
o[22

For case I (figure 3-4) C,, and C,, can be obtained from :

L,
X, +B, fx,dx; 2 i 2
o . (f,(A' B L, [342L2+682+8B,4,L,
P ] 4 | 4L} +38+3B,4,L,
[i,x+B,y dy, 3.1-25
o

Gy =0
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For case II (figure 3-5):

»
Cii =
3-1-26
Gt =
In a similar way we can ine the drag x, of the |
force acting on link i:
D 53 2
£ = Coy g o Dlsgn g )u 127

The torque on joint j caused by the drag x, component of the hydrodynamic force on link

i by u, can be determined from the following expression:

il i
Dx _ D "
2[5l £

Excluding the links preceding, we can find an expression for the total torque on join! j



caused by the x, drag component of the forces acting on the links following link j:

Dx
Y 3-129

The total torque on joint j caused by the drag force on the following links,

including link j can be determined from the summation:

-rI" = 1”’ + j""
3-1-30

The inertia component of Morison’s equation, in the y; and x, directions, can be
calculated in a way similar to the drag component. This inertia component will be zero
in the case of a single link undergoing cither constant rotation or constant translation.
However the simple combination of constant rotation and constant translation will result
in acceleration. For the general case of accelerated motion, §, #0 and u, #0, the
acceleration distribution function along the link i is of the type flx) = M, x, + N, where:

{5

el

(,.55 ’ s‘n(ﬁ o))

i 1

3-1-32
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In the case where -N,/M, <= 0 and -N;/M>= L, . it is sufficicnt to have onc
interval for the integration from 0 to L, . If 0 <-N,/M, < L, then there are two integration
intervals. The integration intervals are from 0 to -N,/M, and from -N,/M, to L,. 1f -N,/M,
<=0 and -N,/M,>= L, (case I) then:

2 L,

wD; .
Fan = Cuyt P (i (L)) [M5,+N,)
0

=D} M 3133
= Cyyi p—a'— sgn (i, (L)) [N,.L,* ]

2

fui =0
If -N,/M, >0 and -N,/M, < L, (case II) then:

i
Fap= Cuy 0T DF s (-t (L) [ (MpxoNy) e,
0

= Cyyi p%Df sgn (=i (Ly)) (‘ M ]

|

e 3134

D sgn (i, (L) [ (M, +N,) dx,
N

My

T

i \
fbyi = CMy; P )

T " ‘VIILIZ N
= Cuyi 9ZD. sgn (tdy; (Ly) NiL;+ ’2

The torque on joint j caused by the y, inertia component of the hydrodynamic force on
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link i by #, can be determined from the following expression:

i-1 i i-1 i
C,’,+Echos( Y 0,,]][”;, + .+2chos( ¥y GI,HA/,, _
a7 prgel a5 Pl =i

Excluding the links preceding j we can find an expression for the total torque on joint

J caused by the y, inertia component of the forces acting on the links following link j:

i
1) 1)
v X 3.1.36

The inertia coefficients can be described by either of the following functional equations:

3137
For case 1 C,, and C}, can be obtained from:
7
M x,+N, \x, dx,
&7 {‘ sl L, [3N,+2M,L,
oL "3 | 2NML,
[(Mx N, ax, 3-1-38
0

Cui =0



For case II:

W
f(M."i*N:]"’i'L‘U
o0 _
Cai = 7 ——
)

f(M‘xi"N, )dx;
0

Ly
IM,

f 3-1-39
qdx,

[ (M, Ny,
M
A

The inertia component of the force in the x, direction is cqual to:

1
foxi = Coi

D}
P Lity 3-1-40

The torque on joint j caused by the inertia x, component of the hydrodynamic force

on link i due to 1, can be determined from the following expression:

5= [%Lﬂsin[ z’: 0,,]]
'] =l

3-1-41

The total torque on joint j caused by the inertia force on the following links,
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excluding link j can be determined from:

L

3-1-42

The total torque on joint j caused by the inertia force on the following links,

including link j can be determined from the summation:

I
U ]
3-143

Then the total torque caused by the hydrodynamics forces on link j is equal to:

H oAb
R e

3-1-44
In the case of our model it is important to consider the effects of the relative
position of the two links, the parallel distance and the planar angle between the two links,
on the drag and inertia coefficients. These factors will be included in the neural network

identification routine described in chapter 5.

3.2 Mechanical Losses

Friction is often neglected because it is difficult to model and poorly understood.
In robotic manipulators friction can account for as much as one third of the applied
torque. This is not the case of a manipulator moving underwater, where the hydrodynamic
forces usually dwarf the frictional and dynamic forces. Nevertheless friction is not

negligible because underwater robot arms often have special sealing systems able to cope
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with high pressures, and these increase friction at the joints (Yoerger et al.. 1991). The
static-kinetic friction transition near zero velocity causes stick-slip behaviour that limits
the fidelity of position and control. In addition the load and velocity dependence off
friction degrades the tracking ability of simple controllers.

The purpose of including a brief account of mechanical losses in this work is to
try to isolate the hydrodynamic forces. Rather than come up with a new model, the
treatment of friction here will be patterned after Dupont,1993 and Dhanaraj, 1990.

Our model was designed bearing in mind the need to isolate the hydrodynamic
forces, and although this is not entirely possible, steps were taken in order to minimize

the effect of friction and other dissipati In fact calibration shows that the

overall dissipating torques, including dynamic torques. are insigr.ficant but not negligible
in comparison with the overall torque (less than 2% of the measured torque). The
calibration was conducted on the physical model by measuring the torques at the joints
while unloaded and out of the water.

The unloaded frictional torque for a lubricated ball bearing appears to follow the

Petroff law (Dimarogonas, 1989):

2
o = [,d>wn)} 321

In the above expressic i f, is a function of the type of bearing found in most
manufacturers’ catalogues, d is the pitch diameter of the bearing, p is the dynamic

viscosity of the lubricant and # is the speed of rotation in RPM. A loaded bearing,
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however, seems to follow the Coulomb law:

o - /,Wd(cﬂn)‘ 122
where f; and ¢ depend upon the type of bearing, # is the applied equivalent radial load,
and C, is the static load capacity of the bearing. Notice that the units in the above
expressions should be consistent. Rough estimates of coefficients of friction can be found
in manufacturers catalogues.

The friction of a lip oil seal is much more difficult to model. It is non-linear and
depends on many parameters (Czernik and Horve 1993). A good approximation of this
[rictional torque can be obtained from:

o = 10%20R}R,f,

3-2-3
where f, is the coefficient of friction between the material of the seal and the material of
the shaft (for a shaft of polished steel £, =0.5) , R, is the interference load between the
shaft and the seal (R, ~0.08 for recommended values of tolerances) and R, is the radius
of the shaft.

Thus, the total torque at a given joint due to frictional effects is equal to:

U

> s

324

It should be noted that the direction of the frictional torque is always opposite to the
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rotation of the joint, a signum function added to the expression accounts for it. The above
equations are empirical, and while it is possible to identify the dominant sources of
friction in a given system, the actual parameter values should be identificd by
experiments, since the above expressions do not provide exact results. Because of the

complexity of friction models in individual robotic typically

consider an aggregate friction model for each joint of the robotic arm (Dupont, 1993),

The calibration of the dissipating torques has been included in the identification routine.

The dissipation of energy in the gear train and in the timing belt transmission were also

d following the

3.3 The dynamic equations of motion

The equations of motion of the i are a ion of the

between the input joint torques and the motion of the arm linkage. The inverse dynamics
problem is solved to calculate the input torques necessary to obtain a desired output. The
forward dynamics problem solution, the calculation of the motion given the inpul torques,
is mainly used in simulations. The above mentioned process yiclds the closed-form
dynamic equations of motion which can be derived through different methods abounding
in the literature.

In the scope of this thesis, however, cfficient algorithms for the solution of the
inverse dynamics problem will not be discussed; we will be almost entirely relying on
Asada and Slotine (1986) and Schilling (1990) for the derivation of the cquations of

motion. The choice of this thesis is the Lagrangian formulation, which describes the
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behaviour of the dynamic system in terms cnergy, in:tead of dealing with forces and

moments of indivi members as the Newton-Eul ion does. The Lagrangian
approach has the advantage that each of the terms in the final closed-form equation has
a simple physical interpretation in terms of such things as manipulator inertia, gravity,
friction, hydrodynamic, and Coriolis and centrifugal forces. The Lagranian can be written
as:
Ud) =T - U
3-3-1

where 7'is the total kinetic energy and U is the potential energy stored in the dynamic

system. The equations of motion are given by:

dog o
drog; o, 332
Here @, is the ized load ing to the i dinate g,. The

generalized loads are residual loads acting on the arm once the loads associated with
kinetic and potential energy are removed. In our case, the friction and hydrodynamic loads
are generalized loads.
The kinetic energy of a link / in a planar revolute manipulator (figure 3-2) has the form:
_1 i 1 7
T, = -mugu, + —o Lo, 333

f2 2

Then the total kinetic energy of the linkage is:



n - i
T = 23 (g T Cg a1 1) = S TH
i=l

3-3-4

In the above expression m; is the mass of the link i, /, is the incrtia tensor at the centroid
of the link, expressed in the base coordinates, u,; is the velocity vector of the centroid of
the link i , w, is the angular vector with reference to the base coordinate and ./, and ./,
are the Jacobian matrices for linear and angular velocities respectively.

For a two link planar revolute joint arm the result is:

0 -L,sing, 0 ]| %
[
Uy ! 335
1 L, cosb, 0 6,
0 -Lysing,-L,sin(8,+6,)  -L,sin(8,+0y) |[%
ez & 336

1 L,cosd, +L,cos(8, +6,) L,cos (8, +8;) o,

Using the rotation matrix we determine the inertia tensor of link 1 (a hollow

cylinder) and for link 2 (a solid cylinder) in the base coordinates (figure 5-3):

sin®f, -sinf,cosd, 0

m
I, = 4—8‘(3D|1+d,1+4L|1) -sinf,cos6, cos’0, 0
0 0 I
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sin’(6, +6,) -sin(, +6,)cos(6,+6,) 0
1,=22(3D3+4L3) ~sin(6, +0 cas (0, 6) cos'(0,+6;) L1
0 0 1

The manipulator inertia tensor matrix is a matrix based on the individual inertia tensors:

L] = .
H = 3 (m, 73,0 +101,0,0)
#

339
Hyy=m L cosf, +my(L,cosf, +L ,cos(8, +6,))
Hyy=m L}y +1, +my(L +L} +2L,L yc088,) +1,
Hyy=m,L,L ycos0,+m,L5 +1,
H,,=m,L,,cos(6, +6,) 3310
Hy=myL, L yc0s8,+m,Ls 1,
Hyy=myLl+l
Now the first term in the L i lation can be
d T _ d (s : - 4H,
€00 o 8 H.9]= H,b+y —1L6,
di 59, dt [jEI e ,Z:: bkl - T 3311
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Excluding the gravity forces we obtain an expression for the generalized load at joint it

=Y H g, + Wi
Q; JZ‘I 4 !Z”Z| AN 3403

where:

hyyy = =2m,L L ,sin(8, +6,)
hyyy = -myL L ,sin 6, A5
fypy = myLiL,sin 6,
The first term of equatics 3-2-12 represents the inertia torques, including interaction
torques, and the second accounts for the Coriolis and centrifugal elfects. Notice that the
gravity term has not been included since the two link planar model moves in a planc
perpendicular to the direction of the gravity and buoyancy forces. However these forces
and reaction moments will have to be taken into account while calculating the friction at
the joints. The friction, including the cfficiency of the transmission, and the hydrodynamic
forces will be included in the generalized load Q, . However because they are difficult to

model the friction and ission effects were




60

“The torques at the joints 1 and 2 due only to dynamic loads are:

i |ty +Hyp B v Hog By ] + 0, 0,h505 40, by

m, (3D} +d}' +4L])

o

+my(L +L+2L, L 5c050,)

N m,(3D; +4L;)
48

; 3D} 4L}
6, + m(L, L. cosarsz)*%‘

152 3-3-14

4L o5, +my(L,cos8, + L ,cos(6, +6, )ik,

92
-myL L ,sin8,) 0,0, 071
73 = [Hagtiy +HyB, +Hyyby] + By,

my(3D3 +4Ly) |,
a8

(L L yc088, +L3) +

3 3315
my(3D7 +4L,)

48

+{myL2+ }‘_ + [myL,yc08(8, +6,)]d,

+ (oL L, sin6,)0,

‘The manipulator model developed for this work has the second link remotely
driven, as shown in figure 4-3, by a timing belt powered at the base. This eliminates the

reaction torque at joint 2 and only an insignificant friction torque remains.
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Therefore the virtual dynamic torques exerted at the joints 7, and 7, arc:
SWork = 7,88, + 7,(80,+80,) = (1, +7,)80, + 7,580,

. . 33-16
T ATy =T T =T, :

A program for the computation of the joint torques based on the mathematical model is
listed in Appendix D.2. Output from the model will be compared with experimental data

in Chapter 5.
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Chapter 4

Wave Tank Experiment

4.1 Design of the Two-Link Pianar Revolute Arm Model
The experimental model designed to measure joint torques was a two-link planar,
fully revolute arm. The model itself has two degrees of freedom, moving only in the

horizontal plane. It was mounted on the towing carrier in the wave tank facility at the

University of
A picture of the setup out of the water is presented in figure 4-1. The two links
are independently driven, the sccond link is driven from the base (see equation 3-3-16).
The first link, figure 4-3, is hollow and is driven by a DC motor, a gear train with a
reduction rate of 25 and a vertical hollow shaft, figure 4-2. A torque sensor has been
mounted between the DC motor and the gear train, coupled with compensating couplings
as recommended by the sensor’s manufacturer in order to eliminate radial and axial loads.

The gear train and the vertical hollow shaft are mounted on high precision self-aligning

bearings. This for ing errors and minimizes friction. The gears



Drive Unit

Figure 4-1 Experimental Setup of a Two-Link Underwater Arm Model
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DC Motor (1) DC Motor (2)

Compensating

Couplings Compensating

Couplings

Torque Sensor (2)

Gear Train (2)

Internal Shaft (2)

i Hollow Shaft -

Figure 4-2 Detail of the Driving Section of the Setup
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\.
|

Figure 4-3 Two-Link Underwater Arm Model
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are also high precision and with minimal backlash characteristics. This enables us to
measure reverse loads accurately and to minimize friction as well.

The second link is driven from the base by a second DC motor, a gear train of the
same characteristics as the first and a shaft mounted on self-aligning bearings inside the
hollow shafi attached to the first link. A timing pulley is mounted at the end of the shaft
and through a timing belt drives a second pulley mounted at the end of the hollow link,
figure 4-3. A double-lip oil seal was installed between the two links, fortunately the
friction due to the scal does not depend on the radial load applied, and does not vary
significantly with the relative circular speed between the shaft and the seal.

In order to measure the position of the links, potentiometers were installed in the
shafts of the gear trains.

4.2 Testing

It is impossible to test every possible combination of configuration and velocities
since the number is too greal.

The first stage of the experiment included towing the model at speeds ranging
from 0.3 10 1.25 m/sec while the joints were fixed at specific angular positions (figure
3-2). For cxample for the angular position of joint 1 6,=0, the angular position of joint
2 was also set to 6,20, the model was then towed at 0.3 m/sec. This constitutes one data
file. For the same angular positions the model was towed at different speeds from 0.3
m/sec to 1.25 m/sec. The same procedure was repeated for different values of 4, and 6,,
spaced by 15 degrees. The upper limit of 1.25 m/sec was set to avoid high stresses and

vibrations on the mechanism. The lower limit of 0.3 m/sec is due to the fact that the
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torque sensors did not shed accurate readings below this limit. Most manipulators of
AUVs/ROVs work well within the specified limits.

The second stage consisted of steady rotations and zero towing velocity. First. joint
1 was locked irx position while joint 2 was rotated at different angular velocitics up to
34 RPMs approximately. A data file consists of data collected at a specific angular
velocity. Secondly, joint 2 was locked in place while rotating joint 1. At this point it
must be noted that link 2 was driven from the base and joint 2 was locked relative to the
base not to the First link. This means that inorder to virtually lock the second link relative
tothe first, the second joint had to be rotated from the base at the same angular velocity

asthe firstone. Finally, both joints were rolated at different angular velocitics.

Thethircdl stage included steady translations (constant lowing velocity ) and rotations
of both links. The testing basically consisted of a superposition of the first and the second
stage, needless to say that the possible number of combinations is clevated. Since the
towing mechanism and the DC motors controls were operated manually by two persons
the total mmber of data files collected was limited. A total of 527 dat files were
collected.

4.3 Data Acquisition and Processing

Most experimental setups can be considered as systems, with input signals
providing excitation, and output signals corresponding to some properly of the system. In
our case, for instance, a model of a two-link planar revolute robot arm under the influence
of the fluid in ~which it moves (input) would have as output signals torques at the joints

caused by the cirag force acting on the links, and the angular position of the two joints.
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Signalsin the real worldare continuous or analog, meaning they are dependent on
time cven if theoretically they are not: noise in the system affects the magnitude of the
signal. The amount of processing which can be done on analog signals is severely limited,
basically onlyaddition and multiplication without special hardware. By converting analog
signals to digital form, a wide range of analysis becomes possible. However this
conversion has many factors which influence the subsequent analysis and should be
considered.

The signal that we would normally obtain from an excited transducer is analog in
most of the cascs. In our case we received two analog signals from the two Rotary
Transformer Torque Sensors, and two analog signals from the potentiometers, Usually
these analog signals nced some processing before converting them to digital form.

The most common type of analog signal is amp

and filtering, Amplification is simply the

of a signal by some constant
amount in order to boost the signal that may be small. All signals are affected by andom
noise from circuit devices and systematic noise from fixed sources like AC power lines.
Systematic noise could be eliminated by carefully arranging the experimental set up, but
random noise can never really be eliminated, only reduced in significance.
Conditioning a signal usually means comparing two signals from a similar source
and amplifying the difference in those signals, Since the random noise is present in both
signals, the cflect of random noise is greatly reduced, as it is basically subtracted from
itself, leaving only the signal. The other way to reduce noise in a signal is through

filtering. This is best described in the frequency domain, where a filter is basically a
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window which lets certain frequencies through and blocks others. The most commion ty pe

of filter is the low pass filter which lets all frequencies bellow a certain frequency pas

through. In this manner, the effect of higher frequency random noise and systematic noise
is reduced.
A/D conversion is usually performed by a computer with a special A/D hardware.

The computer could be a PC, a Workstation or a VAX. or it could be the build-in

p of an oscill AD are rated by two primary features,
resolution and speed. The resolution of an A/D converler refers o how many discrete
steps it can divide its input into. The more steps the higher the resolution. This number
of steps is usually a power of two, since the A/D interacts with a digital computer. Some
manufacturers refer to the number of sleps when specifying their A/D converters, but it

is more common to refer to the power of two. A converter with 256 steps is referred to

asan 8 bit converter. Common A/D converters used in experiments are 10,12, or 16 bit.

The input range is one of the important characteristics of A/D converters. This refers to
the range of inputs voltages allowed. For example , a 16 bit converter with a +/- 10 volt
range is able to discriminate a 0.3 mV change in input: on the other hand a 16 bit
converter with +/- 1 volt input can discriminate a 30 micro volt change. The ability to
measure  a smaller change in vollage is referred to as higher sensitivity. Another
important parameter of an A/D converters is its speed, or ratc of conversion, usually

measured in conversions per second (hertz). A good converter would have a conversion

rate of approximately 50 Hz This rate is usually higher than typically required for an

Most f of data isition hardware, like National Instruments,



70
for instance, provide software for the design of the data acquisition setup and also for the
data processing.

The tests conducted here sampled data at a rate of 20 Hz with a Keithley 500 A/D
converter. The output data file registered values of the joint torques in N.m , considering
the reduction rate of the gear train, the angular position of the two joints and the carrier’s
wvelocity. The angular velocities were computed by filtering the angular position arrays,
for smoothing, with the Signal Processing Toolbox from MATLAB, and then
dilferentiating the resulting arrays in time. A second differentiation produced the joint

accelerations. In summary, the raw data file contained the following parameters:

7, - Torque at joint | [N.m]

7, - Torque at joint 2 [N.m]

6, - Angular position of joint | [degrees]
0, - Angular position of joint 2 [degrees]
u, - Velocity of the carrier [mV/sec]

The file processed with MATLAB contained the following parameters:

7, - Torque at joint | [N.m]
7% - Torque at joint 2 [N.m]

6, - Angular position of joint | (filtered) [radians]
0, - Angular position of joint 2 (filtered) [radians]
u, - Velocity of the carrier (filtered) [m/sec]
6, - Angular velocity of joint | [rad/sec]

6, - Angular velocity of joint 2 [rad/sec]
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The resulting file from MATLAB was processed with the program listed in
appendix B.2 in order to obtain the paramcters listed in the table of appendix C. This
program contains the mathematical model described in chapter 3 and prepared the data
file used to train and test the Neural Network.
4.4 Neural Network System Identification

The procedure used to design, train and test the neural nets used in the scope of
this work is outlined in Appendix A. The method used to train the network is
backpropagation with supervised learning. This means that the program training the net
compares the output from the net with reliable test results: it then generates an error
which is used to adjust the weights in the net. A significant number of cycles were
required to train the nets used here. The main objective was to train a neural network so
it would perform accurately enough when presented with new data.

For the two-link configuration shown in figure 3-2 ,the net would look something.
like the one shown in figure 4-4.

The objective was to train a neural net of the type represented in figure 4-4, to
compute the joint torques in the two link arm of figure 4-1, when presented with
kinematic and dynamic data, Two different input layers were tricd. In the first one the

following input data were presented:

u, Velocity of the carrier |m/s)
0.0, Joint angles [radians]
b, ,c6, Cosinus of the joint angles

6,6, Joint angular velocities [radians/s|
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The second input layer of the neural network trained included the following data:

Ty T Joint torques computed following the procedure outlined in chapter 3. but
with drag and inertia coefficients equal to 1.

Re,, Re, Reynolds numbers for links 1 and 2
Ret;, Ret,  Rotational Reynolds numbers for links 1 and 2
KC;, KC, Variation of the Keulegan-Carpenter numbers
6,. 0, Joint angles

1n both cases the joint torques obtained experimentally. 7, and 7', were the target
output to be matched by both neural networks. The parameters included in the second
neural network were defined by dimensional analysis and by the application of Morison's
equation to this case. In the second case the mathematical model described in chapter 3
was "forced’ into the network: something similar to what was done by Zomaya and

Nabhan (1993) for the decentralized neuro-adaptive controller for robot motion. As

a
point of interest we note that the second neural net required less training iterations than
the first one: once trained both networks exhibited similar performance. Notice that the
dimensions of the links and the physical properties of the fluid have not been included
since they were the same for all the samples taken. Both neural nets were trained with 150
sets of dataand 8,000 iterations, using the steepest descent method, yielding acceptable
results. However as it can be appreciated from the mathematical model described in

chapter 3, the torques at joints | and 2 depend on th

me parameters but in different
measure. This is probably why when sufficiently trained the net gives accurate results for

the torque at one joint but not the other. It was then decided to try a neural net with
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parallel middle layers and common input and output layer

. figure 4-5. This is the same
as having two separate nets, one for each output. Then the error from one output will
affect the correction of weights that generate that output but it will have no bearing in the
weights that generate the other output. The result was that less neurons in cach middle
layer could be used. as compared to the common middle layer net, and the results were
accurate for both joints. Also fewer cycles were needed to train the net.

The fit of the training data and the performance against new data has been
graphically presented in chapter 5 for both types of neural nets. Also, a detailed algorithm

and program listing can be found in appendix A and B.
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Chapter 5

Experimental and Theoretical Results

A neural network identification program, as described in section 4.4 and appendix
A, was trained with selected data sets. The number of data sets included to train the
neural net was limited by the simple fact that the time it takes to train a net increases
proportionally with the number of data sets. It was necessary to select a sufficient number
of data sets that represented most combinations of velocities and angular positions while
at the same time keeping that number low in order to keep the training time acceptable.
A neural net trained with an insufficient number of data sets, or with data which is not
representative of most combinations, will not respond to new data with an acceptable fit.
Another key factor is the number of neurons in the middle layer. The robustness of the
net is directly proportional to this number, but the time for one training cycle also
increases. A number of 24 neurons in the middle layer was determined by trial and error

as the minimum number of neurons that responds well to new data.
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The data sets used to train the neural net are tabulated in appendix C. The
performances of two neural nets were compared: a neural net with a common middle layer
and a neural net with two parallel middle layers (figures 4-4 and 4-5 respectively).

Figure 5-1 and 5-2 shows a plot of the torque computed by the net with common
middle layer versus the experimental torque for joints 1 and 2 respectively. A straight
diagonal line is also plotted to visualize the error, the deviation from a straight line
denotes the difference between the test torque and the torque computed by the net. This
is the response of the net to the training data itself. The fit would not improve after 8000
training cycles. In figure 5-3 and 5-4 some of the same values are plotted in a dilferent
way, the torque computed by the net ( a solid line) and the experimental torque ( o ) are
plotted in the same graph versus the time step index. For a sampling frequency of 20 11z
each step corresponds to 0.05 seconds,»

Figures 5-5 through 5-10 are similar to the figures described in the previous
paragraph but for a neural net with parallel middle layers (section 4.4) . This network has
two middle layers with 24 neurons each. Each middle layer connects to only one neuron
in the output layer. It can be seen from figures 5-9 and 5-10 that a fit similar to the onc
represented in figures 5-1 and 5-2 is achieved after only 2000 training cycles. This is due
to the fact that the algorithm calculating the adjustment of the weights has to deal with
only one error instead of two.

Figures 5-11 through 5-18 show the parameters of a data file selected to contain
angular velocities of hoth links and towing velocity not equal to zero. Figure 5-11 and

5-12 give both the raw and the filtered cxperimental torques for joints 1 and 2
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respectively. The rest of the graphs contain the angular velocities of both joints and the
angular positions. The angular position of joint 2 with respect to the base (0, + 6, ) is also
displayed. These data sets were fed into the trained neural net with parailel middle layers.
The results are plotted in figures 5-19 through 5.22. The neural net with parallel middle
layer performed much better than the net with a common middle layer when presented
with the same new data sets. It scems that for this specific problem the parallel scheme
is morc robust.

The experimental joint torques were compared to those calculated using the
mathematical model based on Morison’s Equation and the dynamic equations of motion
(chapter 3). The results are plotted in figures 5-23 and 5-24. The mathematical model was
based on the equations of motion including hydrodynamic forces and friction. It did not
include, however, the effect of the two free ends of both links and the near effect of one
link on the other. A computer program was developed in order to obtain a numerical
output that could be compared to test results. There was an expected discrepancy that
could be partially explained by the fact that infinite cylinder data was used in the
mathematical model, meaning that three dimensionality effects and the effects of other
bodies (the other link) were not accounted for. Although the output from the
mathematical model was not far off the test results, there is obviously a need to use a
more accurate method for determining the torque at the joints, particularly for applications

requiring high precision, i.c. motion control. Finding drag coefficients that account for

every possible configuration can be difficult not to mention time consuming since for a

multiple link planar arm the drag and inertia coefficient are nested inside each other. The



9

mechanical losses and the dynamic loads were negligible when ared 1o the itud

of the hydrodynamic forces.

The limited data printed in this thesis served the purpose of illustrating the
phenomena and the applicability of the neural network to this problem. A companion disk
contains the totality of the data collected during the experiments, over 500 [iles. In case

the disk is missing the same can be obtained from the OERC, Faculty of Engincering and

Applied Science, Memorial University of Newfoundland. This contains utilitics to display
the data on the screen and a script file to manipulate the data using MATLAB. A

README file explains the procedure to follow and the contents of the disk in detail.
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Chapter 6

Conclusions

A ical model for ic loads on a robot arm based on

Morison’s Equation and dimensional analysis has been developed. The model took into

the ifc istribution of the hydrod: ic forces along the link
through three dimensionless parameters, namely the Reynolds number (Re), the rotational
Reynolds number (Rer) and the modified Keulegan-Carpenter number (KC), which were
obtained from dimensional analysis. However the drag and inertia coefficients are nested
one inside the other, for the case of the two-link model (the torque on link 1 depends on
the force on the link 2 and its distribution). This makes it very difficult to present an
expression for each drag and inertia coefficient sincc one drag coefficient would be a
function of the other. The drag and inertia coefficients were considered constant for the
integration of the force along the link. This was however corrected by making cach drag

and inertia coefficient a function of the three noted dimensionless parameters. The
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hydrodynamic forces were incorporated into the equations of motions using the
Lagrangian formulation. An attempt to model friction revealed that for the given
experimental model many unknowns remained. The conclusion was that the theoretical
model for the mechanical losses was not going to shed accurate results, and therefore it
was decided to calibrate them experimentally.

A physical model of a two-link planar revolute joint arm was constructed. Special
care was taken to ensure minimal friction and backlash effects, that would have prevented
us from taking accurate measurements, particularly during sudden reverse loads. Given
the complexity of the data and the number of parameters involved, it was decided to use
a neural network identification program. The neural nets traincd well and responded
adequately to new data. This suggests that it could be used by control designers.

‘The mathematical model performed poorer than the neural network identification

program due to it being based on infinite cylinder data.
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Chapter 7

Recommendations

There are few options open as a follow-up of this research. The same experimental
model could be used to test the behaviour of the torques, caused by hydrodynamic forces,
in response to accelerated motions, or in the presence of waves. A number of links with
different /D ratios could be constructed and tested, and the distance between the axis of
the two cylinders, 7/D, could also be changed. A more sophisticated controller for the
revolutions of the DC motors is strongly recommended. A model of the body of an
AUV/ROV could also be placed near the two-link model in order to gain a better

q ing of the body e i ¢
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Appendix A

Neural Network System Identification

For the two-link configuration shown in figure 3-2 ,the net would look something
like the one shown in figure 4-4. The net maps inputs, Ri, to outputs, Ro. The squashing
of the middle layer outputs, Rm, is critical for a good map. Most NNI also squash the

overall net output, The output from the net is:

MET
Ro(1)=Y Wo(JI) f( Rm(J))
J21

A-1
The output from the middle layer is:
KIN
Rm(J )= Wi(l,I)Ri(l
();.”')I” Ko

‘The weights between the input layer and the middle layer, Wi, form a matrix of
NET by KIN, where NET is the number of neurons in the middle layer and KIN the
number of inputs plus 1. The weights between the middle layer and the output layer, Wo,
form a matrix of MET by KON, where MET is the number of neurons in the middle layer
plus 1 and KON the number of outputs.

The goal is to find the output and input weights, Wo and Wi, which make the net
output, Ro, match the target output R . One could find o and Wi by random search, but

it would be very slow. Most NNI use back propagation to find the weights. The first step
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is to form for each input an error:

e=(Ro-Rt)
A3
The goal is to minimize the squared error from the net:
KIN KON
Ye®
A4
The sensitivities with respect to the weights are:
KIN KON
ay, ¥ e?
————  weights A5
W ¢

Here we use these in a Steepest Descent Iteration to find the weights. The method varies

the parameters in a direction where the value of the [it criterion is decreasing most

steeply. It has the advantage of being reliable as long as the adopled step length is short
enough. The obvious disadvantage is that sometimes the step has to be so small that it can
take endless cycles of iterations to find the desired fit. In the following expression the
index "old" refers to the value obtained in the previous iteration, and "new" will be the
result of the iteration being computed:

N ¥ e?
Woay = Wy~ —
wewy = W) ET -

The Steepest Descent Iteration has been used here to train the neural network

identification routine, but it has been suggested in Reich 1992, that since it is slow but
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reliable it could be used to find only an initial fit suitable as a starting point for a faster
iteration method. The parameter & in 5-6 has been added to promote iteration stability.

The algorithms in this thesis have been represented using a flow chart type called

R-Technology (Velbitskii, 1984). This method of representation was devised in the former

Sovict Union, Ukraine, in the 1960’s. It was supposed to evolve in to a programming

language. It never did and was neither widely used even though it became a government

standard in 1985 (GOST 19.005-85). Some of the advantages are the ability to write the
full equation and the ease of representing multiple choices, something very inconvenient

1o represent using the traditional flow charts. Following is a very brief summary of how

it works:

n The arrows (figure A-1 a through f) function like a one way valve, the flow does
not go against an arrow; e.g. from O the flow may go in the C. D or B directions
but not in the A direction (figure A-1a).

2) Directions to the left have priority over directions to the right; e.g. if allowed, the
flow will go first in the C or D directions before following direction B (figure A-
1a).

3) The dircctions have a descending priority from top to bottom; e.g. the flow will
try to follow direction A before following directions B or C (figure A-1b).

4) “The condition above the line have to be complied with before the flow can follow
the specified direction; e.g. If the condition is not satisfied the flow will not go
from O to A and the statement below the line will not be executed (figure A-1c).

With the help of this system multiple choices, loops and iterations are readily and
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clearly represented. An example of multiple choice is represented in figure A-1d, if
condition 1 is satisfied the flow will go from O to A even if condition 2 is also satisfied.
The * symbol means that there is no condition to be satisfied or no statement to execute,
and that the flow may go from O to C unconditionally, however, this will only happen
if neither condition 1 nor condition 2 are satisfied. Figure A-le represents an example of
an iteration. The * indicates that the flow will unconditionally go from O to A executing
statement 1, then if condition 2 is satisfied it will go from A to B executing statement 2,
which will be repeated until condition 2 is no longer satisfied, then the flow will follow
the C direction. A combination of the two procedures described above are sufficient to
represent basically any algorithm, however, sometimes is easier and more effective to use
others, e.g. the counter or loop represented in figure A-1f. The statement will be executed
until the counter reaches the end or until the condition is no longer satisfied, only then
does the flow continue in the C direction.

Following are the flow charts of the Neural Network System Identification

program.



(KIT=0)

(KIT=0)

.-

DATA SET

Outpllll

write to files:

W1, 1) ... Wi(NET, KIN)
Wo(l, 1) .. Wo(MET, KON)
TNETI(1) .. TNET1(KOT)
TNET2(1) .. TNET2(KOT)

(KIT=0)
MIDDLE LAYER
OUTPUT (KIT=0)
NET OUTPUT output;
‘write to files:
TNETI(1) ... TNET1(KOT)
(0T<KOT) TNET2(1) .. TNET2(KOT)
I0T=I10T+1
((IT<KIT) & (KIT=0))
IT=IT+1
10T=1

Figure A-2 Neural Network Identification Program
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INPUT DATA

@ input: -8

open training data file and read:

RATE, A, WIG 7y(1) .. n(KOT)
NET,KIN,KON  Ti(D)-T(KOT)
75(1) ... ,(KOT)
KIT, KOT, MAS
hesklsh Ty(1) .. T,(KOT)
CFill) ... CFI(KIN) Uzo(l) (’Jc(KOI’)
POWER, CFo 6,(1) ... 6,(KOT)

(1) ... 6,(KOT)
(1) ... ¢8,(KOT)
(1) ... 8,(KOT)
6,(1) ... 6,(KOT)
bx(1) ... 6,(KOT)
Rey(1).... Re,(KOT)
Rey(1) ... Re(KOT)
Rety(1) ... Ret,(KOT)
Rety(1) ... Rety(KOT)
KC(1) .. KC,(KOT)
KCy(1) ... KC,(KOT)

MET=NET+1
input:
open input weights file and read:

Wi(1, 1) ... Wi(NET, KIN)

open output weights file and read:

Wo(l, 1) ... Wo(MET, KON)

Figure A-3 Routine reading training data from a file

61T



%) - °

input:
10T

(1) .. 7(KOT)
Ty(1) ... T(KOT)
(1) ... (KOT)
Ty(1) ... T,(KOT)
Uo(1) ... Uo(KOT)
6,(1) .. 6,(KOT)
0,(1) ... 6,(KOT)
€0(1) ... ¢0,(KOT)
€O(1) ... ¢0,(KOT)
8,(1) ... 6,(KOT)
6,(1) ... 6,(KOT)
Re,(1) ... Re,(KOT)
Re(1) ... Rey(KOT)
Rex(1) ... Ret,(KOT)
Rety(1) ... Rety(KOT)
KC,(1) ... KC,(KOT)
KCy(1) ... KG(KOT)

Note: In this case KIN=16 (The number of inputs), including a unity offset.

Figure A-4

RoT(1)=T,(IOT)
RoT()=T,10T)
Ri(1)=r,(10T)
Ri(2)=r(10T)
Ri(3)=Uo(10T)

Ri(5)=0,(10T)
Ri(6)=c6,(10T)
Ri(7)=c8,(10T)
Ri(8)=0,(10T)
Ri(9)=0,(10T)
Ri(10)=Re,(I0T)
Ri(11)=Re,(I0T)
Ri(12)=Ret,(I0T)
Ri(13)=Ret,(I0T)
Ri(14)=KC,(I0T)
Ri(15)=KC,(IOT)
Ri(16)=1

ozt



INITIAL WEIGHTS

. (MAS=0) . .
¢ input: GWi=Random J=y| GWo=Random = '@
NET, KIN, KON, MAS, MET | Wi(J, )=GWiCFi(l) [{=1| Wo(J,)=GWo CFo “;/“.Pl“' -
CFi(1) ... CFi(KIN), CFo i(1,1) .. Wi(NET, KIN)

i i Wo(l, 1) ... Wo(MET, KON,
Wi(1, 1) ... Wi(NET, KIN) (I<KIN) (I<KON) & (MAS=0)) '0(1,1) ... Wo(! )
Wo(L,1) ... Wo(MET, KON) T=Irl =Tt
=1
1=1 (J<NET) ((J<MET) & (MAS=0))

T=1+1 T=1+1
(MAS=1)

Note: The paraméter MAS indicates whether we want to use the weights from the file or start with random ones

Figure A-5 Initial Weights Calculation (Done randomly)
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INPUT TRAINING'

®K=1)

. " . ¥
. o
 input: WignL m=wigr+a | OO L KK)=0 W3, I=Wi(JJ, 1) +4| output: <
k=1 MIDDLE LAYER Wid1, 1) .. WI(NET, KIN)
=1 OUTPUT 0i(1, 1, 1) ... OI(NET, KIN, 2)
=1 i
NET, KIN, KON, POWER s
4, RATE, MET, WIG SRROR
Wi(1, 1) ... Wi(NET, KiN) 0i(JJ, 11, KK)=WRONG
Wo(l, 1) .. We(MET, KON)
Ri(1) ... RI(KIN)
RoT(1) ... ROT(KO!
(1) . ROT(KON) s
KK=KK+1
(11<NET)
=31
KK=1
(<KIN)
=i+
n=1
KK=1

Figure A-6 Input Training Routine



OUTPUT TRAINING,

o (KK=1) " . .
&= Oo(lJ, 11, KK)=0 D
input: Wo(lJ, IN)=Wo(JLI)+A LA Wo(lJ, I)=Wo(JJ, IT)+Af Output:
KK=1 MIDDLE LAYER, Wo(l, 1) .. Wo(MET, KON)
=1 OUTPUT 0o(1, 1, 1) .. Oo(MET, KON, 2)
=1 (KK=2)
NET, KIN, KON, POWER

A, RATE, MET, WIG
Wi(1, 1) ... Wi(NET, KIN)

Ri(1) ..
RoT(1) ... ROT(KON)

‘Wo(JJ, IT)=Wo(JJ,IT)-2A

ERROR
Oo(J), 11, KK)=WRONG

(KK<2)

KK=KK+!

(JI<MET)

J=J1+1
KK=1

(11<KON)

1=1+1
=1
KK=1

Figure A-7 Output Training Routine



MIDDLE LAYER OUTPUT

&

. . . (Rm(T)=POWER) . =¢
input: Rm()=0 | Rm(1)=Rm(I)+Wi(L})Ri(J) Rm(l)= — output:
J=1,1=1 H€™Y | pi(I)... Rm(MET)
Wi(L,1) .. Wi(NET, KIN)
POWER
NET, KIN (J<KIN) (Rm(I)<POWER)
MET=NET+1 Toia Rm()=0
Rm(MET)=1
Ri(l)...Ri(KIN)
(I<NET)
T=1+1

Figure A-8 Middle Layer Output Routine
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NET OUTPUT

2 input: Ro(})=0 Ro(l)=Ro(l)+Wo(J, )Rm(J) outpat;
1=1,J=1 Ro(1) ... Ro(KON)
Rm(1) ... Rm(MET)
KON, MET (<MET)
Wo(l, 1) ... Wo(MET, KON) I=J+1
(I<KON)
I=I+1
ERROR

@

.

-

input:
RoT(1), RoT(2)
Ro(1), Ro(2)

WIG

® GRE=RoT(1)Ro(l), TWO=RoT(2)Ro@2)

WRONG= [ONE|+|TWO|

WRONG=WPRONG/WIG

®-
&
output:
WRONG

Figure A-9 Subroutines for the Net Output and the Error



+ INPUT WEIGHT UPDATE
:

-

input

0i(1, 1, 1) ... Oi(NET, KIN, 2)
Wi(1, 1) ... Wi(NET, KIN)

COR:

0i(J, I, 1)-0i(1, 1, 2)
St

output:
Wi(1, 1) .. Wi(NET, KIN)

NET, KIN, 4, RATE
I=1,1=1
(J<NET)
J=1+1
(I<KIN)
I=T+1
- e % J=1
OUTPUT WEIGHT UPDATE
+ * *
input:

Oo(1, 1, 1)... O(KON, MET, 2)
Wo(l, 1) .. Wo(MET, KON)
MET, KON, A, RATE

I=1,1=1

0o(J, 1,1)-00(J, 1, 2)
L
Wo(J, I)=Wo(J, 1)-COR RATE

(I<KON)

I=I+1

(J<MET)

T=I+1
1=1

/

output:
Wo(3, 1) .. Wi(MET, KON)

Figure A-10 Update of the Input Weights and the Output Weights
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Appendix B

B.1 Neural Network Program Listing

0000000000000 00N000NN000000ND00DNN0N000000

NEURAL NETWORK IDENTIFICATION ROUTINE

Engineering and Applied Sciences

Memorial University of Newfoundland

The following program will compute the joint torques
of an underwater robot arm model after it is trained
with reliable experimental data

The input data:

TAU1,2
THETA1,2
CTHETA1,2
uo
THETADOT1,2

Computed Torques (Mathematical Model)

Joint angles

Cosinuses of the Joint Torques
Velocity of the Carrier

Angular Velocity at the Joints
Reynolds Number

Rotational Reynolds Number

Modified Keulegan-Carpenter Number

The Target Data:

TORQUET1,2

KOT
TNET 1,2

Measured Joint Torques

Input Weights

Output Weights

Network Inputs

Network Outputs

Middle Layer Outputs

Target Outputs

Number of Middle Layer Neurons
Number of Inputs

Number of Outputs

127

[N.m]
[rad]

[m/s}
[rad/s]

[N.m)

Number of Training Iterations (If KIT=0, Trained Network)

Number of Training Sets
Torque computed by the Neural Net



000

coo

ocoo

0ooo

IMPLICIT REAL*8(A-H,0-2)

REAL*8 L1,D1,L2,D2,NU,RHO

DIMENSION RI(17),RM(56),RO(2),ROT(2),WI(56,17),WO(56,2)

DIMENSION 01(56,17,2),00(56,2,2), TORQUE1(200), TORQUE2(200)
DIMENSION TAU1(200), TAU2(200), TNET 1{200), TNET2{200),U0{200),CF}{17)
DIMENSION THETA1(200), THETA2(200),CTHETA1(200), CTHETA2(200)
DIMENSION THETADOT1(200), THETADOT2(200)

DIMENSION KC1(200),KC2(200)RE1(200),RE2(200),RET 1(200),RET2(200)

CONSTANT DATA

PI=3.141592653589793D0
D1=4.D0*0.0254D0
D2=2.D0*0.0254D0
NU=1.41E-06

RHO =1000.D0

OPEN FILES

OPEN(5, file
OPEN(B, file
OPEN(7,file
OPEN(8, file =

nit.o’,status = ‘old’)

DATA

READ(5,*) RATE,DEL,WIG
READ(5, *) NET,KIN,KON
READ(5, *) KIT,KOT,MAS
READ(5,*) (CFI{l),I=1,14)
READ(5, *) POWER,CFO

INITIAL WEIGHTS

ISEED = 123457

MET =NET +1

DO 1 J=1,NET

DO 11=1KIN

IF(MAS.EQ.0) WI(J,}) = RAN(ISEED) * CFi(l)
IF(MAS.EQ. 1) READ(6, *) WI(J,l)
CONTINUE

DO 2 J=1,MET

DO 21=1,KON

IF(MAS.EQ.0) WO(J,1) = RAN(ISEED) * CFO
IF(MAS.EQ.1) READ(7,*) WO(J,I)

2 CONTINUE



Cc
Cc
Cc

w

[sXzX2]

o000

ooo

INPUT DATA

DO 3 10T =1,KOT

READ(5,*)TAU1(IOT), TORQUE1(IOT), TAU1(I0T), TORQUE2(IOT)
READ(5,*) UO(IOT), THETA1(IOT), THETA2(IOT),CTHETA1(IOT)
READ(5,*) CTHETA2(IOT), THETADOT1(IOT), THETADOT2(IOT)
READ(5,*) RE1(I0T),RE2(IOT),RET1(I0T),RET2(IOT)

READ(S, *) KC1(I0T),KC2(I0T)

CONTINUE

IF(KIT.EQ.0) GO TO 18

DO 15 IT=1,KIT

DO 15 10T =1,KOT

DATA ASSIGNMENT

ROT(1) = TORQUE1(IOT)
ROT(2) = TORQUE2(IOT)
RI(1)= 1.D0

RI(2})= THETADOT1(IOT)
RI(3)= THETADOT2(IOT)
RI(4) = UO(IOT)

RI{5)= CTHETA1(IOT)
RI{6) = CTHETA2(I0T)
RI(7)= RE1(IOT)}

RI(8) = RE2(IOT)

RI(9) = RET1(IOT)}

RI(10) = RET2(IOT)
KC1{I0T)
KC2(10T)
THETA1(IOT)
RI{14) =THETA2(IOT)

TRAINING NETWORK
INPUT TRAINING

DO 8 11=1,KIN

DO 8 JJ=1,NET

DO 7 KK=1,2

IF(KK.EQ. 1) WI{JJ, ) = WI{JJ,Il) + DEL
IF{KK.EQ.2) WI{JJ,II) = WI{JJ,I1}-2.DO*DEL

MIDDLE LAYER OUTPUT
DO 51=1,NET

RM(l) =0.D0
DO 4 J=1,KIN

129
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RMI(1) =RM(1) +WI{I,J) *RI{J)

CONTINUE

IF(RM(I).GE.POWER) RM(l) = 1.0D0/(1.0D0 + DEXP(-RM(1))}
IF(RM(I).LT.POWER) RM(l)=0.D0

CONTINUE

RM(MET) =1.0D0

>

o

NET OUTPUT

ocoo

DO 61=1,KON

RO(l)=0.DO

DO 6 J=1,MET

RO(l) =RO(l) +WO(J, 1) *RM(J)
6 CONTINUE

ERROR

coo

ONE =ROT(1)-RO(1)

TWO =ROT(2)-R0(2)

'WRONG =DABS(ONE)/4.5D0 +DABS(TWO)
WRONG = WRONG/WIG

Ol{JJ,I1,KK} = WRONG

CONTINUE

WIJJ, 1) = WI{JJ, 1) + DEL

CONTINUE

® o~

OUTPUT TRAINING

ocoo

=1,MET

1,KON

DO 12KK=1,2

IF(KK.EQ.1) WO{JJ, 1) =WO(JJ,II) + DEL
IF(KK.EQ.2) WO{JJ, 1) =WO(JJ,11)-2.D0*DEL

c
C  MIDDLE LAYER OUTPUT
c

DO 101=1,NET

RM(l) =0.D0O

9 KIN
RM(1) =RM(I) +WI(1,J) *RI{J)
9 CONTINUE

IF(RM(I).GE.POWER) RM(l) = 1.0D0/(1.0DO0 + DEXP(-RM(I)}}
IF{RM({I).LT.POWER) RM(l) = 0.D0

10 CONTINUE
RM(MET) = 1.0D0



c
C  NET OUTPUT
c

DO 111=1,KON
RO(l)=0.D0
DO 11 J=1,MET
RO(l) =RO({l) + WO(J, ) *RM(J)
11 CONTINUE
[
C ERROR
c
ONE =ROT(1)-RO(1)

TWO =ROT(2)-RO(2)
WRONG = DABS(ONE)/4.5D0 + DABS(TWO)
WRONG = WRONG/WIG
00(JJ,I1,KK) = WRONG
12 CONTINUE
WO(JJ, 1) = WO(JJ,II) + DEL
13 CONTINUE

c
C  INPUT WEIGHT UPDATE
c

DO 14 1=1,KIN
DO 14 J=1,NET
COR =(0I(J,1,1)-01{J,1,2))/2.DO/DEL
WIJ,1) = WI{J,1)-COR *RATE
14 CONTINUE
[

C  OUTPUT WEIGHT UPDATE
o

DO 16 J=1,MET
DO 151=1,KON
COR=(00(J,!,1)-00(J,1,2))/2.DO/DEL
WO(J,I) =WO(J,1)-COR*RATE

15 CONTINUE

c

C  PRINT INPUT WEIGHTS

c
DO 16 J=1,NET
DO 16 1=1,KIN
WRITE(8, *) WI(J,1)

16 CONTINUE

4

C  PRINT OUTPUT WEIGHTS

c

DO 17 J=1,MET
DO 17 1=1,KON
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WRITE(7,*) WO(J,1)
17 CONTINUE

18 CONTINUE
DO 23 10T=1,KOT

c
C  DATA ASSIGNMENT
c

o000

ROT(1) = TORQUE1(IOT)
ROT(2) = TORQUE2(IOT)
RI(1)= 1.D0

RI(2)= THETADOT1(I0T)
RI(3)= THETADOT2(I0T)
RI(4)= UO(IOT)

RI(5) = CTHETA1(IOT)
RI(6) = CTHETA2(IOT)

Ri(7)= RE1(IOT)
RI(8) = RE2(I0T)
RI(9)= RET1(IOT}

RI(10) = RET2(IOT)
RI{11)= KC1(I0T)
RI(12) = KC2(IOT)
RI(13) =THETA1(1OT)
RI(14) =THETA2(10T)

TRAINED NETWORK
MIDDLE LAYER OUTPUT

DO 20 1=1,NET
RM(l) =0.D0
DO 18 J=1,KIN
RMI(1) =RMI(I) + WI(1,J) *RI(J)
19 CONTINUE
IF(RM(1).GE.POWER) RM(1) = 1.0D0/(1.0DO + DEXP(-RM(1}))
IF(RM(1).LT.POWER) RM(l) = 0.D0
20 CONTINUE
RM(MET) = 1.0DO

(o}
C  NET OUTPUT
[of

DO 211=1,KON
RO(1)=0.D0
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00 21J=1,MET
RO{I) =RO(l) + WO(J,1) *RM(J)
21 CONTINUE
TNET1(I0T)=RO(1)
TNET2(I0T) =RO(2)
22 CONTINUE

o]
C  PRINT NET OUTPUT
Cc

DO 23 10T=1,KOT
WRITE(8, *)TORQUE1(IOT), TNET 1(I0T), TORQUE2(IOT), TNET2(IOT)
23 CONTINUE

c
C CLOSEFILES
c

CLOSE(5)
CLOSE(6)
CLOSE(7)
CLOSE(8)
STOP
END



B.2 Dynamic Equations of Motion Incorporating Hydrodynamic
Forces

#include <math.h>
#include <stdio.h>
#include <iostream.h>
#include <fstream.h>
i

/1 application function : Morison’s Equation Incorporated into the
" Equations of Motion

"

void calcu!1( char*, char*);

void main()

calcul1("myinput", "myoutput”);

void calcul1 (char* input_file, char* output_file )

{
1/ data

float tetal, teta2;

float dtetal, dteta2;

float d2tetal, d2teta2;
fioat u0, du0,d2u0, L1, L2;
float D1, D2;

float m1, m2;

float M1,M2;

float N1,N2,Lc1,Lc2;

/"
/I variables used during calculations
"

float faDy1,fbDy1, CaD1,CbD1;

float faDy2,fbDy2, CaD2,CbD2;

float faly1, faly2, fbly1, fbly2;

float Cal1, Cal2, Cbl1, Cbl2;

float Cdx;

float fdx2, tauD12y, tauD11y, tauDy1, tauD12x, tauD1,tauD2;
float tauls, tau2s, taul, tau2;
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float A1, A2;

float B1, B2;

float Rel, Re2;

float Ret1, Ret2, KC1, KC2;
float uylL1, uyL2, ux1, ux2;
float taull, taul2;

int signum1, signum2;

/lconstants

float nu = 1.41*pow10I(-6);
float ro = 1 d

/I load data from the file

ifstream infile (input_file);

ile >> L1;
infile >> L2;
infile >> D1;
infile >> D2;
infile >> u0;
infile >> du0;
infile >> d2u0;
infile >> tetal;
infile >> teta2;
infile >> dtetal;
infile > > dteta2;
infile > > d2tetal;
infile >> d2teta2;
infile >> m1;
infile >> m2;
infile >> Le1;
infile >> Lc2;
infile >> ux1;
infile >> ux2;
infile >> Cdx;

"

teta | =tetal*M_PI/180;
teta2 =teta2*M_PI/180;
A1l =dtetal;

A2 =dtetal +dteta2;
B1=u0"cos(tetal);
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B2= uO“cos(tata1 +teta2) + dtetal*L1*cos(teta2);
1/nu;

Re2 =B2*D2/nu;

Ret1 A1*L1* L1 /nu;

Ret2 = A2*L1*L1/nu;

(KC1 pow10I(17);};

if (IA2==0)
{KC2=B2/L2/A2;}
else

KC2=pow10I(17);

"
uyLl = A1*L1+B1;
uyl2 = A2*L2+B2;
if (fluyL1 ==0)
{signum1 = uyL1/abs(uyL1);}
else signum1=0;

if (luylL2==0)
{signum2 = (uyL2)/abs(uyL2);}
else signum2=0;

ux1=u0*sin(tetal);
ux2=u0"*sin(tetal +teta2) + dtetal*L1*sin(teta2);
if (A1==0)
{ faDy1 = 0.5*ro*D1*B1*abs(B1)*L1;
fbDy1=0;
CaD1 —L1/2
CbD1=0; }
else
{if (-B1/A1 <= 0) || (-B1/A1 > =L1))
{faDy1 =
0.5*ro*D1*signum1*(((A1*L1+B1) *pow10(3))/3/A1
- B1*B1*B1/3/A1);
foDy1 = 0;

136

CaD1 = L1/4*(3*A1*A1*L1*L1+ 6*B1*B1+8*B1*A1*L1)

AAT*AT*L1*L1+3*B1*B1+3*B1*A1°L1);
CbD1=0;

}
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else

faDy1=0.5*ro*D1 *signum1*(B1*B1*B1/3/A1);
foDy1=0.5%r0*D1 *signum1*((A1*L1+B1)/3/A1);
CaD1=-0.25 *B1/A1;
CbD1 = 0.25*%(3*A1*L1-B1)/A1;
if (A2==0) {

faDy2 = 1/2*ro*D2*B2*abs(B2)*L2;

fbDy2=0;

CaD1 = L2/2;

CbD2=0;

else
if ((-B2/A2 < = 0) || (-B2/A2 >=L2))

faDy2 = 0.5*ro*D2*signum2 *(({A2*L2 +B2)*pow10(3))/3/A2
- B2*B2*B2/3/A2);
fbDy2=0;
CaD2 = L2/4*(3*A2*A2*L2*L2+ 6*B2*B2+ 8*B2*A2*L2)/
(A2*A2*L2*L2+3*B2*B2+3*B2*A2*L2);
CbD2=0;
}

else

faDy2=0.5%r0*D2*signum2*(B2*B2*B2/3/A2);
fbDy2 5*ro*D2*signum2*({A2*L2 +B2)/3/A2);
CaD2=-0.25 *B2/A2;

CbD2= 0.25*(3*A2*L2-B2)/A2;

b

b
fdx1 = Cdx*M_PI/8*ro*D1*D1 *abs{ux1)*ux1;
fdx2 = Cdx*M_PI/8*ro*D2*D2*abs(ux2) *ux2;
tauD12y = (CaD2+L1*cos(teta2))*faDy2 +(CbD2 + L1 *cos(teta2)) *fbDy2;
tauD11y = CaD1*faDy1+CbD1*fbDy1;
tauDy1 tauD12y+tauD11y;
tauD12x = fdx2*L1 *sin(teta2);
tauD1 = tauDy1 +tauD12x;
tauD2 = CaD2*faDy2 + CbD2*fbDy2;
N1 = duO*cosftetal) - uO*dtetal *sin(tetal);
M1 = d2tetal;
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N2 =d2tetal*L1*cos(teta2)- dtetal*L1 *dteta2*sin(teta2)
+ duO*cos(tetal +teta2)

- uO*(dtetal *sin(tetal + teta2) + dteta2*sin(teta2));
M2 = d2tetal + d2teta2;
" .

it (-N1/M1 <= 0) || (-N1/M1>=0))

falyl = ro*M_PI*D1*D1/4*(N1*L1 +M1*L1*L1/2);
foly1 3

0;
Call L1/3*((3*N1+2*M1*L1)/(2*N1 +M1*L1));
Cbl1 = 0;

}i
if ((-N1/M1 > =0)||(-N1/M1< =L1))

falyl = -ro*M_PI*0.26*D1*D1*N1*N1*M1/2;

fblyT =ro*M_P1*0.25*D1*D1*(N1*L1+M1*L1*L1/2+N1*N1/M1/2);
Call = -N1UM1/3;

Cbl1 = (2*M1*L1-N1)/3/M1;

b

if ((-N2/M2 < = 0) || (-N2/M2> =0))
{
faly2 = ro*M_PI*D2*D2/4*(N2*L2 +M2*L2*L2/2);
fbly2 i

Cal2 L2/3*({3*N2+2*M2*L2)/(2*N2 +M2*L2));
Cbi2 = 0;

¥
if ((-N2/M2 > =0)||(-N2/M2< =L2))
{

faly2 = -ro*M_PI*0.26*D2*D2*N2 *N2*M2/2;

fbly2 = ro*M_PI*0.25*D2*D2*(N2*L2 +M2*L2*L2/2 + N2*N2/M2/2);
Cal2 = -N2/M2/3;

Cbl2 = (2°M2*L2-N2)/3/M2;

b

taull

faly1*Call + fbly1+CblI1;
taul2

faly2*Cal2 + fbly2*Cbl2;



tauls = (m1*Lc1*LcT + m1*m1*(3*D1*D1+D1*D1+4*L1*L1)/48
+ m2*(L1°L1 +Lc2*Lc2 +2%L1 *Lc2*cos(teta2))
+ m2*(3*D2*D2+4*L2*L2)/48)*d2tetal
+ (m2*(L1*Lc2*cos(teta2) + Lc2*Lc2)
+ m2*(3*D2*D2 +4*L2*12)/48) *d2teta2
+ (m1*Lc1*cos(tetal) +m2*(L1 *cos(tetal)
+ Lc2*cos(tetal +teta2))) *d2u0
- m2*L1*Lc2*sin(teta2) *(dtetal *dteta2 +dteta2 *dteta2/2);

tau2s = (m2*(L1*Lc2*cos(teta2) +Lc2*Lc2)
+ m2*(3*D2*D2 +4*L2*1L2)/48) *d2tetal
+ (Mm2*Lc2*Le2 + m2*(3*D2*D2 +4*L.2*L2)/48) *d2teta2
+ (m2*Lc2*cos(tetal +teta2)) *d2u0
+ (m2*L1*Lc2*sin{teta2)) *d2teta2;

tau2 = tauls;
taul = tauls - tau2;

tauD1 +taul1 +taut;
tauD2 +taul2 + tau2;

taul
tau2

11 write resutls to file

1"

ofstream outfile(output_file);
outfile << taul;
outfilz < < Torquel;
outfile << tau2;
outfile < < Torque2;
outfile << tetal;
outfile << teta2;
outfile << dtetal;
outfile < < dteta2;
outfile << u0;

outfile << KC1;
outfile << KC2;
outfile << Rel;
outfile << Re2;
outfile << Ret1;
outfile << Ret2;
outfile < < cos (tetal);
outfile << cos (teta2);



Appendix C

Data set used to train the NNI (Neural Network Identification)

Ti2

12

Torques at joints computed using the procedure in chapter 3 [N.m]
Target outputs (joint torques obtained from tests) [N.m)
Velocity of the carrier [m/s]
Joint angles (chapter 3) [rad)
Cosinuses of joint angles

Joint angular velocities [rad/s]

Reynolds number (chapter 3)
Rotational Reynolds number (chapter 3)
Variation of the Keulegan-Carpenter number (chapter 3)
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. TO FILM MATERIAL ACCOMPANYING THIS THESIS ( I.E.
DI S) . SLIDES, MICROFICHE, ETC...).

PLEASE CONTACT THE UNIVERSITY LIBRARY.

x DE LMER LE MATERIEL QUL CETTE THESE
(EX. VES, MI (S), ETC...).

VEUILLE? CONTACTER LA BIBLIOTHEQUE DE L'UNIVERSITE.

NATIONAL LIBRARY OF CANADA BIBLIOTHEQUE NATIONALE DU CANADA
CANADIAN SERVICE LE SERVICE DES THESES CANADIENNES
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