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Chap&erl s Sl

INTRODUCT ION':

LB _Bnckgx‘o\md Pl . o I
: .In- this thesls, the problem of signal processing ior o 5 g

" identification of lossless layéred ridia syscemé is don-

sidered. . | Such systems a.z'ise in 2 number of appllcation

ics where m\xltxple ref ections of. light

and thin film cauting‘s are studied

in’ 1Eye_ed T

he Newtomuil nd

B 1entific cruise condué

“:rand’ Banks, collected dirTn

-‘ et Jointly by Memrial University's chan Engineéring
Group”and. the Bedford Instituts

1’ Ocea.nogx‘aphy‘ on bogrd

the, C S~S Hudsnn, cruis'e

012. Tmck chart and" stat ‘on‘- ;

Iocatibns are shown 1n Fxg. x 1 1 Hs.hy pnrlllels ,exist be—

ic raﬂec

explors.tion involving the sei




Tradk chart
Cruise 78-012,-C,
‘intensive study. are:
' locatioms. :




their relevlnce to hydrocarbon and minersl éxxiloi'ation~ :
In the sau-ch xor -ocarbons one needs to- con .
sider anly . mll poxtion of the earth's ‘crust. 011

und gas nccmlnt‘ons are rehted tc certl.in edlmentu-y\

"L during 'wmc,n ﬁuticn 1, torm of depoamon xns tnken

3 the smn't;e md re’ceivers i:{e‘

data gre nsut.ll recorded on -gneti t pe\ tor"!urther
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cause of their origin.

The earliest experiments with the seismic reflection

“.method i o¥l exploration date back to 1921 when J. C.

-Karchér mapped a shallow reflecting bed in central
Oklahoma.~ By the early 1930's, reflection became the
Host widely used of all ‘éeophysical techniques in explor-
- ation for hydrocarbm.m. The land-based seismic work ac-
tivity has also been paralleled by similar activities in
‘water, covered-areas. - By.the end of World War If—a limit-
Jed number of seismic surveys were.being undertaken in the
_open deean.' By the middle 1060"S marine exploration ef-
forts were éxtended to. hmluda almost all ‘the shelf arens“
of thé world. ~ For example, expmmmm for oil"is now
being'carrieﬂ oiit off the coast of Newtoundland and
,Lebrador, in the Beaufor\: Sea, the North Sea, the GuIf of >
Mexico, otf—shore Alaska, off-shore Africa and in the .
Mediterranean Sea.

Our main concern in this study is to extract infor-

" mation on ocean bottom and subbottom structure, i.e. on

‘the spatial dimensions or extent of media components ‘char-
acterized essentially by their densities and sound propa- *
gation velocities; for sediment categories and formations

which can be considered as layerwise homogeneous and iso-

,tropic. For rough media these assumptions. are not-appli-

cable ‘and different approaches are necéssary.  ~Such basic

s on enables an ced geophysicist or a ma-




o rine sgamei;toxogxst to identity diverse geological or
sedimbntary 4fFoperties of the media. . A major potential
ST — present study is in the detection

. of the presence of hydrocarbon and minersl de_posits_‘under
the sea Bed. A second potentisl.use is in identifying
soil p;:ope‘rties for possible locations of underwater
Sounditions hicessary foriocesnistrustures andidineLlines,
Sources for construction materials may ‘also be.identified.
The results are wleo pobentlalis nsetdl Ty sonnsction with

. the detection™of,.and age determination for bottom scour

due, to iceberg grounding.




‘1.2 Scope of the thesis

The problemaddressed in this thesis is the develop-
ment of -procedures to estimate the jproperties and char-
acteristics of underwater sedimentgagd layered strata._
These properties can be related to amplitude and delay
parameters associated with ché return-acoustic signal’
which is the response of the medium to acbuscic excita-

tion signals. Some. tnndsmentsl concepts from acoustic

wave propagation-'axe presented ingChapter.2. A de--

_Scription of acoustic Source signal characteristics is

given after a review of concepts’ from signal theor:

Acoustic wave propagation theory briefly discussed to=

'gether with the phenomenon of wave, reflectlon at the dn- -

s terflcc of two media. This ls.st aspect 15 of fuudﬂmental '

importance.since it provides the basis for 1dent1fy1ng .
media structures Bnd propertiés. , Relevant marine sedie
‘ment acoustic propernes are dlscussed as.well as nolse
consideratlons Finnlly the chaptex' concludes with 2
.discussion of the wave nt:enuatlon phenomencn.

Chapter 3-deals wlth modeling the response of the

subsurface to acoustis, or ‘seismic sourcé signals. These

‘nodels lead t6 whai are commonly known ‘as synthetic seis-.

mograms. in exploration geophysics: A Teview of nine
] ; st g -
models for eatth's response is given “in 'this chapter.' In

each casé the underlying assumptions and the resulting

¢ .




. F
procedure for generating synthetic seismograms. are dis-
cussed. o . ’

A major source of imaccuracy in data collected in
underwater acoustic experiments is due fo dymamics of
the cowe'd body. .. The effect of heaving motion should be
filtered out from the'data prior to further processing.
In Chapter 4 a discussion. of -heave compensatlon is given.

" A proposed procedure for ettracting ‘the heave mutlon om-
ponent trom the collected data is detailed first. . This

iy follawed b§ a-physically-based model for. the heave

“motioh. .4 state-space forii of' this model siitable for
‘Kalmu.n filtering application is then dorived. Details
of & provedure based on Kalman Tiltering to obtain re- - 7
tined estimates Df the heave matxon contribution in theé
‘actual data records dre. discussed. - ¢
Extra.cting information relateds to amplitude and de- .
e parameters from sea bed response i the sybject of
Chaptef 5. * This is pskentixlly & problem i pirameter
_estimation.. The discussion is in‘itia?éd by’ an outline
ot.a nunbex of apptoaches to formulating the problen;
Each of, the furmulatums provides a basis- for a proposed o

,estimstion procedu!‘e. Th!'ee proposed proceduk‘es are then

outlined. ~ The first adopts. 4 sequential ulgoru:hm ‘where
~estima.te5 of the delay patameters are obtained followed

by estimates Df ‘the Bmplitude parameters. The second

* approach- u_n/olve,s the: simyltandous evaluition of both’
el 3 B v s K |




delay and amplitude parameters. This is essentially a. '
% matched filter h, A third utilizing an 2
’ observed balance property of the source signal is also - - .

introduced.  In 'each case computational results per-
taining to simulated recordsas well as field data are

given. . . o
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z brief diucmloncf thls is given in sec:son (2.5);  The

Chapter é 1
SOME FUNDAMENTAL CONCEPTS FROM ACOUSTIC: WAVE PROPAGATION
2.1 Introduction 2 . . SRR |
The purpose of this ‘Chlpt‘er is to 1pc}oai.ce st;;ne use- %
ful definitions and concepts related to signals end uider-
.'wacer acolustic wave prcpn.ga‘tion. 2 discussion of con-

cepts ‘and terns from signalisnalysis 4is given. This'is

'important si.nqe the’ 1nterpretation of: reflectipn data de-,

iu omgeneous nnd 1suc:op1c medin. A i c

eﬂaction phenomemn at: the intertlce botwaen ntar lnd

- sea bed and’ 1:5 relation to media properties ss then mt—
1ined.'v; -' B

The clnsificltiun of the snbbot,tou llyers using re-

‘flection ’ o -2 knowled, of the relzthps g
between :ne physlcll prnpexties (such as’ density and.ve-

lncity)md ncous:tc propertxes ot mlrlne sediments. - .A

received slgnlls ‘are usuﬁ.lly mrrupted with’ noise. :

* summary ol noise sources nnd propsrties is g‘lven in”

- Section» (2 5). The chnpter concludes with. u. treatment: of




" Variationms.

“2.2- Signal’theory background

* The ‘intent of this Tmn 1s'to Feview some’ funds- °

mental Goncepts and definikions from systems and signal

theory which are pertinent to the work ;reported in * this

thesis. . Tats review denls witl\ ‘signals and meus for

their spacmc.nons for both deteministic and nndom ;




# Boi‘- a system, operiting in veaL, Ls to be physically real-
. 1zab1e n musc be ca.u.sa:l X cm.lsnl system does not re-

spond betore the edeitation is- appneu For 4 linear =

time—invntient system to be caus&l the impulse x‘espcnse

must vanlsh for. negative timg,/"

impulgs
““response h(t




ORI s ) . e

contdnuities, and-a -

o+ uth gt most & rikite nuiber bf-di

number of, mnximn and minima o the 1nt.erval [o, T]

e B o deffhed- by he: periﬂ T The foregomg three aonditians ¥

a.nd the absoluta 1nteg Llity ‘condition

-
’l‘/2

SR

Imy (631 g <m

(2:2.4)

; amplitudes  of all haimonics’c,, the power




Thus Barseval's ‘theorem requites knowledge of ‘the ampii~
tude spectrum. The, q;mntity Jegl? is reterred. to as
the discrete pover spectrum of the periodic signal.

For non-periodit. signals m(t), a-liniting procedure
“results in the Fourier integral representation,

I’n‘(t)_vﬂJ- l:((f) exp.( j2wmft).df . (2.2.5)

function m(t) is referred %o as the inverse Fourter tians.

. form Df M(E ).. A Fonrier transfm'm pair is m(t) and M(f)

For a Slgn&l to have.a Fourler transfo!'m it is sufticient

that it sntisﬁles the Dlrlchlet conditions wlth T +m

‘In pnrticula: e . x‘equire

e j (m(e)l Pitca ) 22,8
bamo A , ;

i ssafinite-enm: signel . " e e q

Ina mnnner s;milar to thn.t for. penodic signals we "

‘can s_tate




. . \ ¢

specifiés relative amplitudes of the various frequency . \

’ . components of the .signal. In genmeral, :Ee Fourier trans-

“forn is. mprex funct'lon of trewsncy i

uer) = Ixml exp. [Jeu)J 2 (2 2.9).

Here e ia tpe contilmons mpn:uda spectrum of n(t)nnd

% e(f) is the cont!nuoua ‘phase spect.rum of In(t)

he nnnlug ‘of Flrseval's power theom for the” !:Ise

ot on—perlbdic signnls is glven by lhxlaigh's ehergy:
’nmh spccifies that ‘the energy o the s gnal E

-_"f_lnmlz ar ;

'n:é quantity | u(u] is referred to as tha ener‘z—densitx
sgectr of the functlon ll(t), si,noa the tntal

the- |l!(f)|l curve 1: the. energy. .. et
'l'here .is.an 1mborcut cliﬁ ot signals cnl)ed. f.ha

: unne—gour signa s' which are not lhsolutely 1ntegu\zle
‘but, for which, the umu

N
13




exists. The Fourier transform for “such’ signals s de- .
fized in a limiting uense ‘provided that. the delta

* functions are included: i
Thexe are two kinds Of correlltion ‘which 1! a procsss

closely relltad to.that of 3 The - CX re-

lation applies to two. duferem: sis-nnln ml(t) lnd nz(t)

and provldes a meunré of s;mxln-i.ty betveen -one stgnu]. ¢

and & tine~delayed version of the uthar. For Zinite
enargx signni ‘we hnve Sy :




the amount t;, ° The signal enbrgy’is the valie of the aut

Sdecy i

correlation function at

PploY = j [m(t)

LU 2.y
LY e

in ‘and the telatidn: £anct- -

 ttie enéréy-‘dex}sity ;

ion ue a Fo\lrier tra srom pai :

" For® genodic signals (ha.ving an infinite ensrgy) the -
vy s deﬂned as. i

cx‘oss-cbrrelnion 012

/2 . S A
m(t) n (t r) at- 7 (2.2.17)

The'. antnco‘rtelation Yunetlon uf a psrioﬂlc hm tion 1s l‘lso

permdic and 11: this; provides s with a maans Ior detect

i t;he t;equency _domxn_.'

a speclficstmn cf U:s durl 1on

" THere’ Te ;nnxiy'

we requi!‘e to specuy 1ts bandvli.dth




" conveni nt cl:mice ‘15 to deﬁ.ne the bandwidth of "the! sign o IR

m(c) is the highest- frequency beyond “which “the mplitude

ot frequencies thus dgfined G, simila.r mh:.on the

durution of. m(t) may be dei)ned s the fnterval wit.hin .




valued functions of time for all t, we have

é}e =05 ° (2.2.21)

Thus the bandwidth of the signal is inversely proport-

ional>to its duration. This holds true irrespective .

of the definitions used.

ln ‘the frequency domain the system transfer

functton H(f) is tha Follrier transform of l:he Jimpulse *

responsa function h(Y)

"Thé input-output relation of _

13 he system in tbe 1requency domain is

s U¥(E) = HCE)Y MCE)Y : (2.2.22)

‘ The bandwidth' of the systém specifies z}econanncy of

|HCE)| “and s customarily defined as the frequemcy at
which the amplitude response |H(f)| is 0.707 times its

maximm value. This is the 3-8 bandwidth,

It is preferable in some aypncumns to work with
\

the log‘lrlthm of H(f) where we defu.le

W im B(!) u(t) + 3B(L) (2.2.23)

where 'the,‘ sys'tem gain is

a(t) = (D) : (2.2.24)
The phase-of the system is B(f). 'The gain and phase

components’o? the transfer function of a linear time-

‘minimurip System are uniq related to




“The Paley-Wiener criterion gives the necessary -and suffi- _ .

thﬂ,t assigns a ‘p!‘ebability to each event K

each other'according to:

“a(f) = age)- 1 j %%1 L (2226

clent condition for the existence of the minimum phase.

8(£) corfesponding to & given gain f\lnct:mn a(£) by re-'

quii‘ing . o ¥ :
i » I B % L

I el g ca L 1(2.2.27)

o 1+(2me) ) : !

This is a frequency domain analog of the causality re-

quirement in thé time domain. For the Paley-Wicner con-

dition to.be valid {H(f)|,must. be square integrable.

An important Espect of slgnnl processing is cbe

qhuracterzzntlon of random signsls tnat ca.nnot he describ~ 3

‘ed, by expllc’.t ma.thema.tical relatmnships [Bendat and

Piersol, . 1971. and 1980] Py rand m process is En en~

sséciatéd witb

an obe@tvutlon 02 these functions.’ ‘ Consider. a- randont




defined. The ability to

: " interval on which the process
Lo S5 . speeify the joint probability distribution. function of a"x
provides a complete lphnrncterxzht%on of .the random process.
If the joint probability distribution function is invar-
:mnt under shifts of the time origin, then the random pro-
cess is strictly stationary. '

+  The autccorrelation function of a random process ()
is definéd (in terms of two randon variables fiy and fi; ob- x

* tained by observing fi(t) at times t and.g) by.
. 3

. wﬁ,(t,s') SRR ha dn e et 00

I O 1) S

For a s:;;uonary process the autocorrelation function is

only a functlon of the d).fference between “the obsex‘vatlon

times t'and s, Thus

= Elfi,, fi,] (2.2.20)
A raildom process is wide-sense stntlonary if

E[mt] = constant

. E’Eﬁit GJ= 4u(t-s) (:‘z.z.mo" .

Cross-correlation of two random processes #,(t) and




. by

21

B,(t) may be defined by

$19(t,8) = Elif; &,] (2.2/31)
> tos 2 .
and
bpy(tis) = Bl @1 . (2.2.32)
' t s =3 "

The correlation matrix of @;(t) and fiy(t) is defined

R DN IR R IR TS | .
(OIS M 2
B C I I vzz(t s)|

' %2,2.98)

For @ (t) and fiy(t) to be joiatly wide-serise stationary

it is ngcessny to nve‘

o(t ety e, (2.2.34)

The' t: .vergg of-a snlple runcnun m(t). u rlaﬁned . © &

P &

m(t)y = Lim, Cm(f) atc . (2:2.88)




The time autocorrelation function is defined by

" em(trom(e)> =' in e J m(t+T)m(t)dt - .
-T

= . (2.2.36)

A-random process such that any time average of one sample
function is equal to the corrésponding time' average oz'nny
other simple function is"called a regular random process;

B@gularicy is the time~nvarnge analog of sta.tions,rity

A random process is ergodic 1e

bﬂsed on exp tﬂtlun.

“time u.vers.ges of 4:sample function: or tne pmcesg can be

“-used ‘as. appr inations to the \‘ ling ‘ensemble av-

erages or expectations of the process

A process: fi(t) is a Gaussian random process if every

linear functional fi, of fi(t) is a Gaussian random-variable..’

Te linear functional fi, is given for every g(t) ~

S \
iy =j g(t) M(t) dt . (2.2.37).
provided that the mesn square valué 'af'ril' is fiftite.. 'The

output of a stable linear filter is a Gaussian random pro-

cess §(t) if the input M(t) is a Gaussisn random process.

When the ‘input Tandof process to a stable linear time-

‘invariant Iilter is wide—sense stutionary the ‘output pro—
cess | §(t) is also w1de—sense stationary. The mean of the
. 3




output is:

E[f’] = B[] n(o') (z.‘z.':as)'.- ’

where H(o) 1s. the &e. gain of the syste, and Efﬁ] is
the. mean Gf m(t). The mean square valué of the output

s 2w

LGN j":n<11—>n(xa)oﬁ(‘r2 Ty )dv dry

G5(1y.af

‘rﬁq)la “(2.2.40)

L I
oy ® The specmu densf.ty c-(f) 18 the Fourier trnnstomqt o4

;’ ' the ‘autdcorrelation fungtion 856

s £ _ - s

() = (2.2/41) -,




oo = J Gt ezt 4t (2.2.42) RN -

: The mean square value of a-wide-sense stationary Tandom
process equals the area undef the spectral density -curve .

V2 = EP(D)]




S : 2.3 Acoustic signal source characteristics -

in shotholes is the major acoustic

Dynamite, ‘explode
énerg‘yv source sed in land:based exploration efforts.
Othor non-explosive encrgy- sources, such as mechanical S
,1mpaccors and similar Iow—energy sourées, are' also used.

Y In mar‘me seismic.wcrk explosive-type acoustic energy

sources ére used. Non-. exploslvs cype sourcas inclide

sparkers whxch generate seismic wnves by the sudden dis—

. charge. of curren;‘betvlsehveleccroqes_, ‘boomers ‘and air

guns are-also us‘e‘d‘i‘n whie opérutidn, “In boomet type . ...,

ources. ‘s metal

5 thro gh discharge 01

'next o, the plate.

bsuddeh st'_ ng movement of the plate- agalnst the Wa,ter

thnt" generates a shnrp pressure plllse. In the spatker y

‘tvype seismic waves are”génerated by the sudden dlscharge

ot current batween eleutrodes inthe water.

The saurce signalL used in producing the seismic re-

fiaction ante analyzed [ this. thesis, is a repetitive ime P

'pn1se-11xe prbssure ‘acoustic’ waveé, produced by an electro-

soues (Boorier). with ‘maxinum eoergy output ot aoo

dynnm

Joules Tt\e source ‘i ¢ontain d 1n the deep towéd. body o

“(Deep Towed Systep) :

¢ 'h), knuwn as the Huntez: p.Tis

Deculs of the' deslgn "perfor-

as shew_n in: Fig’ure 2 3.

3 'mance evama-tiun and prcpertles of ‘the-system are reported v

[Hutchxns ec.al.,mm] [McKeown,1975]

Sp L nuuher of: articls







The boomer is usually fired 1 to 4 times per second.

The' source signal pressure waveform m(t) is shown in
Figure 2.3.2.a." ° The mean value of the signal is zero.
The gutocorrelandn ¢,(1) of. the source signal mgt), is
shown in Figure 2.3.2.b. It is seen that the autocorre-
lation function diritnishes to zero as the correlation time
_»d‘elu).' increases. The time corresponding to ‘the autocorre-
lation function becoming identically zero pr‘ov‘ides the
value of the-Signal duration which'is ‘about. 0.6 milli-
seconds. " The  amplitude of the' Fourder. spect:um o

- source. signal.is [u(1)] ‘as Shown An Figure 2:3:2.¢; the-

phase ngle ot ‘the “Fourier - spectun of ‘the source signal

is-0(£) as ‘shown in Figure 2:32.d, -The power spectrum
of the sdurce sigial is shown in Figure 2.3.2e." 'This
revéals thaf the signdl is a broad-band signnl the: power

spectrum is. above 10%.0f: its péak value- in “the range 1.0

Kiiz to 6.0 KHz. o d
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2.4 Some properties of acoustic wave propagatiom

The treatment of the propagation of.sound in a single

bomogeneous and isotropic medium can be §implifi&d by as<
suming plane wave propagation. ' This yﬁg‘e‘e mathemat-
ically tractable models with a reasonable degrée of ac-

curacy in describing the physi‘cu phenom'en‘on. The char-

¥ acteristic property of' such waves is that the nccustic

Pl\Essures and particle displncements -have Gommon phﬂ.ses

* and a.mplir;udes atall _po)nts on _,any‘, given.plaie perpen-

dicular. to, the!direction of wave propagation. 'M:\p‘ar-‘

ticular furms of the acdustlc plane wave. equation in one

dimension relate to the particle displacemsnt X4 and pr S—

stre. p.
2 532 .
b g(x £) o 2 _a_i_(x,nt) (2.4.1)
3t - “3x
¢ 52 B i e
._E(X t) o o2 Tp(x,t) (2.4.2)
Bt x’ i -

¢ is the velocity of ‘sound ‘propagation in the medium,

_¥hich is constant in a lossless homogeneous medium

" for all frequency components of ‘a signal.

A solution of‘the equation for one:variable .is

' usually sufficient. This is d to the fact that all the

. variables are related, for example the pressure p is

giveii in terms of particle displacemént by .

=




o 2 atlxt), 24.3) - .
P,(X]t)_ ol oty e -

. .where p is the depsity of the medium. . The particle

‘velocity u is g S

. u(x,‘t) = il‘:_.(x,t?. L, (2v44.'4:.)' i

. :fbe gene!‘al golutions bt equanons (4.2 and, T 5

'\\(z 4:2) are.of the -forn’ " SN

BB @l

Sinilarly

p(x,6) = b, (4= ) 4 p_(

\ S "

The first right hand side terms in Equations (2.4.5) and
(2.4.6) represent forward moving waves while the second
terms. represeiit, Backward moving waves. The' particular

o forms of the functioms Z,, C_, p, and p_ depénd on the

form of the 'source function: s
From the. available experimental data, the source

.. “signals are short puldds. 3. Since in'most cases the tran-

.+ .. sient solutions are difficult'tc obtain ‘directly, a syn-

tbesis of. steady st\lte -solutions is made by usiug “the &

s . g
Fourier integrnl theorem ¢
i i 9o .+t g
v . © U p(x,t) = 5m j P(x,0) e dv  (2.4.7) )




where P(x,u) is the Fourier-transform of p(x,t))
: C T ejet -
P(x,0) =f p(x,£)e - dt (2.4.8)

:Thus a useful form ‘of solution is that due to harmonic

input. In complex form we thus have

#o(x,1) = o (x, 8+ _(x,t) (2.4.9)
where - e Taeles Tl TR
: i Jwtokx) :
L(x,t) 5 ggret .
. " ) BT T
£ : T_(x,t) =E_ e “(2.4.11)"
. with
Tk =u/e - S (2aa012) ¢

Using Equations‘(z_.ll.ﬁ)snd (2.4.4), we can see that

p(x, t) 3 p ¢ u(E (x,t)=E_(x,t)) (2.4.13)

u(x,t) = j w(E(x, )+ (x,t)) (2.4.14)"

These complox relations show that, when plane waves are

trave].ing in the _positive x direction, p and u are in phase

and leading the dlsplacemnt hy one quarter ofa cycle

(90° phase angle) In:the negative x dlrection u
" sleads g'by 90° but, p: ;ags ¢ by 90°.

~




The toncept of the acoustic impedance emerges if

we write the expressions for p and u as

p(x,t) = p+(xvrtv) + p_(x,t) o (._2’,-4,15).’
ey = ety u;(#,f) bo(zae) a
B ) (2.4.17)
3 e A;“_:E_‘(x_,t_) v? (2'.4'.‘157)"v

u‘(x‘,t) sde g, T el

e, = S XRXC! T Cealagey

“

In analogy with the complex Ohms law, the Tatio’of pressure

to particle velocity'is defined as.the acotstic impedance’

. * M G
Z.  For fhe forward moving wave
R R WO (242D -
while, for the backwsrd
. p.ju_ = (2.4.22).

The acoustic’impedance. represents a useful quantifier of

one of the acoustical p’mpei-éies of & medium.

It the acousnc p'ressure is not in ‘phase with

particle velacity then_ the aoustic impedange is complex
Valted.  his is-utilized in treating the’ reflection of

plane waves in a fluid at the.surface of a solid, The.




- acoustic impedance-in this case is assumed to be analo-
gous to the sinusoidal steady state impedance of an -

electrical passive element

Z, =By 10K, i - (2.4.29)

% © ¢ where R, is its resistive component and X, is its.re-

R vuctive coﬂmcnent ’And ‘they. are fmquency dependent

58w Hy Kn'owledga or carcu medium paral er.ers stich a

3 v l‘mpedance caii provide 1nformu.t10n on. the type of merh

The phenomenon Of Sound vlve reflectlon und transmlssion

. It the inter!m:e between t'o media is useful S.n ’ldentify ' )

ing the parameters.’

Réflection at the interface of two'media 3

At the interface between two media certain | Souhdary
conditions have to be satisfied. .These are pressure -
compatibility and particlé veloeity _whé;nul‘r:y_. - Contsider

the interface between two media. The medium of incidence

oy, the’second mediun is characterized by by and cy. A
reflected wave into mediun 1 and a transmitfed (or re- .
. fracted) wave in medium 2 will result, Pressure waves
are principally consi_dsred because most hydrophoties are
pressure-sensitive devices. ’

“Assume that the incident angle measured from the

is characterized by a density p; and propagation velocity




. g ‘37
. . =
normal o an ‘interface is 0, ‘and that 6, is the corre-
sponding angle of the transmitted wave, as shown in
Figuré 2.4.1. The two angles are related by Snell"s' X (
Law as .. . o BT
sin@, - 'sing, . . S AL
Cal == - ©(2:4.20)
: 1 2 e - s 3
W e
W & E
-
. . vt
Figure 2. .4.1. Pressure wave reuecnon ’ :
. geometry .
4w - : 5
The pressure reflection and transmission cdefficients R and .




T dre defined by

. (2.4.25)

" (2.4.26)

The incident pressure is denoted by px, while P, de-’
notes the. retlected pressure, nnd Py is the tnnsmitted

pressure. .- Fig, z.

2 Ehcws a schematin illustrat:l.on Df

.bhe rei’lection process for'a single ncousne interface.

Z; z ] b

2 3oy

Figire 2.4.2" A schematic' 11lustration of the
""", Teflection process for & single
az:oustic 1nter¢lce.

R PRINT &
~Epreuve illisible




In temms of the media specifications we Have -

’ 7. cose. - 7. cose,, ST o
2 e 2 (2.4.27) § A

g
cos®y + Zl 00592

For.norrial, wave incidence 0 @, hence the

" reflection coefficient is given by

R e p o i
ot & E= 0_251_L_ (2.4.28) .
2% LA s g

S, S 3 Note that R 1: a reaI number ix che case ofa twu-—rluids o

Ty " ent..v rnmus case tne phnsor incidenr. and reflected L

pressures i} medium 1 are rélated by

“(2.4.20)

Thus the 'regxeétinn'cdef‘ﬁcieng will be complex fWaters,1078].
(Bympyey 19K, -
+picy) +7;1x“1- -

n




" In mariie seismic applications two interfaces with
. strong ‘reflection coefticients are _enco‘mtered,’ The
* air-water interface has a reflectiod coefficient of.almost.
'_‘-1; while ‘the, e el
flection coeliicients-’oi mﬁg}xitude up. to the cpraér'ot .
. ols,[uamg‘te,‘ 197177 E ' -




racks and sediment

2.5 Some properties of marine

The physical properties of the -sediments affect the

‘reflection of the sound pressure at the sea floor. = The

important properties are‘the density p and the compres—

! sional wave vélocity c. These depend on the water, con—

tent in ‘the ‘sediment, often represented by the porosity
n, and:the properties of the solid component of the sedi-

ment. Many papers:are available from the areas of

Be0logy, geophysics and soil mechanics, treating elastic, ’

and visdo—-elns\‘.ic properties of ‘dry and wnter-saturnted

pressional wave in.an elastic medium is given by—

= .y 1/2 '
o = Bt 4/3 : T,y (25.1)

where k is the bylk modilus or incombressibility (1/8),

% is' the shear (figidity) ‘modulus, p'is the dénsity, and

S is the (:Umpressibility of the sediments.

. To Obtain the meduun bulk modulus k, it is practical

. %o usé Stoll's tor of Gassman's equation (2. 5.1),

givgng the ‘compressibility B by |
. i Ty N

(B Bf)ink B(B 8,) guoe o
/ (2.5.2)

”_"‘(—sfwn(s =5 /

‘A fundnmentsl expression £oT ths veloclty oi a com-

41




" Hére one.needs to know four ‘domponents: porosity n,
the' billk modulus of“the pore water k = % ", the aggregate
bulk modulus of the solids 'k, and the frame bulk modulus

ky - k, is caldulated from . : =
k =op'c - - . 5 1027658

~Subscrip0. w,s, and £ ori’B's; Equation(z 5:2), 1dent1w

o slalraxly the compressibllity paramaters for: the respect-
ive medim Iypical ‘bulk’ modulus values as givén 1n “ X
[Clay and Hedwin, 1977] are g

. meﬂiqm sand .- = 51 8/m?:

's'u'e-cla'y T = s0N/mE gl

elayey-silt o k% 54 N/m?

The ‘frame bulk modulus k; varies with’the porosity. ' & i

. typical relationship * given by namfton [Hamilton, 1971] -

" is shown in Figure'2.5, Y
,'Th"e dynamic ngidny W for attterent media varies
_with the. porosity " Experinental’ data, due to Hamllton.
18 shown ln Figure 2.5.2. :




06X 10°

PRI STy

Figure Z 5: 1 Dy’nn.mic bulk frame modulus

(Humilton 19713) .

osx107} .

!‘izux‘s 2. 5 2 Dynamic rigidity u versus porosity
(Hsmilton, 19711).
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. this: context, the'ocean envizontient; SHip mcmnery s.mi

‘ment nct as sources or noise

; iii - Scnar syétem electricsl seLf nois

‘Maghindry o nearby and distant ships ‘are uso sanrces of

" noise in e n-equency mnge 10to 150' Hz,’ Seisxnic

E ship End th tcwed bOdY are addltlonal saurces of .noise.

2 celved by the hydrophonesA

'man el Hz.\ [c1ay ud uedwm, 1977] 5

o sopaz " systen sel_

A general definition of noise is: given in i

Stnndn!‘d Dictionnry of Electrical and Electronic Terms,

us 'u'nvlnnted di's Ilpon a usefal’ s].gnll

‘that ténd to obscure its ‘informition content. 'Within A X

shfp and towed body motion ‘as well s Tec lvlng.equip-

- the acoustic signnls fe-

Accordlngly a2 broad classl-‘ -

fica‘tlon ot noise: Wpes_ls»_,

A large number cx scurces o tribute to tbe back-

ground oise: hwong ‘these wind; and “the 1nducsd waves,

bubbles and dx‘r:rp‘lets a.ra signiﬂcant factors above 100 Hz.

nctlvity contnbutes noise in-the trequency bnnd less &

Mecha.nical vibra.tiona and. notion (heuv') ot the :

noise 1s‘essentia11y due to fluct--




The noise - ezreccs indicated s.bove exist wh ther or

not ;: nn acoustic pressure test 51gna.l 1.5 pres;

are furthe!‘ sources:of nolss that a.r).se

cence ‘of. thé signaL “ These may be attributed to the b

components of the mediun's’ response Which' urd Hot accolmt :

Vlncing wa.ve—f!'ont ©In scnttering the anomalous regio

", agts'as ‘a source’ of/secnndnry waves \mder the'influence .

the wnter 1ayer u marine ,seismu oxp] oration. A Tho water=




between the two interfaces. Ad a consequence, reflections
trom deep below the water layer may be masked by the water
reverberations. i )

It is important fo fote that for the sHdllow mAFLEGS
application the useful reflection signals of interest hre

received much earlier-than the arrigal time of masking

sxgnals due to surface and surface—bottom multiples.

3 - eregular interface 5 K \

 The ‘submarine cép’ography will not géxemﬂy be hori-’

zontal. Irregulnr sloping bottoms e the real physical

< dnterface, “To consider. the txhe Bgttonm profile presents

&/ difficuly. problem. Instead, afproximations are used.
The simplest is the horizontal gpproximation. A better

approximation is an inclined linear profile. . The most

realistic appx‘oxlmations B.re thr smooth: curve aad a A

‘plecew]se lineﬂ.r lpproxi.matlon as -shown in Fxgure 2.6.1,




2.7 Attenuation in layered media
" The propagation of elasiic plane waves through rock

and strata is observed to be accompanied by attenuation

or nhsc;rption and pulse siupe spreading. Accor‘ding to

the Encyclopedic Dictionary of Exploration Geophysicists,
there is more than one definition for nttenuztion [Clay

and Medwin, 1977] one definition is'a reduction in the .
amplitude of seiamic waves such as, produced by dlvergence, ’

reflection and acnttering, and absorption. This/Atte

" uation varies with dépth and frequency of the propf
wave. At. low tr§uencies, atfenuation decreases
dspth and increaias almost linearly with Xrequency. .

A simple model to account for attemuation effects:
is based bn assuming a complex velocity of prcﬁlgntgnn
3(w) = etw)/y(w) X ))

\
Normally Y is a small angle; thns the following approxi-

" mation is used ® ¥

. - .
7..c08y =1 (2.7.2) " 3
. siny = vy . - - (2.7.8)
. The pressure ynvé is given by, ) ;
; Juce- E). Joctr & L
p(x,t) =P, € A P, B e » (2.7.4) . B




where the first term is the incident pressure wave pro-
pagating in the forward direction and the second is the
.

reflected preéssure wave propagating in the backward

direction.” Note that R may be complex. With a complex
¢ we obtain 3 ¥ .
Juct- 241,y sutes 240
P(x,t) ='p, e +p, Re
- o £z . (2.7.5)
One defines the. attenuatign codfficient o by
) ) N Pl - : - . L . .
TR Ol RN 5
A a result’ )
-a xujm(t—lg‘) o x jm(c+!’_c“)' R
p(x,1) = p, e IS +p, B .
7.7

Thus:‘the forward incident (downward).pressure is a wave
- .~ that. atteniates downward with the distance. The back-

ward reflected (upward) pressure is a.wave that attenuates

upward with the.distance. _Figure 2,7.1 shows the compo=

nents_of the waves considered in: two media.

- The evaluation of the attenuation coefficiént a cap

é: g
* be performed in terms of the specific dissipation:constant

1/Q through the relation
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s0 |-
o= 2 (2.7.8) : .
Results of experimental determination of Q for many types-
of solids has been documented [Waters,#1978].
: ; . ?
o
v 2 & X .
) ,
.o, ) . .
5 : . ’




CHAPTER 3 .

A SURVEY OF APPROACHES TO SEISMIC MODELING
3.1 Introduction e

The purpose of this chapter is to review a fumber of
important approaches to modeling the responge of the sub-
surface to acoustic or seismic exeitation. Modéls of
this nature are known as synthetic seismograms. Here the

mathemitical form of the input excitation function (normal-

1y an impulse or a' sinusoidal function) is known. The

modeTing task can be generally stated as fracing the in-:

. " put wave as it'travels through the mediun,to the receiving
.equipment: = ° o
Several modeling assumptions are common to all models
described here. A flat. completely elastic layered medium
structure with plane acoustic wave propagation is assumed. )
. Normal wave incidence is assumed. This is appropriate c
= | for the available field results where thé source and the
down looking receivers are in close proxihity. The models |
considered differ in the degree of detail and mathematical
refinement.
“iMany factors have contributed to the advances in
synthetic seismograms developmént. -Among these factors
. is the introduction of the digital c_ympyii‘ers. The field

has benefitted from this tool as did virtually all aress of

scientific and technological'activities, . Another major

¢ . . 2N




N

factor is the advent of the continuous velocity logs.

These logs show the velocity of the sound propagation’in

the formation as function of depth, Peterson and his co-’

workers [Peterson, Fillippone and Croker, 19557 were the ™

first to use these tools to predict the reflection signal

- record. They bas&d their develop@un the earlier - '

work of. Thomson [Thomson, 1950], where first matrix
formulation of the prbpag’acion process was introduced.
The néxt secnen deals With Feterson's model which mode1s .
the reﬂection process hy tbe 1naremental changes in the

logarlthm or lnyer adoustic Jmpedance. According i b

. Wiaenschel [Wuénschel,. 19601, Péterson's  model offers & re-

markably close approximation to £leld selsmg;‘ahs in many

cases. The model however does not ‘allow. fox multiple re-
flections. ~ o . .

The “second model reviewed'is due to Berryman,

_ Goupillaud snd Waters (1958)., Im this case miltiple re-

flections are considered and the velocity function s as- 2o

‘Sumed to be approximated by straight line segments. . \The Ty

model is a’ rrequency response type and provides an itera,
tive sequence’for calculating the reflection cae!l‘lclents

of the medlum. There is a’ pcteutial for mnny reflnements

“on thls rdodel mainly in the form of the velouity f\mntion i

approxxmatlor' Other possible ref;nements can be fade in

‘the details of the computatlons. This.)s of impox‘tanne

since a computational approach to caloulating a Fourier




integral is necessnry with this model..
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The third model consldered is chnt of Bﬂrnnov and

Kunetz [Baranov and Kunetz, 1960]. In this approach,

-elegant- spuce—tlme-dlagz‘am procedure is utilized., Hei—e .

points oh @ quadrangle are considered: and conditiops at

e 3. 258
the! extreme point are easily calculated in.terms of known
values at, three other points.

‘Thomson's and Peterson's formulations were utxlxzed

., by Wuenschel, The attractive matrix formulation given in

* this model includes multiwd ‘enables the consideration . :

ox pro‘blems where source -and receiver are in dlffer&nt lay— "

ersi - Wuenschiel"s, futmulntion, given in the Taptash oper=

ator. notation; uses particie velocity and stress in cach

layer as the variables. - This is reviewed in Séction 3.5.

It .is thought that this formulation can provide the basis

', for an electric transmission .line equivalent formulation. -

" traced to Goupxllaud‘s form,

that deals with a more generalized problem.

Goupillaud's model dealt with in Section 3.6 was . de-
veloped parallel to that of Wienschel. ‘Apart from the
trivial difference of usingifrequency domain formulation,
Goupillaud. usés the up-going o LR propagating =
pressure waves as the, furmulatiou varisbles. A matrixives s

_,cursion ‘s obtnlned E Ma.ny subseqiient refinements can be

A'linear filter model.has been introduced by Semgbush,




Lawrence, #nd McDonal (SLM) [Sengbush, et al., 1961]: A = ' .
is based on mg{ncauons of Peterson's work to a}.c_mqodue- :
vélocity- dependent ‘densities of the lggers. This is re-.
viewed in Section 8.7, Extrapolating the (SLM) approach
one can speculate on’ further.refinements by consigering -
various density-velocity, dependence models!

E. A, Robinson s contx‘ibuticns to seismic mcdellng

are in the area of mm&enes analysxs and digital ﬁlter—

ing: | These are based.on a model developed inithe. 2=t ranss

-‘form domain thm: ermh lesa concise cime éries represen . N

i this model are’

‘The; details

-giée‘n 16 Section .38,

. Tine- dom n quasi—sta.te space models werél developed

by’ Mendel, et:."al: ‘fhese find tneif bs.ses in’ earlier work

cited ahgve Thxs iB rev,lewed in Section 3.9;

* Jettes and m-nawary,(1919)concennase on: the 1nput—

"output relationship and if p&rticular the' decomposition of:

‘the output

'ntu_ actible wavelet qomponents.' Cpntribut— -

s. 10" individuﬂl componants “are

ions of ‘layer characterisc,

. underlined by considenng‘ the diﬂerent typ's of reﬂect oh

es.a orrelntiun be-

" processes in: the medium,’ “This ena

wéen syécem réspoﬁse-ud'séiﬁuéfniu detail This appronch ’




3.2 The Péterson, Fillippone and Croker model
W, 0SSt this early. vork by Psterson, Fillipgone’ “ana

croker (1065) i carth mode1 based on’approximating the
i vg reflect:\on _coetficient ts prdposed. _For normal imei- . . . 1

dence,; plme wave. propngation hetween meédia T and 3, the

reflection coefﬂcisnt is gwen nccordvs{‘to eqnatlon - v
(2.

5) by .. s ="

-"-_ U Ba2,1)0

“The incremental chdnge in' impedance:AZ is'imtreduced - . -+ .0 '

iaeie)

T 00 o e
IR (3:2.3) 1
; L T % W BT
<] .,/ ~ . Z=Z Z'l

asa result, ;he reﬂec«ion coefficien can.be express-




R

Fig3iz.1, A Sehematic ‘11listration’ of' the‘

v # ~-

‘" two changes in acoustic impedance as shown in Figure

(3.2.1). The upper step change represents an increase

in the value of the acoustic impedance while 'the lower

one ponds to a ;. Ce 1y the two
reflected. pulses have opposite polarity. -.The sighal
- received by the hydrophones (the seismograph) isi.shown

in the dimgram. | The analytic expression for this

signal is:

a(t) + Bym(tetyy + Rymi T, (3:2.8)

‘refléctioh process-for. tw
acoustic interfaces.




The delay times. T, and 15 correspond to the wave travel

‘umes
Ty =2 dj/e; i Lt (3.2.7) o
(dy-d,) S L | :
% 2L (3.2.8)

“In’ the’ yracucal situntlon whére the acnustin 56 s

impeds.nce vlrles almost Continuohsly Wlth depth ‘we-'may

use a Stepiise npproximatlon. The_steps occur’ at dn-
finitesimally. small depth i.ntervals "correspondini to “the

shﬂx‘test w_nve length of 1ntErest This situatlon 1s

shown in Figure.3;2.2. In thid ‘ase we write




s ‘
y = 3li(Z;,) - tn(z)] (3.2.19)

Thus a synthetic'seismograph can be obtained from &
‘given impedance record. . < )

A minor modification to the derivation given:

above results from the obsarvltlon that qulltlons (3.2.1) »

and (3.2.2)-can be combined to give
(Az(zzl)\




* LOGARITHM: OF-
" IMPEDANCE

.
" % 3 ’ £ -
o Ay
1 - SEISMOGRAM ..., " - o
REEFTY | o YUPTY ? ul
Wiy Litdnds' st .

ACOUSTIC

. TRAVEL TIME
‘(OR DEPTH)

Fig.--3.2.27;-A Schematic, illustration. p! the

e ¥ s ion -of 'a seismic pulse from.
N stxc _impédance’ distribution
g continuous variation.:




3.3 e Berrymn Goupillaud and Waters model’

Berryman, _Goupillaud and Waters (BGW)(1958) present
a »method for c?lix_xlu_tirgg the reflection response (Sy,l?- o
+ thetic seismogram)-of l‘zyeted medin'assuming vnrikble
% vevlt‘)ci‘t-y distribution. * fneir model 15’ bised: ofi the

pnrtlcle displacement equntion

Assuminga s‘lnl;éoi,da;_innqt, one has. " - t -
. LR, )= £(x, t)e30t co T (s.2)
B8 ‘a result E(x) satisfies’

4 (c:?'%fz("'t.’, bt EmE)=0 - (3.3.3)

[+ new.varfable M(x) s’ i'nti-odﬁcéu

I!(x)=t:2—§(Xt) T (334)

‘Note that the pressure Bix, t) can ‘thus ‘be ottatgises ¥

o
nﬂ(x)e‘j"Jt i e ¥ (3-.3‘@-? .




= ! gt
. ]

" 61 ;‘

' ]

This is the main. equation used in the (BGW) derivation,

Assuming’a }ins‘ar velocity diétribl‘tiOn in the kth-

layer.
L e(x)m G by (xx),, S (8.3.7) e ]
with c,” . By . and %, beéing constants one obtains -7 Pt
2 by substituting fo¥-c in equatfon - (3.3.6) the follow: ..

/ing

¢ L e o il

: . | L A
ST e # b e T P
Coage

The general solution of this second order differential

. equation is - ¢ . ¥
S Moo= n;‘-e_xp.(.%oi_—sk‘)_xntvu(bkf-x‘;)i/gk))1 - s
R e ﬂ;“e‘XP_-(%(i;Bm;il}y(i+(5;(x-x;)/ék))) a ‘
= PP IR R A (3.3.9)° ? :
" ‘ " 5 50 5

J.0(3.3.10).




;
;
f

’\ L n = 1 exp.Ga-ay,)

'.ABI_VI':QBI.Ilt.VA.‘ ST,

Thus

-

LT exp.(%(::.uﬁl"(}vk) C e

':j(s.s.1‘s'.~),

-Brg/3
Yok

e Zn’[c,;b (x-xk)][ "(1

\ i 1*‘;1;) “31:’1:7

’l‘he ‘ratio. of disph.cemenr ttom defines The new:.
variable A(x)

£ = 5/ < 8 (3:3.38)




Where the coefficient R'k is defined by ~
=yt C(3.3.17)
R = Te/me s,

The boundary condition requiring continuity of

E(x) and N(x) at the interfaces results in a continuity
requirement on A(x)- Thus for x = %, the"intértace

betwaen the- (k-l) and kth layer, one has in the kth =+ .

uyer G B
: L sl
In the (k-1)th layer . S ) o c
IC D, — S
Z 2"‘2[%#"1(-1‘(“1("‘1;-1)] -

* PR et .
S T = 1. -

. : k-1 Ek i "k-1 %

Sy : . 1*“1;- - . s
t AeEE e -

o By continuity of- velocity " gl o . g




Thus

R | I B G

Equating (3.3,19) and (3.3.21), one obtains

: 7 5 [1"51( 11%] & hk 1[1'81;

i
i

(3 3. 22) [/
@ E " . ‘The above relltion is red\mad to a form givlng Rk 1
in terms of Rk_nnd the lnyer chnx_‘acterlstics as’ .

<

k-.-isk-l—(bk_ k-ﬁ“’k“k T,

formula fox' the coeffic’ients 13 obtnined from the solution

to the Eq\lﬁtion (3 3 6) as

& Chg s PeaBy 1*‘("1; k- 1)“’1(31( 1“‘1: o P tR e/ Gey)
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1P _jz(xk:xk-l)/ck-l (3.3.24)

; ; <1+r =5 ©

P

-
where

c, - e, o

k-1 7 %k
B - k-1 k (3.3.25) . %
Ce-1 * Ok . -

To proqnce a synthetic selsmngram, the bottom lay-

ler'is nssumed to have no reflectinn nnd thul RN

A Culcurations are done backwards, thus R" 1 s calculated

accordlng to eitbar squation (3:3. 23) o equation (3.3, 24),

. then Ry . 207

‘gives the refleation response for the spec1f1c frequency

. This last retlection coefﬂcient g e

w. Th‘e overall synthetic seismogra.m is obtained through

the use of the Fourier integral.




3.4 The Baranov and 'Kunetz model

Baranov and Kunetz (BK) (1960) assumed a layered

_ medium with' the wave equation in terms of displacement

©(%,t) in each layer given by. :

55 w Ly a_zi(‘x,;)t Bz(xt)
& X 5 ‘ 3x =

(3.4.1) ¢

t

"an»-n

. “In terns“of the Laplace transforned displacement g(s xJ,

"the genernl snlutlon 'of the ‘wave' equ‘tion is

(342)

. 5 - 2 e
B = Ere S HE e.C

Lot Baranov and Kunetz use this expression to derive a finite
Yo #o ' difference equation model of the process.

Ounsider two ‘layers k ud 'kt+1,. with velbeity of pro-
pa.gntion L and °k¢1 respectively. -The layer thickness
comsponds to e_qun one-way travel time T
e o wh o PR (3.4.3)
] S M o .°k__°kb1 2

Assumé that the interfhce between the two 1.yers‘is z:' a

depth X 'nm displacement eq\ntlon ut ‘the top of the kth

ﬁyer denoted by point M dn- F1gure 3.4i1. 18 giveh by




. layer.

giving then ° 5 : T

(3.4.5)
For point B at the interface two expressions for dis-
placerent can be’written,’. The first is obtained by -

assuming that the point:Biis inthe kth layer,

.‘,('aiq.e)'"'

The second is obtained ‘b'ybas,sumi'ng B is in the (k+1)th

B = By (507 ¥ A (3.4.8)
This gives. 1

(3.4.9)

BT Eiap(Exhay ) ) e P

Ex

(3.,4.7)‘ s




The pressure in tems of disphcement is given by 4
equation (2.3.3.) = L, T BE

.1 uyu- sconfigumson tor the e
Blrlnov end’ Kmtz procedure N




tniped. S terms of space and t'

writ’te_n- as’

(mzk);(t (x—c )+ (1—Rk)z:(t ("+°k+1‘7)

TR os + ;((cm R (a 1. iay

Il\ order to ntlllze the (BK) difference equntinn,"




" where "c'(x)_ is.the velocity of 'propn'ga't;on. ' For a region

“of coné:m‘t‘ veloeity the (t-x) tharacteristie curve is a

stra:tght nne. - LR

The, (t—x) curve dxvides the plane intq two regions




l‘iguré 3 4, 1 shuws a pottion of the spnce time

vdingram nssuming that the: siiie axis has been dtviaéd 1t




__The lpau-n- dh(ru Xor

. ud Knnetr. proaedur-




= _culate_chat a\:;);. Oonsider for éx: ple the sic\mtion

he, displacements B.t A aqd

N
wm-k;ng away from the (t4x)

chnracteristic to obt:un the synthet 'seismogra?n thl‘ch

.48 'the. dlsplncementa nt x tor a 1 time vnlues.




o,
3.5 Wuenschel's model (1960)

Wuensctiel's formulation utilizes the matrix notation
introduced by ¥.T. Thomson (1950). The approach consists .
sasadhny 10 seliiing vhe phetsole velonlty and prbuwure =
varisbles €T the interfaces of the multilayered medium.

This is based on the displacement wave equation in terms

of spatial displacement x and the Laplace operator s,

given by P
. 22e(s, s? S )
& CEEE - S gs,x) (3:5.1)
. ax’ . c N
4 i ) "
The solution.is given. by R : e
els, ) =g /4 ot (3.5.2)

in which g, and £ are the incident and reflected ampli-
tudes respectively. As a result, the particle velocity ’ (
U(s,x) and pressure P(s,x) are obtained as . .

Us,x) = & s @04 g s 5/ (3.5.3)
B(s,x) = 2[-€; 5 e/ 4 £ 5 0]

(3.5.4)

" .




S " . =
: » e

Consider now the two layers (k-1) ‘and k with.inter-

face' at x = 0.  Assume’the kth layer's thickness is Qe

One can write, for x = o, at the bottom of the interface

“between ‘(k-1) and k layers

p f
Ce o

s U g 5[51 + grl__\ _(3,5..5)

(3.5l6)

PeyT z'k.s[zr'--ex]

At x = d,, onme writes at the top of the interface between
e % . - *

. 'k aBd (k+1) layers- . i -
§ 3 [ -8d fe, ja ¢, " LA
RN g malEe %/ g e ! 3| (3.5:7) -
] N P - g
0 _' 5 ~sdy /e, C o sd /ey
L P =27 sff e . +E e 1¢3.5.8)
2 D .
.




] . ~ :
The matrix g, is the Wuenschel's layer matrix kiven by

Z

¢ )y 5)
), Sletyled)
¢ e

S S
2

(e(sd‘k/ck)_ (sl ¢ - shog)
2, 5o

Z

4 é . (3.5.10)
For an N-layer medium, assuming continuity-of
velocity and pressuré along the interfaces-one can write

.Uy Vs i
e =
= el g
NeN-1 Tt 1 (3.5.11),
Py h

(st e,
+ e Sdk/ CK )
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Figure 3.5.1. The Wuenschel's’ llyel' matrix for
distlnct lnyers

i ¢
2 discontinuity at thp jth interface due for example

to the placement of the source at that location, the.

following two equations can:be used.




b ' s 3
[ = e i
2 S :
; . Y- :
. i < - (3.5.13) 2
- s e 5. e
% | 2 < ” N
: " 5 Ps 1
S Here (j+) and (.1 ) reprenant the pmnn‘ u:d nent.lnl
- S5 sides of the Jtn “interface. = o /
; Y #uenschel’s formulition enables one to express th@ :
£ : partfele velocity in terms of the’forcing funetion of .
.. the soufce as follows. = Assume “the nieim{ 1u'-r
'hi.'l an lebm!c'imd-.nea of I.m-'1 - Thus tha ’mnxn g%
= emerging from the lth hyar are” reh;ad by
- R =-zm AR A
) " )y “ L
As a result’ < . :
. np ’. .
2 ot .
3 2 . N a2 L 5 /.
. N 3 wn )
. . . <
Pl X




“‘22/zxv 1) % Ax

(
e 21? N1y, i K11

_un"en‘suy WO

lations.




sl S 3 6 Gougilllud's model (1961)
it | i This .model is closely rellterl to that of Wuenschel's.

Instead of uslng pressure and particle velocity B8 varin~ .

g s wds i bles soupuuud consxders the ralationship between the

- displuement v&tiables assoclnted with the retlected 4and




' “Equations: (3.6.1) and (3.6.2) can be manipulated to give .
quantitiés at the kth interface in terms of those.at the . '

(k+1)th., “'This gives
LR ERR

E 4

Ty D7 Pyi + By ‘fk+'1




For u system of N interfaces the process oI trans—

mission. sad reflections. chn thus be described by




This can be writtén more compactly as

EEIRCR X M
M’.f

N vl
: ed .t 9

| wiere the ysten mxt.rix'ldg—l is given by

@

N-1
hq 1 D1

4 B,nd for a’uni’t iimpulse

: . 'The’system matrix My
% P e R s . & s I \

ki : =

(3.6.12)

!

_(,3.’{5.13) .

is"a 2x2 matrix,’ of,the form’

e (3‘.6.15)» g




.- This ‘lvqc the tnu-ta and re\hetim nspom ot .

2 tbe overall lntu. 2

given by




. N2 i W
PRGN R n

g =07 j=1 k=2
S ;«1 ki

mentaxy portions.
lFigure 3.6

resenun ‘the..deep portmn are described by .j+1‘







s .
3.7 Y Lawrence, and McDonal (1961)

7 The Teflection coefficient model Peterson ef

modified in the approedh developed by Sengbush, sLawrehce,

‘and McDonal (1961). It is assumed that the layer's

B o=k o™ . R S U,
e . 3 .
where k and m are comstants. As'd result = | .
o m1 . §

Z=kc;

gation is thus given by »

i R=BEee . T e (3.1.3)

-In this casé the reflection coefficient is proportiomal

'to’ the change in’ the: logarithm of velocity.

z ' ' The extension to the continuous. case gives rise to

e . Sengbush's reflectivity function F(t). Thif is deveI-

. " oped as’the limiting case 3

Ethi= 1m B (3.7.4)
o Bivo

. B=

Ac
2c+ic

- sye obtain’

RS

density is velocity-dependent. The proposed relation is -

The reflection coefficient in terms 6f veloeity of propa-:
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tions written as

Thus the output is

w ;o Ac 1
F(t) =-lim 2=
it Ac
N thol, [2e+(3)at]
-1 de
Zc dt
Y
3 4d4nc®) (3.7.6)
. \ at
) s
The .fattor (1/2) is dropped in Sengbush's definition of
>
reflectivity
gty = LA c(t) {‘;S t (3727

As a Tesult of the above, a velocity log can be:

3 4 5
converted into a reflectivity function in three steps.

The first converts the depth to two-way travel time
rendering ¢(t) from c(x), The logarithm of c(t) is
then caleulated, followed by & differentiation to.

give F(t).

Consider the output waveforim for primary reflec-

N
‘ (t) =L 'R, m(t-T,) .. (3.7.8)
y—. i S

The reflection coefficients are functions of depth or

delay time which is signified by writing

Ry = R; (1) E (3.7.9)-




N - o
- y(t) =" L. Ri(1;) m(t-1;) (3.7.10) . .
i .  i=1 g .

) 3 . . . a .
This simmation is a convolution and as a result we.can see »
.
that the reflection process is a linear filtering process. .

.The model-can be extended from N discrete’ layers to
a cc:ntinuous velocity distribution in the limit as the
o layer thickness approaches zero. Then the output can be

expressed as

2 . s g e i
=ty HOR N ORI o s.an
: 2 4

v The reflection process. is es&;entially a cénvolution.
The normal way. is to consider the source signil (shot - P
pulse) as.an input and the-reflectivity function as the
. filter's impulse response. _é%ngbush et. al. interchange
: T - the input and filtef by treating-the refiectivity function
F(t) as the input and the shot pulse as the filter. ~ The
‘filtering that acts upon F(t) is divided imto two parts,
» the shot'pulse m(t) and the ﬁuering'extemal to the - i
2 ., earth, e(t). - The Putter includes the conbined effect of

P g(au instruments Plus bydrophone coupling. =

Uy = Ku) re(tAm(e) (3712, .

To simplify the notation let:

b(t) = e(t)*m(t) 5 (g.’lﬁi&)




Thus ' . ) :
) y(t).= Fle)*n(t) - (3.7.14)°
Thi$ is shown in Fig. 3.7.1.z
Alternatively °
y(t) = m(e)*e(t)*(t) (3.7.18)

as shown in Fig. 3.7.1.b

Fig. 3.7.1.a Reflection process model accord-
. to Eq. (3.7.12),

b(t)

Figy “3:7.1.b Reflectlun Procens nodel nccox‘d-
" ing to Eq. (3.7.15)

o ,




The consequences of the lineat filter model given
by Sengbush et. al. are important, For given a velocity
function the corresponding reflections can be inferred
using the lipearity (superposition) properties. A simple
example is shown in Figure 3.7.2. Assume that the re-
flectiog du‘e to- a step cChange n{ velocity is a replica of
the shot pulse,. ~ The reflection due to an. inpulse (de-
rivative of stép) is a replica of & duxe;enuuea shot
pulse.’ smuuly sitice a ramp.is the integral of a
-step, the reflection’ due to a ranp change in velocity is
.a repltca of an intostnted shot pulse.: " )
X thres-layer-case where ths first. ;.nd third layers

have the same velocity,with the velocity of the mid-layer .
fatger, ik constaered; © 'The velocity function is a square
pulse.” It is clear that there are t'o“re{lec.t'go_ns, i
positive ome at t; and s negative reflection at t,. The
total response is the superposition of the two. _Assime
“that the middle layer has a two-way travel time At and
that the shot pulse has-a period T between peaks.’ Figure
3.7.3 shows the outcome’ for ‘three ratios at (At/T). . For
46>>T, two isoldted step responses can be seen. The re-
sulting reflections are distinct and each has the samé wave-
'lor_m.as. the shot’pulse. - The'polarity of the second, re=
‘tlection is nppos'n,e to that of the first.. For At=1./2 L5




' .. . Tigure 3.7.2
fmplications of the linear filter.model

- for- impulse, step and ramp response

922

e



the resulthg retlectinn hns a wl-um uﬂutude o! t'ice
the amplitude of~ renacnon from a step.
tuning. |

This is called
Por AtexT, the cunposite retleccxon decrelses,
approaching that due.to an llqpnise.

Sengbush et. al. utiline the ‘above” to conltrllct chlrts

showug the vu-i.u,on of the reﬂemon sipiTiaten -um o







, = = g
3.8 .nomns'on's\mcdsg (2067) .
‘ This mde;ﬁveiup\ed in tefms of Z-transform

notation. A Either'of Wuénschel's or Goupiilaud's

. ) >
-pprcacheg can be used to arrive at Robimson's %m.
The latter, hu'ever, provides a more direct way. Assume .

that the layers have one. way nnel times of

2 (3.8.1) -

ransforms that . -

- (e.8.2)
6

z Uean (D)
(3.8.3)
'l'his tom is 150 known as the aéat‘taring equation,. ..

. The 1nvsrsp relntioﬂ giving “xu' Uy, in terms

of By and Uy is g'tvsn by




-
. £
E 26
| y
-~
{
< Dyaa(@)] | Ehy Dy (2)
. i
o b2 B
Y B
U@ 1 U (2)
‘ L
3 \ (3.8.4)
\
(3.8:5)
(.m8). :
As a_result, assuming continuity at the intérfaces % one ;.
it : ; " : 3
5




The process of matrix multiplication indicated above |
can be ‘simplified by taking advantage of properties in-.

herent in their definition. _Tonsider the matrix product

NN

0{2zy = 22 +'R; B, 2 (3.8.10)

gays e
By (%) = -~(Ry + Ry 2)

(2)(7y = ‘z ¥R
051 (z).= 7(1112 *,Rz Zz).v ,

0

-Angg)(,z)éxonla z . & oy

An important relation exists.between.the matrix elements, °

namely

ke ey ety Hedy's
o Feiyiay (2). =& Bgp. (%

T

(a.8.aly .
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WE o ; . llee

.- ' -0 = #ald@h. 7 (3.8.15)

.~7 Consider now the matrix N(1)'= Ny, Here . < - - TN

(3.8.19):

(3.8.20),




| The evaluation of the el‘emn.ts.ni’z"l:nd By ogn be.
gone easily, if one comsiders the result .of the follow-

ing,

12 .

5@
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N o)y ¥

: 215 ¢ )
Lt -(wr———zn—c)—ﬁ-
n55°(2) - R, 0y, (Z77)

& (b.8.29)

The ‘seflection response U,(Z) can’ be Sgiditeed 59
a layered earth transfer function GV (2) as shown in

* Figure 3.8.1. ~ As a result

. (M) g1y .
) o A apdah 3
Dot Sl o) e o ¢ pre v
’ n5p’(2) = Ry Z0 ngp’(27)
i « : NG .
(3.8.30)

" where ng’,‘f)(z), and n{%)(%) are derived in equations

(3.8.24), (3.8.25), with

D5y - e
(3@ = - (3.8.31)
i@y = 1. i (3.8.32)

6@y = o T (3.8.33)




M2y

/
mguu 3.8.1 A layered Sabti transfer function
_for Robinson s modél

“For signil processing purposes - the rettoctioh trans-
‘fer Wunction is written in terms of a characteristic poly-.
nomital A%)(Z) and a reflection polynomial E¥(z),
(N) gy = (Megy g N (N -1
™z = uf2 .- &, 2 P2ty (3.8.30)
3 3

Mgy = N n("’(z ) (3.8.35) .

G w0 . § 2 s
w(N) E (z
G (z) = ¥ ° (3.8.36)
*AYV(Z) 4 A

Thus

E¥(2) and A¥(Z) can be expressed: in polynomial forms as

P a g ) )
E™gys g oM . (3.8.37) o
31 : ;
N .! . . ¥
Az = ¢ w;“’ 2} v ot fEB88)
g=o, 3 @ e




" corrslation deflned by_

with - s »
RS 3 . (3.8:39)

1f one_denotés the output by ¥(k) and the imput by - »
_M(k), then the signal tife domain representation is

i N ’ N
v + 2 - al™ vy =z M ue-g)
o Wi 9
(3.8.40) - .

’ £ o # :
Using the ﬂefﬂning relations, the coefficients of

the characteristic polynomial .(“‘) can be obtuned

Silvil (1977) gi.ve! the vllues in terms of the serill B

S ‘m)_
e ey R“J
% a4 LARTN R R

;f.)“) g T . (3.8.42) wd Y,

‘Table, (s 8.1) gives’ the expressson}ﬂcai-xeépunaing to

N = 1,. Note that residual _terms such ag

-B, n1 R, Ry are- present. If one assumes a small refléc-
tion coefficient approximation, then these residuals may

‘be negletted. giving

()2 (N Y v
E.J . Qj (3.8.43) .

M = z R, Rug i L ¢disled)




T " b
In a similar fashion, the coefficients of the reflection
polynomial E(Z) are found, as given in Table (3.8.2),

If one uses the same small reflection approximation one

nas
N =
. sg S N R  (3.8.45)
.
\
N o a d‘x‘“ ay
1 —_— _— —
@
: # =, =
e @ ' ]
3 ot Ry Ry R, Ry * e
w | . . [ |
%, »¢| %+ RERRRRR R LRRRR, |9 rRARAIRRRR 4 -
% R N
: Table (3.8.1) '
5 .
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N E 2 Z, 0
1 R, - e ——
2 R, R - re

+ Ry RpRy - Ry

Rk RyR{RHR AR, +R R,R*.R Rst R,

5

Table (3.8,2)

It can this.be sean that the polynomial E(].'z(_z) con-

tains-the reflection information requited‘ for seismic-data.

' procesbing. % Al




‘3.9 endel's ‘model (1976) 3

A quasi-state space model for layered media has been
developed by Mendel et.al.: (1975 & 1976). The Starting 5 (
equations are obtained from prior models, for example i
from Goupillaud's formulation. squ}niéns (3.6.2),

(3.6.5) and(3.6.8) can be combined to give in- the time—

domatn.’
3 v * "
8 ak dk(t-xk) « - Rk)ukﬂ(c) C3.9.1)

uk(tét

'Rq)lltions (3 6. 1), (B ;6.5) and (S 6. 5‘) yield

(t) = (1+ ) (:-x 3 (c) '(a.é.z)
1 L “k+1 - 4

i The boundﬂry qundit ons at the surface with input sigqnl

m(t), aud. output. y(t) are

T4y = (148,) mee) - R ul(t) T e s ey

o y(ty = By m(t) + (1-R)) ul(t) )

At the Nth'interface, assuming no reflection. *

Cug,g(B) =0 B - 3.9.5
Uye1(E) = © . B L

Thus ) s b TN 5 N
L (T = By dy(emTg) R

() = (R G-T.




¥ lendel et. al. make. the substitution
dk(t) 'S dk(t-'rk) B = 1.(3.9.8)
_The result is the so-e.ued, layer. ordered (-1,-0) model *

a,i(m yom B uy() (1+?TE;T¥) (3.9.9)°

‘ul( tf'(x

R NORS (- n,) uz(t)

: ;;:“"x

uk ¢ g

The model given nbove is a dynl.micll aqqntion wlt.h

multipl --" erally 1 t 11y non-egual time delags. - -

'such _equations have been dsslgnlted as cms-l funct-

ional equations.’

 duas

"uumg

state spue x'apxesentntion is’ given by ﬂe- =




The ‘2Nx2! irix opgrator Z is defined by

z & diag [zl,zl, (gyeeregTys %), (BTRY

where Z; is.a s'calar operator, degoc‘ing a T, sec. time

delay.. ' Zyf(t) = 2(t-7,). 4sa résilt one'has

’ (3.9.17)

(3.9.18);

(3 9, 20)

The trhnsier functlon of -the' system will be a rntio

As o ¢

o= ZN
e B sx;mple, the tio’ layer case (Nnhi ‘et.ial, 1978) wives

212
2
1+ R, R z2 +aaklz + RE22122

R°+RRIR222.+RZr + 77,

(3.9:21)

pogs_ible, Since thé model reduces




> < ’ 00 1"
, o L ElOeDT] SA X GO+ bm (kO (3.0.22)
) whose solution is | ) B . ae ‘

- B & k»" g
X[ki)r] = A X (o) + A¥ P pm ()
- - = i=0 . *

(3.9.23)

No solution to the general case has béen documerted in

the literature.. K e s




3.10 Layer indexed reflection ‘model (1979)

In this approach a time domain raypath mnalysis is
utilized to systematically’deseribe the synthetic selsmo-
gram. - The formulation is a refinement on previous
direct methods and accommodaces multiple reflection ef-
fects of all ordérs which are ntaccounted for by methods
previously discussed. . The approach features a novel wave-
let| index notation whish enables aggregation of all waves
lets in s dynamic group [Vetfer and El-Hawary,. 1979],

- wighout n'dd.ing dimensional éémﬁlexity. S .

5 Consider an N—lnyer mediuml with Tayer mteuaces

9, 1 2,. .,N wlth source und receiver at. the top of inter-

ot

‘wavelets. from the many, renection—cmnsmissmn processes

face O. The received slgnB.I y(t) is" the wmposi

Cin ‘the medium. .. Tt is convenlsnt “to. group wavelets ac—
cording, to their type as, primary, secondary, tertiary, .
T etc‘, wavelets. . : i

Primary wavelets y; arise due to a single “reflection
at a loker fnterface i. Figure 3.10.1 shows ‘primary
wivelets yo, yl,...,yN arfiving ‘at the top, oF DatertEss
0.'. Consider the wavelet v, (t) yhose path is indicated in

the Figure 3,10.1. ‘This is the result of the down-going

wave m(t) transmitted.downward .through 'interfaces 0,T,...
to, the ith interface.as v, (t), Which is thén reflected
. upward .as'yy,(t). Clearly y,(t) is the result of y,(t)’




“propagating upwards. = The process can be described by
V(0 = I Ty m (gt dtny) ¥

' (3.10.1)

¥i4(8) = Ry, (1) . © (3.10.2)

. .v - O v %
TRy B Ty Ty geeeTo Tgalbo(TytTpagte e 4L -
g N . . .(3:10.3) |
Mhere T, fs.the one-way travel time for the ith layer;

sion ceefficient through

T;is the dowii -going trln‘

the 1th interfacé and T, is ths corresponding np-gvlng :
‘tranguission coef!‘icient. .The rauechon coefficient

off ‘the top’ of 1ntorfnce i is denoted R,..  Noting
that w - .- - S
T, =@+ Ry 5 - (3.10.4)
.7 < " & &
T = 1R ., (3.10.5) -
. we obtain g
| 1-1 o i 3 .
yi(t) = Ri I [1-nJ]m(:-2 Ity (3.10.6)
! i=o =1 3 i

To simpll{y the notltion the scllﬂng flctor a; lnd

“total travel time {; are introduced J .

7 X7 N A c
Ay = Rij“ [17R§] > 4 (3.10.7)
o SUTYR0 o " .




S #
\ - 112
: gk
=2t . . (3.10.8
" L (3.10.8)
As a vesult, for primary wavelets one has ) s,
o (

5y () = a m(t-y;)

(3.10.9)

LAYER)

© LAYER 2 \ TR

" LAYER3 .




Secondnry wavelats arise from upward rerlection off
the top ul the ith interlace followed by a downward re-
fleatlon o!’f th?"hattcm of the Jth interface. This vavé o
is then reflected off the. top of thé kth interface and is-
directly transmitted to the surfase; ¥ Bince ithire. axe

three reflecting interfaces one denotes auch a Iavelet

by ¥y k(t) Figure 3. 10. 2 shows some posaible.second—
! anes and the pnth tot the specific wavelet y’_ k(f:),

which can _be seen, ~C0 be' generated by. the. following

: sagusnce

(3.10:10).*

(310, 11

Lk ’ a K St 2
=(n - T ©(3.10.12
L. !){yj, (t: o T (aa0a3y

=+ 1
¥ ¢ o
'yj‘,(;t)‘l =Ry y\' ® 5 ’(3,71(»)'.13)7 %
i ',' g mie EL e 4
= N T, -(t= L 7 (3.10.14).
(L=J+1 ) Fye End 2. - My -

s e s
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The above equations are now combined in a unique form’

to give the compact expression . .

(3.1(7.175

Fdoeey @ ad 3
¥3 0t) = 2 m(e-vyTg) -
The amplitude parameter is given by . h
) a
2 b9 ) (3.10.18)
o K o
n (3110.19)
s 3
i 1
b“)- =R /[ :
- The’ delny pnrmter is giyen x;l-
vi':lk =5 - y“‘ g (3.10:21)
21 % s (3.10.22)
z —t=1 B

8 29
The above notation emables one to proceed: in a_
systemtic m.nner to d'escribe higher ox-dar reﬂ.ectlons..

Successive 1nd1ces & j, on the mplir.uae

u{d delny pumaters cnalogue the up"rd dovmw-rd,

i-enact(on hxétory.‘ {wAssouhted with o lawer




while for top index ¥, £, ... scale factors b(3);" =% y
o), .. are used. 'rhus' for tertiary reflsstions,and

similarly or .11 highar i x‘e!lectlons the structure B
=

i
cdn bg obtnined directly as’
vt s et e R (3.10,23) |
where ’ . .
A ol t s B0 % (%) o J (3:30.29)
.yl"k ng‘yi»_ YN A T U(3:20:28) L &

With the task of ldequately mdanng the m-s1np1e
reflection wavelets doife, we pror,eed to enumerlte qhe o ar e

posstble wavelets 1nvolved Suppose th@x‘e are N 1ﬁ.yers'.

Then' the dndéx set of primary wpvelezs : % 1ncxuggs a1y L
interfaces - % g
: = (y4l1%0,5. 0,8} w OF (a.io.asi .
O: 'lvalats ¥D the xth interf&ce 7 ¢ -

nide tmm additional ref)ecnans at upper layers J-x x

lo'er levels k; +1, _1+2,...,N L

ary wavelets is then.given by °




I} = y,3 -
gt = vyl 11, K
J=0,1,..,i-1} (3.10.27)
k=j+1,..,,N

The generalization to higher order reflection wavelets at

the receiver is now obvious.

“  As n result ope can mow write the. received signal

as
~ LN i1
ny() = Loy (8) 4027, 3 t)
i=0 1.0 im1ig=o
N 1’ ¥ k-1 5 4
5’ % Je Nl )
~1-1 J-o kujei =g n-L+1 o
‘»A B ' (3.10.28)

Some multiply refiected wavelets such as y,’; and

y,°, are received at the same time and Have identical

¥ unphtudes even though traversmg different paths. These

waves ‘can only be sensed as an igg'regl'.e and are cllled
"index equivalent or'dynamic analogues” as shm in
.Figu,re 3,10.8.  This. phenomenon is also called rein-

forcement of multiple re’lections, (B)lsvmrth 1948,

17




Figure 3:10.3 Index sdutveldnt wave;e,ts.'

The received signal can be_compacted using the ag-
giegation of the index equivalent wnvelet Qﬁing a “iarker
wavelet" concept. ~ The wavelet, with, Towest pcssible index
sequeiice consistent with the possible raypaths of a
group is denoted "mx-u'ker wavelet! or group idemtifier; 'x

This means ‘that the index structure for marker wavelets

is such.that any particular index may ot be smaller than




its neighbour to the 1en. “This’ y,% is marker for
y1°2 and y2 1 Similarly y2 - 3 is marker for y2 3 4
R T T

and- %5, " Also y,° 373,48 the mazker for y %%,
Y 12. 1o oelid x % o s
9333933 2° ;’2 33 Y2 3 3804 Yy, 3. Thus

marker secon'dariesA tertiaries ete.; -are

‘Yx k) = {y1 k| i= 1,2,‘
: s SRR P Y

R
% & ey % i 2 J 2
+: T E z I (u, )y (t)
i=1 j=o k=i 2=j n=k -, T EBTLkonir

. ’ E R 309

where ;7). “1 k = denote marker multiplicities. .
% ‘The mnltlplicit:es n are ‘given b{ [Vetter and
El-Hawary, 1979] as

e : ¥ ('3.10.31)

BN 5T (310,209




ot 120
B where . .

= - AI‘»/[(BI)(AA-B)IJ s

1,k distinct index values from i £ } {

& . e 1 dgiee ke Lo
3,k distinct ‘index values fiom j ; J'y

(#i)' Number (count) of index repetitions (upward re-

flections) at the ith interface.
. " : (#3) Wumber.(emint) of index repetitions (downwird
- A % r.ﬂnctiou) lt (he jﬂl 1nt=rtu:e. ;
RN (le) :

.(3.10.33) =

F e (lm- :mn . )

_(3.10.3)‘

JI,J,. < J il.xg.,

Consider for am_le'uis?‘_,f’s-. * The index 1 takes ‘on values
d'#8 = 1.  The index J takes on
lues for (3.10:33) and

5 and 9. Here #5 = 2 an

the value 3, with #3 = 2,
(3.10.34) become ' then " .
- °(3.10.38)
©(3,10.38)

© (3.10097)

As o result v ke
318 ..
Ve 50
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’ Computer -evaluation of u for second.u'y and tartinry re-

flections: Ccan be convsnientl 2

eftected by a sm\p1s index

compnrison annlysis [Vettex‘, 1950 & 10817,




3.11 Sumimary

Models of acoustic- wave. propligat).cn ‘in lossless Lay—-

ered media. systems that ‘have been reviewed.in this chapter

can’ be classified into two broad categories; according to’ . N
the’ degree’ of :detail involved. 'Models in the First cate- ‘
- " " gory are basedl on the fact that the system is described
-\ by the lossiess wave equation’ and ‘boundary conditions, .ang,

. o the, nature of the: salution

f the wave equation requiring ;-

that che o\!tput be. the sum Df time shifted End scaled rep=

'gnals. The madel in this case is

[Msndsl et.ial,

mso] ;

o . W ich unnze a pnrametric represenmtmn 1nvul‘ving t o

'l‘he hasis forthis type. of

signa.ls for ea.ch layer.

is the' daaﬂmposltion of the solution to the wave partlcle

displacemenc pnrtieie velqclty, and, pressure) into ‘for

% 'waz'd and bnckward tra\zeliing components in-each layexn

The non-para.metric medsls revlewed dlffer in thelr

AppToach it mocle'lxng the ‘petldction coeffic‘ients - thie

he Peterson F llippone lnd C!‘oker model




““propagation is a iinear function ‘of distance in each

L

¢ muﬂels ditfer in the choice of the "two: sigi

“transtorm), ;cobtinuous. time’ (Laplace transform) or the

: vlewed in ‘Section (3 2, the tox‘ward and backward compo—

in the Berryman, Goupillaud and Waters model discus-
sed in Section (3.3). ‘The basis for the recursive

formula is the assumption that the velocity of sound %

Tager. _The overall synthetic seismogram is-obtained
using the Fourier 1ntegral representstion. . Sengbush,
Lawrence ‘and McDonnl's model discussed in Section (3.7)
is based on, the assumpcioq of a specific.relation be-
tween. the znyer s mediun density and the velociey ot -

"‘sound. prop gnmm This Teads bo:an expresslnn for : .

the reflec ion' coefficient, in terms of " the i cremental

changi “in, the logarithm of ‘velocity of- sound propuga.‘ti.on.
d

etter.

Sectlcn (3 10) dlscusses a model due to

E1- Hnwary that belengs to.this category. A raypath 2
annlysxs is utilized to obtaln a model which accommo-,

dates imultiple reflection effects of a1l orders.,

The' segond. cntegory of models gives rise to uas

x model structure. This is a feature .

cade tyge at
commgn ‘to nll&rametric type models. reviewed. The 3.¥

s -associats
‘ed.with ‘each iaterface. Another. diffe ino.deih the

choice of. representation eithier. in discrete-time (Z-

‘trequency domain, ' In the Baranov'and ‘Kinets model Fo-




nents of the particle displacement are used together with
a Lapikgestrensfors development.' Wuenschel's model de-
scribed in Section (3.5) employs the pressure and particle
velocity in arriving at a transmission matrix type model
in the s-domain.  Section (3.6) describes the model due
to Goupillaud which uses the upward and downward propa-

gating pressure wave amplitudes as the model variables. A

scat'tér'ing matrix type rep tion in the frequency
domain ‘is| thie feature of this medel. “Robinson’ s model
dlspussed in Section (3.8) "is ‘among. thie most widély ac-

ceptéd moﬂels. 11: is a/scattering-mn.crix »cype model de=

‘veloped in the’ Z-domain  fo  eqial’ layer thickness.

Robinson's lﬂoﬂel 15 the basis’ 201‘ ‘the predlctxve convolu— i

 tion iethod. . The' quasi-state’ space model of Mendél is
discussed th Section (3.9). . This.is a time-:c:lg'm‘gi\n To=
presentatioh in terms of a dynamical equation with multiple
time ‘delays veferied to s u causal fun_céional equation,

Figure '3.11.1 shows the classification of earth models.
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Chapter 4

COMPENSATION FOR SOURCE-H’EAVE BY USE OF A KALMAN FILTER: %
. e . : 5w B E . : -~

4.1 ‘Introduction " . 2 "

: 'In ‘carrying out slfallcw marine, seismic experiments

-employing' a deep towed signal source, and. hydrophone
recéivers (HUNTEC ‘70 m-s), the una.voidable ship dynamics,

coupled to the towed "i#ish" throlgh the towing cable, -and

* the- liydrodynamics of the: towed "figh" result in motlons

61 components as’ 1arge as twc meters pegk to

| with, vert

and sensor

“-péak. ."'Such vertical motions o¢ -the: Soure

tmve the eftect of & arying acoustic wave travel path 1:0

"the sea noor and to the’ sub-boctom reflectors betwegn

These eftects nppent on

suc;assive pings’ of the ‘sdure

_the agire gate of retlection records. along. the ship track

~ e i as apparent \mdulations ‘of the-sea fioor Bnd the sub-

K 1fects can;

"bottom reuectors. Partinl removal ot thege

be done by use of estimates: nr the veft cal Source motions %

from hydro ntic pressure and: mot on sensars ‘to delay.or:

R 1 2 eay B advanée; the pu1se firing instancs rels.tive “to. ‘a clock"‘




“‘wdve,lengfk,‘/\',v :




After s’imh brreniioné on the HUNTEC -'70.DTS: data‘, there -
remains a, residual undulation effect in the response Tes

cords of the order of 50 em. peak-to-peak a$ shown in -

Flgure 4.1.2‘ . Removal of this heave residual is an- im-

pu‘tantpr rocessin tasic for en neement Gf grey | scale

glispl ays of the ‘raw and filtered retfection data, for’ ex-.

smoothing or remuvs.l of su::h undulntions. Th fil\:sxing i k




Pece

ity o D

Figure 4.1.2
Grey scale displays for 2 km. of recorded sed ped data with depth of 15 m

621



"

efﬁef;ts of the towed body:dynamics. . The next section

discusses a procedure fof. extracting ‘the contribution of

the hedve motion to ths received signal The Fourier .

_transform uf ‘the heave component recn.rd provides _the basis

for & proposed Timedr deel»for the heave mbotion. - A

state-space model in continuous-time and the correspond—

. ing discrete-time version for heave motion,representation

‘are:developed in Section (4:4). . This is followed by a

| fétmulation of the heave coﬁpenéatibn requirem‘enr as a-

Alman filtering problem in optimal iinear estimntion
theory. *. 4 dlscusslon of the compututianul aspects and
pra.cticnl results are. given to cancluge. this chap\:er.




42 Heave ‘Component Extraction
A time record a(t) of the contribution of the towed
body's heave motion. to the received signals can_be ob-
tatned X6 B sequence of ‘return signal records, i=o,1,
2,000y, taken at equal time intervals T. For a given
record (1), the first peak of the return signal oceurs,
4t the two-way travel time of the wave reflected off the
sea flogy T(i). - The values of these travel timest (iT)
are related £o the vertical displacement of the towed

body plus the travel time to.thé sea bed by the velocity

-J .

of sound propagation in water . .

' 2(1T) = cot(i) - 2
The above is based on assuming a perfectly horizontal. -
ses Tloof. It ds-thisseless thut s divcrote sequence
of ‘thé record z(t) can be obtained from ks camputed
iimestosfirat pehk ae ahcess in Figire 4.3.1, fite dsts
obtained were such’ that the pulse firing time is con-
trolled electronically to eliminate the major effects
of the fish heave. ' A a result ‘the d@isplacement of the
order, of "two meters was reduced-to the order 0f.0.5

meters by this compensation. .’
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~Figure 4 '2.1° Construction- of z(t) record from a

sequence of return signal records.,
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Figure 4.2.2 shows the data after bandpass filtering
CLBAEE BiaY, “To-the Figwre;’ () shovs: s meguinds
of ‘individual records which display the arrival time
shift (of time window of 20 m sec). >'Part (b) of the
figure shows a gray scale display record profile for.a
512 mEtEI‘ Iength of the track. . The time interval T be-
tween successive pings (record initiation) is. 0.5
seconds. This currespn&ds to about one meter horizon-

talspace sepnz‘ation between echo recurds at shlp spged

(an average of 2'm/sec.) The sampllng-rate‘for digiti=

zatxcn for each individ\ml reuord is 20 pi 8ok,

. The vertical ‘aisplicement plhs the' travel time “to the
sea bed (or the corresponding peak’ dalay—nme) record
2(t) for the experimental data.was obtalned for 512 re-
flection reéords; initiated at T= 0.5 sec. intervals.
‘This is shc‘wn‘ in Figure 4.2.3.

The ship and towed body are assumed to travel at *

a constant speed v.... The: recurd 2(t) -which cohtafps the

heave variation cam be calibrated to give the spatial

displacement % with a-scaling of the time axis such

that | ' ; ) T

gF=v .t N (a.2.2)
The record z(t) can thus bg transformed into a

record z(¥) in térms of the spatial displacement ..




500 m.

Figure 4.2.2.b A grey scale display record profile

Figure 4.2.2.a A sequence
of individual records
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The calibration is done using the relation of Eq.(4.2.2),
where v is the ship speed, ' The record shows a periodic
variation with randomness about an average (or irend)
value corréesponding to the sea.bed features without the
heave effect,  The task is to identify the heave effect
and then remove its contribution from the individual re-
turn signal redords prior to further processing.
Inspection of the hegve component record indicates
a Somewha't-petdodic motion With:aboit 40250 periods in
512 data xecords. (correspondinig to 512 meters of track
length). ' Thus'a rough e‘;t_imuﬁe of.the prevailing ‘fre-
quericy f~§'r the given sea state is 0.08 - 0,10" cycles/’ -

meter-or spatial period = 10-13. meters.:




~
4.3 Model for heave mbtion
To model the heave motion we have available the'

record z(t) which exhibits a somewhat periodic random

t. . Frequency, response methods have ‘given suc-
" cessful results in many fields of application. . This
provides o motivation 1o considerwfreyuimcy, reaponss”
method to identify the model of ‘the physical phenomenon
. of source heave. =

The Fourier trlnstorm 7(1) 6% the récord Z(‘c) gives

the frequency response of the heavs ‘dynamics. This:is
Bostulated to be e oo purely random excitation  (white
noide) due to; current and wave Sffects. o the' towed body,
toved cablé, and ship. 2

In order to avoid.aliasing and to improve Feno1RtIsH
the Fourier transform ofythe record with 0.5 seconds
sampling rate is obtained through ‘time Scaling of 4x1073
ratio. This gives'a 20 y.seéq, sampling period for pro-
cessing. This corresponds to a sampling frequeiicy of
50 Kiz which is much higher than the anticipated frequency
components in the record.  The resolution in this case is
97.65 HZ, Figure 4.3.1 shows the magnitude of the Fourier
‘transform Z(£) with & haximuf frequency of 24 F?Iiz,‘ this
corresponds to’ 0.96 H# in the original recrd or 0:48
cyclés/meter spatial’ frequency. The Spatial resolution

thérefore- is 1,953x10"%. cycles/meter.
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Inspection of the f: response istic

reveals the presence of a number of dominant frequencies.
'This suggests that the response can be m&eled by pass-
ing the purely random input through a narrow band filter a .
with drifting center frequencies corresponding to' the .
" observed dominant frequencies.’ This particular ideal-
ization 15 shown in Figure 4.3.2, The narrow band

filter's Tesponse is somewhat similar to that of u‘simple

x‘esnnut electt!.c circuit (ELC) wb,ich can ba maﬂeled

- filter corresponding “to t)le envelope of he helve spec- me ’

trum is pontllhtsd to Tepresent thé heave

This
can b¢ visualized as 2 reduced order mbdel fr a complex
pligetesl phenouentn: “Yivde aiso consistent with models’
of heave dynamics found in the 11:egiiure~ on'mr;né ‘hydro-
dynamics such'as Bhattacharyya '(197;), Price and Bishop's
(1974) and, MeCormick - -(1973) .7 )

'ﬂle heave respcnse mﬂel in ths s-domain is chosen

as

%(s) i AT A
= © (4.3.1)
u(s) 1,,%[3_04?]

The natural (or center) .frequency of the system is [N

% L5 " while q,'is the quality factor which is obtained from' '




z(f)
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Figure 4:3.2 Nurrow band filter with drifting =
centre frequencies




. oL
= “the half-power points (fl and 12) =
TRy =1 /2y < 1) (4.3.2)
5 The idealized frequency response of the syster‘mis .
: shownin Figure 4.3.3.
of A £

o -0 Fig. 4.3.3. The' typical frequency:response
£ =W, sy of ‘a parallel GCL circuit.

@

.3.1

,/the centre frequency f 15 seen’

ower points occur at




frequencis approxinately of 3 KHz.and 5.Kfz, As a

resuu' fhe quAlity factor is calculated to be Q, = 2

and 6= 2w L i T Tl e(4,3.8)

). Ieads“to the form :

l_iquntion (4 %




4.4 ‘The Dynamic mmodel lfor heave mption

A mathematical model which can serve to describe

the dynamic phenomenon is the state equation model, with

. its attendant observaticm‘model, of the general form r
. S5 KD = £(x(£),b(8),u(t),ut), )
a - (4.4.1)
) \
A staté-spacé model for the heave process tan-be ob-

tained by choosing the States x,(t) and x,(t) in accord- H

ance with their Laplace transform as given by B
s IR g . ’
Xy(8) = @, K(S)/(K wy 8) (4.4.2)
Xy(s) = s (s) ) (4.4.3) B
Note that with this choice
# ! o+
Xp(8) = (8 B(8))/(K uy) RN

“  This indicates that the required vertical displacement.
i variable Z(s) is simply obtained by scaling of X,(s)
iz to.

As a result Eq. (4.3.1) becomes®
v = 2 ‘
i Gk '

2 v 2 3
[s® + TZ s +iwgl Xy(s) = U(s) (4.4.5)

Now the state space model for this linear system is i+

obtained as . ;




% (8) = xy(t) . " (a.1.8)

o 3 "
x,(t) = - mg xlﬁ)-§ x, (1) + u(t) (4.4.1>—
. 0 . %

or in vector-matrix fotrm

xy (1) 0 1 xy () o
= + L u(t)
g 2 g i
Mol | ) - [mw] |2
~ * - - "
(4.4.8)
] .
* This can Bp written in the compact form f
. ©x(t) = A X(£) +Bu (t). (4.4.9)
where .
o 1
A % y _ %
. . 9 S (4.4.10)
o
B - . 3
14 (4.4.11)
- * .

x(t) = [o -5 (4.4.12)

The numgrical values for elements of the matrix

A are
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o 1

2= |Lcammio®)? ~(4¥x10%) (4.4.13) .

v v

The state-transition matrix associated with this re-

presentation-is given by [Ogata,1967] ;
y .
o a(t, )
.. 130 .
alt; jsinuge, ;+1) —m:L sinugty ¥

[IORPE

i ruol(tid)s!n(mdtij) -x(tu )sin(mdtu-?)

(4.4.14)
o \
i
ti. oF. e tj t1>tJ (4.4.15)
-
55> t}
a(t) = SXPe TQ;
T3y (4.4.16)
. qao L .
) . ‘
ug = @Yo 1 o (4.4.17)
gt
y=tant /4@ -1 . (4.4.18)

The continuous-time domain solutton is given by

: . -
x(t) = 8(t,t)x(t)) +J 2(t, T)B(T)u(r)dr

o J

(4.4.19)




For estimation purposes, a discrete-time version is
needed. Considering the time interval 2 L -0

- for k=o0,1,. assuming that X(tk) is given and that

u(t) = u(k) is constant one thus has

Htipy) = Aty ty) Xt +

IS o .
et
B WL IO LS RO I
& .
(4.4.20)
' Now define’ N
.
" g(th‘l) = x(k+1) (4.4.21)
¥ x(t)  =x(k) ¢ (4.4.22)
3 »
Btyyqsty) = 8(k+1,Kk) . (4.4.23)
Tl 4
-[ 8(ty 7, TIB(T)AT = [(k+1,k)
2 t,
* o= (4.4.24)
then
x(k+1) = d(k+1,k)x(k) + [(k+1,k) u(k)
) s ¢ gpa.zs)
- N
3 The discrete state tramsition matrix ¢ is given
- . By B
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ur
a(8)s1n(u4847) L_%lnn(udn
B(k+1, k0=
|ruontaistacus)  macersintuge-r
. (4.4.26) °
where -
brtu-Y
The vector T is l’o\;n? to be ,
-wA/20 . . N
o o >
Lih-¢ sin(uga+n)]
“o 3~
<
I(k+1,k) =
Yy
2 ® sin(ugd)
T — L3ih s
Hords—mg

(4.4.27)
This completely specifies the discrete transition model
for the system,




4.5 Kalman filtering for heave motion removal

The available measurements of heave motion (vertical)
displacement) provide only crude information on the actual
system behaviour and may be unsatisfactory. for compensa-
tion purposes.  This is due to the fact that the sensors
and the manipulation process are subject to random and
systematic errors. The previous section dealt with model-
ing the dynamic process in a state-space form. The es-
timation of the state vector from mepsurement data cor-
rupted by noise can be performed using results from opti-
mal linear estimation theory, Of .specific interest is
the linear optimal filter commonly referred to as Kalman
filter. TFiltering refers to estimating the state vector
at the current time based upon all past measurements. The
optimal estimates minimize the estimation error im a well
defined statistical sense. For Kalman filtering‘dme ob-
jective is to minimize a weighted scalar sum of the diag- .
onal elements of the error covariance matrix. The process
and measurement models and assumptions for Kalman filter-
ing purposes are outlined before presenting the optimal
filtering algorithm,

The heave-motion model in state-space form obtained

in the previous section is

x(k+1) = o(k+1,k)x(k) + I(k+1,k)w(k),
; ; " (4.5.1)

®
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where the forcing function u has been replaced by w.

Since ¢ and I are independent of k, one writes

Poxen ez 0+ 1w 0 (4.5.2)
The input sequence w(k) is assumed to be a_gaussian
white sequence with zero mean

Elw(k)] = o Y . (4.5.3) .

BLu() wT(K] = k) 8y (4.5.4)

and covariance

Q(k) is a positive semi-definite 2x2 matrix, . BT O

Further, x(o) is assumed to be a gaussian random vector

with zero mean.

Ex(0)] =0 (4.5.5)
and known covariance maitrix
E[x(0) ET(o)] = g(aﬁ, " E (4.5.6)

where P(0) is a positive semi-definite 2x2 matrix.

It is further assumed that w(k) is independent of x(o) *

E{x(0) ¥'(0)} = 0 . for all k (_4.5.75 et
The retord of vertical displacement obtained by the
procedure outlined in Section (4;2) is a sequence of
E measurements z(k). In terms of the sm‘lt_e-spAce»mor’lel for -

X 5
heave motion, the sequence z(k) is.given by
T




w,
z(k+1) = [o QLJ xy(k#1) | + x(lgbl)
o
x,(k+1) (4.5.8)
or in vector form
- z(k+l) = Hx (k+1) + v(k+l) ’ (4.5.9)
PR &

| The measurement error sequencé v(k) is -assumed to be

a gaussian white sequence with zero mean.
E[v(k)] = o, (4.5.10)

for all k=o0,1, ..., and a covariance

“Elu(s) Y001 = RO 85 (4.5.11)
where § Ji 15 the: Kronscker delta: It is also assumed
that v(k) is independent of x(o) for all'k,

Elx(o) ¥T(K)} = 0 T (4.5.12)
The noise processes w(k) and v(k) are assumed independ-

ent, hence

) T . )
E(v(3) w (K)} = o (4.5.13)

for all j and k.

" Assume that measurements z(1), z(2),:..,2(J) are-
availablé from which to estimate x(k), denoted by " -
X(k|3). The estimation problem is referred to as one
ot bhrediction 1f% > §, A% k = 3 s one of filtering,
aud., if 'k < J, 'one of smoothing or-interpolation. Of

interest. here is the filtering problem. Thus, given,




measurements z(1),...,z(k) one would like to determine
x(k|k). The filtering error X is defined by

kik) = x(k) - i(klk), ' . (4.5.149)

and has a covariance matrix denoted by P(k|k).. A
Kalman filter is a recursive algorithm that finds the
optimal filtered estimates on the basis of x(o|o) and
B(olo). i
There are many alternative forms for the Kalman
filtering algorithm. The following is one form which
provides an easy implementation. .»_This 1s based ‘on de- -
tails given in Meditch (1969) and Gelb (1974). o
1. Given P(k|k), Q(k), & and I, the predictor
. covariance an-ix P(k+1|k) is computed ac- ) .
cording to :
R(k+1]K) = 8 Pk[k) o7 + I Qui) £T
(4.5.15)
2. The Kalman Filter Gain Matrix K(k+1) is com- '

puted using

K(k+1) = POk+1[KOHTTE P(k+1 (k)BT + R(k+1)]
5 " (4.5.16)

The matrix inverse in the above poses no prob-

Yow winos: the seteix fewx w, whore w iy the .

number of alam‘ants in the measurement vector,

in the present case -1,

3. The error covariance matrix P (k+1|f+1) is




computed according to .
P(k+1]k+1) = [I = K(k+1)EIP(k+1]k) (4.5.17),
This is stored until the time of the next
measurement when the cycle is repeated. <
The given estimate i(klk) is propagated forward
to give the predicteghestimate X(k+1]k) accord-

ing to

E(kr1]K) *x(k]K) - (4.5.18)

The measurement estimate z(k+1|k) is obtained

as .

;’(k+11k) =H ;(kﬂlk) i (4.5,.‘19)"‘

. The measurement estimate is'subtracted-from the

actual measurement z(k+l) to obtain the measure-

ment residual Z(k+1|k)

B(er1|K) = 2(kHD) - 2E[K) ©(4.5,20)

A correction term involving weighting of the

measurement residual by the matrix K(k+1) is ob-

tained and is added to the predicted estimate

£(k+1|k) to obtain £(k+1}k+i)

X(kHL{k+1) = Xkt [K) + KUGHDERHK). o
. (4.5.21)

This value is ‘stoved until the next cycle.

The information flow is shown in Fig. 4.5.1

.
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. . Fig. 4.5.1 Discrete Kalman filter timing diagram..

Filtering is initiated with X(o[o) = o and
P(olo) = B(0) is assumed given.. It is noted here that
if large uncertainty is associated with x(o) then'its
_covariance matrix (o) can be considered as-diagonal
FOtE SbitoRea Ty Takige tetie, "ttt 1n a?i(c)=E[5§(o)]w 3

In the presént application.w and v are assumed station-

ary, and“as a result .
Q) = Q
sl RO =R




- The choice of Q and R is generally based on experience
with the noise process present in the record, If ome .’
assumes that the measured varisbles, are uncertain (less
reliable) then this is equivalent to large’medsurement

‘noise and hence a large R (R™% is small). Assuming that
the noise in.’statée vector ‘components are uncorrelated,
one. thus' has & diagonal covariance matrix Q. For the

. present applicatlon a good choice of Ris Iound to be

= (0.1 z(t)) and for Q,.one has Q = (1.5 zgt)) ~ 1,
: v

where I is the unity matr).x z(t) ‘is. the average of the
ay . v 2

abservition” Tecord . e i .

to implement the

RN | computex' ptogx'nm ‘was writb

Kalipan' £ilter.procedurs’ descnbed above. . The results Gor-
résponding to the stretch-of the track are shown in Fig.
4.5.2, It may be ob-servéa from the corrésponding power
Spectrum in Figure 4)5.3. (B) that the filtering process:
Has ‘the ‘effect of removing the high frequency content of
the sea bed prcii_le: " Figure 4.5.4.2 and. Figure 4.5.4.b
stiow an” ANAC graphic gray.scale display of t}‘xe_featui’es :

of.'the :drea before and,after compensation.
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Chapter 5
EXTRACTING INFORMATION FROM THE SEA-BED RESPONSE
“ : 4

5.1 Introduction
This chapter presents some newly developed procedures
for processing acoustic return signals. The:objective
common\ to all procedur’es is to provide reliable estimates
of the amplitude and delay parameters -associated with-
soufce Signal replicas. present in the return signsl, The
" procedures. utilize some fundaméntsl, yet powerful, tools
from commllxnicécions; and estimation theory. .,

The chapter is organized such that the different
problem formulations of each of the proposed-procedures
are presented first. This is fgllowed 'by"three.».sections
treating \each procedure. = In each case the outline of
the pru}:;ure is given d5 well as results percaiulng to,
some simulated return signgls and actual field rsignals
obtained during the sea trial. '~ The use of simulnted
return signals provides a basis for perfurmnnce evalmn:-—

- 1on since in this-case the ac‘al values of the parameters

required are known by construction.
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5.2 Problem formulation for estimation purposes

The input-output expression relating the signal
y(t) received by the hydrophone to the source signal m(t)
obtainable by either ray tracing or from the layer geom-
etry Equation (3.2.11), is made more rwistic' by includ-
i;ng the measurement noise v(t). This atcounts in reality
for physical effects. not sccommodated by the noise-free, 3
simple reflection model as well as, for sensor ,and instiu-
mentation inaccuracies and acoustical disturbances, pri-
marily scattérlng and reverbex:ar.iu'n‘ Thus the, model is

given by

y(t) = ‘E‘ 8y m(t-14) + v(t) (6.2.1)
i=1

where each term in the summation is a delayed and scaled
‘replica of.the source wavelet.. These arise from primary,
secondary and higher order reflections. Thus a; are
functionally related to the reflection coefficients at "*
the layer interface and t; are related to the layer travel
times. ' Details of the dévelopment of (5.2.1) were given-
in Section (3.2). - :

In view of Equation (5,2.1), identification of sub-
‘bottom structure ‘and geometry reduces to a problem in

'parameter estimation. “This is due.to. the. Yunctinnal re-

lations between the parameters of Eqnation (5.2.1) -and

the structure and gecmetry of the sub bottom. The'estix
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mation task is to determine in an optimal sense, the
amplitude parameters ay and the delay times Ty -
» The observation Equation (5.2.1) can be expressed
in n. numbex'_oi: ways to facilitate the estimation procedure.
The first formulation proceeds assuming the availability .
of an observation sequence (y(ti),i;o,,".,ll—ll. In' this
case a vector-matrix equation réplnces (5.2.1). ° This
is given by:
mifo-rl) 1:‘1(“':0-12) ""“‘_(to"%n)
m(ty-74) m(ty-Ty) m(ty-7))

mty -1) mlty 175) mty ;- .nn

More compactly this. is of the form
, -

y=HEp+V . (5.2.3) °

. The second formulation assdmes that for l»given‘!il‘:;ne;

interval [t, , t . ], only one, signal réplica appears

5 93" Ggaws i
eorr ng to the ith . : G55 -
2 s y(t] =ay m(t—fl) ¥ v(t) Cot, <t<t

CPRRR PRI

. Fos L (s
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As a result, the vector matrix equation takes on the

form
. : X {
B o t
Y(th) m(tq1 T3) v( “1) .
y(t, ) m(t ) fa, +fwe
4 - Q4q= 1 t 41 X
4. & i <
¥(t ) A
K % 4w-1 m(t, ) v(t )
93 4w-1 9 4w-1
: = (5.2.5)
2 This can be represented by the compact form
yemoaty . (5.2.6) .

The third alternative formulation assumes that
estimates T, are available for the delay parameters and

that the improvements At are to be obtained _ -

(5.2.7) :

A trupcated Taylor series of the following form is

utilized - § o= 3w .
¢ e .

(5.2.8)

B(t=1,) = m(E=t,) = (bt In(E-T,)"

" 1 -
where the dot denotes the time derivative gr. . The » -

“truncation is justified since.dt, ¥re assumed to have, -
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small magnitudes. As a result the observed signal is
given by ’ .
n S n s =
y(t) = I a m(t-t,) + I b.m(t-1,) + vit)
4 g=1 1 R 1 I
(5.2.9)
In (5.2,9), the variables by are defined by
» by = (2))(ty) ) (5.2.10) s
In véctor; atrix notation onme can write,
R y= MM e + u(t) - (5.2,11)
b
where as before the following vectors and matrices are de-
fined: . ’ ¢ %
1 wee), ;
: ; OV A
i y(t)= (5.2.12)
“ — e
i .
P T &
2= [a; ay . e o a,] i (5.2:13)
A = v 2 T by B s b1 (5.2.10)"
K . i BE=by by . Bp] . (52 B
: g R § L
- C ) CUE e ) v Vity 21 (5.2.38)
. < : 7 ¥
o ~
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m(t -11) CmltT). . m(t -T,)
u= | ™ty m(ty-T m(ty-t,)
o 1Pt Mgty "‘“N 1)
(5.2.16)
m(t,Ty) n(t, -12) - m(t -7,)
= m(ty=14) ""‘1"‘2) m(ty=7,)
2 %, . 5 . -
Bty 1-7y) w(ty.1-73) n( N-1"’ il
) (5.2.17)
Equation (5.2.11) can be expressed as T -
x=~Hphry h (5.2.18)
where .
HE=[4 ¥] . (5.2.19) .
. The above discussion indicates that the éstimation 4
‘task using any of the proposed formulations (5 2.3), and e
W (B8 IGprresponds to Hmung .an astimste p of the ran- S &
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dom parameter vector p in some optimal sense. Note that
(5.2.6) is structurally of the same form as (5.2.3) and

(5.2.18). The additive noise vector v is assumed to have

N the following statistical properties
- E{v) =0’ (5.2.20)
Ely v") = ¥, B (5.2.21)

The pnrnmet‘er vector's statistical prop_srtiss are assumed.

to be * . : . R '. é )
: E(pl.= B ] ' (5.2.22)
: . - : :
! ’ E{(p-B)(p-E)) =2 (5.2.23)

The noise and paraméter vectors are assumed to be un-

correlated. . * Tare

i ’ Epy') =0 - (5.2.24)

" 'l'he following ssction summlrlzaa scme useful resulta from 2

. ¥ the theory of: linear pu‘lmeter estimntlon.




5.3 ' Relationships for parameter estimation

A basic problem in the theory of linear parameter
estimation is that of finding thé optimal estimate p of
a random parameter vector p from observation'y related
to p accordmg to Equatmn (5.2.3) or (5.2.18), repe.at,ed

here as

y=Hp+y ¢ 18,801y
Where H.is a given matrix and v is a vector of additive .
random rioise with statistical properties as given in
(5.2.20) through (5.2.24) i
The estimate vector p is assimed to be’ 6f the un-

biased linear.form

p=B+Kly-Hpl . (5.3.2)
K is a gain matrix to be‘evn}uateﬂ according to the
“estimation criterion.. As a result the covariance of the

estipation error can be shown.to, reduce to

B [1-kH] B [1 KB]T KV K" (5.3.3)

Consider an estimation cricerion. which {s a compound

_least squares error mlnimizs,tion with welghting mntricss

A and B, given by % om
Tas = @B A @B + (-E0)” B
* (5:3.4)




This criterion penalizes both the deviations from the

a-priori estimate p and the observation error. A and B
~ are positive definite matrices such that (A + HY B K). is T
non-singular, In this case the. éain matrix K is given
2 g by ) '

Eys = la+

ke Eiﬂ‘fl B 3.9 L ;

Another estlmntlcn criterion is that of mlni.mum

vnri ance;

= trace B((pp) (@)™ (5.3.6) -

The gain matrix K in this instance is given by

& © . EyeREEeR iyt siam

Comparison of (5.3. 5) and (5.3.7) shows that the pnx‘tic- r 3

\
ular least square weightmg - L

I
"
=
L]

B=

for an arbitrary k leads to r,h"s minimum variance éond'itioiz

: [Vetter, 1971] Using tha ‘matrix 1nvarkion lemma, che

gain £ 15 found to be

i

srwtEat e vt
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£ The error covariance matrix. is given' by

B=plep® vigt (5.3.9)

Combining (5 3.1) -and (5 3.8), th_ge'minim\mi variance °

e tlmate of p_ 1§ given by

In the nbsance of n-priori informntion one would set

p + 0 and P +o (or P + ®), which’ wnuld tetlect 'the
" ‘complete prior ignorance’ !or estimates of the parnmeters. .

" Entries for  the covariance matrix of ‘the di:sturbance must
y e & 2

"*Jbe chosen to reflect the disturbance activity.




e

-+5.4 Sequential estimaticn of delay and amplitude

: signal m(t) lnd the received sixnll y(t) 1116 Beoond

delayed replica n! (t); plus a random waveform - - S

parameters e . e
In‘this section a procedure, for estimating the ampli- A b

_tude and delay ers is The pr ire is

—zequentiil in the sense ‘that the delay plrmters 11 are

estim ted first using the cx-oss-con-elnion of; r,he seuroe 47y

D’ is to obtuin the nmputuﬂe p 1 u.metera estmn e ai LK

'me ‘use of the erosa-correlntion function Druvides

K si.mple, yer_ malerful means: “for. ohtunlng time delnys oi

sxgnus [Ferrel;G. stremlur, 19771. Asaume tha‘t a signll

= t(g) is cmss-correllted witha function g(t) thich is a.

g(t)'l(tt)+n(:)'_ Y R (541)

'lhe cross-correl:tlon funct).on 0 ('t) '111 exhibit a luge
penk llt the vllue of the t;me del:y 1 : Thl! is .shown in =~

Figure (5:4.1),

. The appuuuon ot the above prim:inle to estiute the'




N.gure 5. i %5 Cross-correlntion.of a sign
del.yed reylicl. in nolse.

Ia éhé practical agpncation' :heré 1§= a rieed to es

ush & tktashold on the mngnltude 4 the ext!'emn .to“be con- : %

g sidereﬂ. A threshold'r{ight be chospn as a small marzin o

the mngnitude of.‘th T ‘mum of*! the cmss—correlntipn of

slznnl with a- return pulse-fra po‘tion o} (y) but ' ex-



gy cl\nﬂng ‘the pcrtion near'T = o.
/ The second etep lnvolves the epplication of the min-
“imum variance estimator rasults to the problem of esti- , T \

miting the amplitude parameter a; using the model of

Equation (5.2.6). The minimum variance ‘estimate 2y is, i S

. by Equation (5.3. 10'),

—,————( )(y -myd;)
Al )+(nim1/a)_’ LR

(542)

(. g
" noise v respectively. : , 7 s

An intérpretation of the above resuly in terms of
correlation functions can be obtained bY ccnsmenug the . -

< “following two -te’ o

> miy, = £ WYY ) .
3 ~
b . 2 -JEJ' (e o) (; Eah Y S (5.4 ;-,)
B gt g




?xe Iirst expression can be' 1nterpreted a.s the cross-.

g
cox‘rplatlon of the Signal m(t) thh g(t) at_correlation
.y time 't —~11 . Thus using corr&lation notation
§ - SR . : ¢
Sep o Ap(T) =my Y s (5.4.8)

P P
. . — B

.
The second can. be interpreted as the autocor!:elat{ion of

m(t), gt 7 Thus |

4 e “ i e . (5.4.8)

“(5.4.9)

£ B

With® the. associated (minimum variance) estimuion error

5 ‘variance is, . B o e ol




The simplification witBout a-priori information leavés us.
et ; ;

" mizes' the| s:gnal o foled pEte-aL the 1ilter om:pu

2 T g g oy
(liaii)*‘(m’fmi/a:) ‘ugi/oii) + 4 0)

A A v(>5.4.1n)

i.mm

'mtched- 11ter implementation. The, mtched-filter (mAxi- .

f11ter's Impulse responsé is. 4 reverss ‘tiie, replica of°
known signal n(t), given by B ¥
B(t) =k m(rg-t) ~ S (5.4u12)

The scaling parameter k is often chosen to.provide a umity

gain for.the filter.- The delay Ty is inserted to make! .
] e gel o

‘the filter realizable. The. filter o'\tput is’the .con= '

volution of h(t) with y(t) afd can be showh to, reduce

|
tc the CTOSS— corrslstion of  the signal m(t). with the re—

celved sxgnal v( t)

The prncticnl implementation of the nbeve procedure

and onis’ to detect & of -well separated -




the following stsps e . Bl S

(1) Generate” o DGy e the' autucorrelation of the source :

slgnal (or datemine f

o)-@)

(2) Determlne ‘an estimlte fo)’ c fx'am a response pul

uee portlun of return slgnnl e,g. 'as o

ross—correlntion x (z)'. ’
my *

‘s rch the ‘extre ma. ol Q (T) which occur nt

At the respective Ty determine peak values

i
ogether thh u ;O vai,

E smd'ai to evaluate est\imste “rétuin parmeter values, -

(ri), and'use hese

£ 'ai‘

2
ssoci ced errot. varia_uce &
25

A’ refine‘me’nf n -the. above, procedure an, be made by
()

Snpposa tha_t we. have. detected NS S

R f.he form

by the procedure

2 ~we may. then T6- it [




1-\'2) l(t =

i placed by. o“’(_,,)
7 (8:4.13) ana’ (5.4.1¢
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¥ As. evidenb :from the: Abova renults that
i :
dure is'
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% 2 Table (5.4.1)

§ ; Actual amplitude and delay paraméters for similated: signal
: (Record #1). ¢ i 3 3

i g .

: . L <8 Pae| Bl

2350 ] 1.0

T 147 (2127

_Estimated
signal
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Tabe (54 3)

Actidl amplitude and de BY mrumeters fbx' sj.muls.te
stemd, - (Hegoxd. ), .

W Estlmated a.mpliwde and "
nsignals’ <

o SR L o e B R e e

1.016] 41,001 41,979 | ~1.067]0. 2570 | 0. 2885

87




‘ high frequency noise effects, o) “thé £iltered slgnnl cro!

Estimxtes from field datu

As reported in s mulatlon results the procedure was |

rema.rka.bly effective tar extnanting 11 and B, parameters

" from simulnted x'eturn signals in’4 noisy. buse signal
Even with repllca puise, overlup, 4 residual adaptntion of -

t:he above- procedure gave quite reasonable. results as shown

'inFiguresS42and543 B _' i w0 T,

- The' px‘eceding procedure When applie:l to . some of the.

real ‘reflection data, may not give Fesults that are m-

_'médiately useful. ' Figure 5.4.4 consists o, duta and pro-

" cessed data for a sequence ‘of 10 successive pings, a4t 0:5
second intervals (corresponding to about one meter ‘épatial_

sepa,rn,tion between ‘echo records at-the ship speed which

" prevailed).! In. ‘the Setrot xecords one . has: ‘a) the raw un-
prodessed, hydrophoné. slgnuls b) - the slgnlls ‘after band-.
\‘pass ni\ering between 2 and 3 Xz to 'rémove “the low.and:-

correlnted vith “the source ‘sighal ’from S calibmtiqm test, :
a’reflection sequence '.t'rom thee ‘cross— —correlation recotd
by peak decectmn, ‘for Wn.ad hoc threshold Tevel. i L L.k

Te. barely above and:

“The majok. problems are raadlly evldent nmg

Ay re%

oecasionally z:ompletely wiehfn, the noxse Tevel.

tion pulse levels whic

(131) signal dlstortion by tbe medlum, due tc e!fects of

‘frequency s,preadug and scattering nnd reflections from,,




¥ bands or transitions, rather than the ideal boundaries
(discerntble from the broadening and overlap of cross-
. correlation pulses).” (iii) detection of nofse reflec-
‘tion pulses; and omission of detection of pulses due to
', layer presence. [El-l‘iawsiryv and Vetter, 1979 and 1980]. -
. The resultsh suggest’ that one apply a record’ to record
I11ter1ng or smooﬂung prccedure, “to .eliminate all pulsas

. which do ‘mot ‘ocour consistently n-om record“ o record,

G0 and to substnute pulses where they. should oceur on the '

-basis of nonsistency in Hearby sighal’ records.

%, along’ theser‘lines; ‘usitg ' transition models: which are: co

FUE Lo Y sistent with expéctéd variations in.layer positions’(séds |

#ioor slopes) aid wayer refléction effects (spatial con-

sgtency in"layer 'prop'erties), _anmusing‘ informition of’

the type ds in Figure (5.4. 4)(D) a8 qunsiobsex‘vations
wifh estiates’ of attendant uncertainty treuted i noise

can“e carried

chaﬁ:er ‘4. .

'-1ts cgi-relamnn ‘with the sauare of the. source pulse.

'E1ther ot these have superior sxgnal to noise ratio’ins




Figure 5.4.5 shows, for return records as in Figure 5.4.4,
a) the filtered signal squared, b) the squared s{knal as

in a) on expanded amplitude scale and with bottom return

and sea surface reflectian ssed, c) the Fi
ation of this gignal squared-.with the square of the éourc;e
signature. Also shown in Figure 5.4.5.D is the EPC chart
from the ‘commercial HUNTEC. DTS system.  This signal de--

rives from the source slgnal ater bandpass nltenug,

‘Hegative pu‘t clipping, nd, coniversion of signal amplitude

." to a grey—scnle density in the temperuture eensit Ve dis-

pluy chart,
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5.5 Simultanecus estimation of delay and amplitude para-

meters using the linearized model

*In Section (5.2) a reformulation of the model Equa-

tion (5.2.1) was given leading to Equation (5.2.18). The

procedure employs the truncated Taylor series given by

Equation (5.2.8)7
- the. delay pua{neters‘t‘ is available'and that a refinement
Aty as'defined by Equncinn (5.2.7) is to be. estimated to :

géther wlth the n.mplit\mes ai.‘ The ps,rlmatsr vectok:p

. of the, form-

The vectors m and b are defined by Equations (5.2.13) and

(5.2.14) respectively. The model equation is given by

It is assumed that a, rough 'estimate of

Eguation (5.2,18) which is repelted hex'el for convenlence

T-Ep+Y . g

Thé- linearized model given above isin the desi;-ed"

fo!'m !or est1mlt10n purpose& "Accordinx ta the reslx_\ts

sunnnrimed in Secﬂ.on

inromntion, the mxnimm vnnuce eatimnes are given !;y

Equation (
Y L(853.8) si

B
&

:8.2), with th gain _x ngen by Eqpnbinn

(5.3) and in the lbsance of 1-priorl




i actual, value then one would #ipact the refinement a7y to

Entries for the covariance matrix of thé moise vector .V
must be chosen to reflect the disturbance activity. - For

the special case’ N -

The procedure therefsre prcvides a measu!'e of the posslble

unprovement in . the evaluation ot the paramer.e*cs over-ite

sequential \method of. Section (5.,4). 1%, the” 1n1t1a1 s..’

timates of the deiay panmeters are’close enough to. their .

process. “'1£ on the other hand Ari cbtained uj mg thig

not reliable. C IR this case -an extensxon cf th proce;iure




volve AB. matrix H of:a size.I, 5 timés. the size 0( the matrix

'H associated with Equatlon (5. 2 /1)

The proéedure’ ouéuned’ anove was,

simulated ‘rétun& signal y(t) sbown in

'l‘he slgﬂal. is made of four, com onents
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> Fig\lra 5 5 3 shows (:he semnd htlt o! a single

“field recora Eigure 5.5 4 shows the. results of esti.— 5

mltlng the locnionsri and mugnitude of wnvelets n
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Results, of* es
. -amplitude: v;

'hble '(5 5. 3)

tlpuoru ‘atgorithm.for improved delays and

for the record ahwl in.Figure 5. 5 2.
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5.6 Delay estimation using balance property of,spurce
signal derivative .

A consequence of the assumption of a lossless earth
model is that' the mediun does not alter the waveform of
the propagating and reflected pulses. The resulting dis-
tortionless received waveforms can thus be assumed to be: 3

scaled and shifted replicas of the source signal. The

proposed -procedure utilizes a property of the signal m(t)

wavailable from the broad-band boomer- displacement. £ype

source.’ - The derivative of the: séurce signal m'(t) has’

.'splay an -dpproximate po'si‘tikre and

beén 'éaserved 0 ¢

negatlv B.mplitude hBance Dvexu the signiflcnnt signal

duration [El—ﬁawary ‘and Vetter, 1980 and 19817, The

3 Signal m(t) and its derivative . m'(t)’aie skown in Figure

5.6.1. 10% v
58 oy P

; ,15; T v i
a2k A

o8 i e

0.4l .33 R PR 3

' ‘Figure 5.6.1 . -
i .Y The’signal m(t) and its derivative m'(t)




T L e — for‘I signal condition—
ing of the response wavelets has been developed. This
. is detailed as follows: : ) B e s 8 B {
£) To identify positive reflection, events: the following : . v
sequence of operations is performed: ’ g
1. The sign of the negative part of the derivative

signal is changed— ¥

2. The result of (1) is shifted in time to overlap
+ ‘the .corresponding positive part: giving m's(t).'
*/7This. is shown. in Figure 5.6.2, stepi(b).

8. The signal m'(t) is mult:iplied by mét) with

the result -shown in step (c).

The result is.a spike for“each positive renecnon event.
+ Figure 5.6.3 shows the application -of the proqedure toa
negative reflection event signal which will vanish under

the same ‘operation..

©B) To identify negative reflection events the reverse - - 9
prosedure is applied: 2
“1. The sign of the positive part of ihe derivative s
signal is changed. ‘
2. Thé resiilt of (1) is‘shifted in time to.ovérlap LB s g
. the,correaponding negative pa.rt is §hown in. -

Figure 5.6. 4 ;step (b)."




uw:mn- 2°9°¢S .u«m uy’, mnuam wa.um
m 9'g P_._uﬁ

S R B :




. ‘ ’
The result is a spike for each negative refleotion event.
For u positive reflection event the result of this pro-
cenid 1 i vanishifg.event as showa. in Figure 5.6.5.
‘A block diagr».m representing the procedure is shown i
_mgurs 5.6.6. - )
The source s1gnal Pprovides lnformatlon for the op-

. timum amount of sh‘lft and the resul OI positive and
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oo 05 spatial seyarztlon) is shown m Figure 5.

s Part (u) ;
of the flgure shows ‘the data after. ,bana -pass flltering

- trom 1.8 K co, 12.5 Kz, while: paxt (b) ‘shows t'he 4
D dex‘ivatives "ot the recbrds. *1t a5 noted s thut as.

the backgro‘und noise " with inc Siig ¢







Figure 5.6.8

A graphic grey scale display for an area of 500 m. along the
track and depth of 30 m. with the pre-processed

positive and negative part also after processed

206



tive _refl\ectiur[',even







e application’ ‘of mdeung, and. sig—

In'cmz;;teir 2:a" eview o:l concept b 54

‘deuelnp reflectinn seismogruns. In Saction <3 10) aflay-:

1ndexed model of the nun—paru.metrio type hxs been pre-




.4) 1 bnsir.ally

m’estimation ,;nd,




ortancs are considered to be* . the follnwing o 2

1

Chapter 4 contains s. nllmber ‘ot contz‘ib\ltions A

&w’ pro edure for extractin a prenmiury estimate, of ‘the -

heaye nomponent ef:ects ot tbe towed body has Ty prcp@sed

Thls is- Dbb ‘ned as the sequence: of the time tO—Iirst peak

on ths sequenc& of, return 51gnals An ntetpretation of ‘the,

freqnency response obtained rom the heave ‘fedord, leads to o

a ewly px‘oposed mudel for tbe heaye: effsqts xs aslmple nnx‘r W

oo mpact vectot-mp.trlx formulations nr estimatlng thel,” " i

’ ampllt\lde and deilay parameters havf\hn proposed

On. the:, basls of .the first formulation. a. seqnentia

rucedure has been prcpased to estimnte the a.mpli-

@ude and. del&y parametvexs Xt is believed that the
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technigue. g -

. ©. The observation of the balance property in the deri-
vative of the source signal and its replicas pro-
vided a simple Yet.ettective prosedure for reriac-

/ lon: event  enhascomuent ‘suid Banics delay time evalu—

ation. The p: e and its mechanization seem to

S be new.

‘8. 54 miiued treatment of ‘the many. appronches to model-

inC apter 8\

, A new. model based on - time domnin raypnth

ToIt s the mthor s exper nce, however, vthnt the henve -

conpensanon according to t.hxrocednre of Chapter 4, is
required as an important pre-processi.ng ston: 56 enhuce the )

[/ eflection events in real data:-- The matn ndvmcnge of thl

procpdnre 1s./to obtalin refined estimates of -the héave com=

ponant, thus -11011“ the data to be corrected in real time

‘as well ag in o(!—line Ipplication. “The disadvantage of ‘the

of procedure is tl{nt x-lmn tutering requires. predlctmg two

dilterent error eovarhneegg nnd R, ’X’his hls bean hmdled

To obtnin an.estimate ot ths deln.y punmaters ‘we could

. use 'the procedurs of .sectioit 5.6 (hnlnnee property) which in- o .




‘be done in real time. The only. dis‘advnnt&ge is éxm/t a
precise. peak position is mot obtained.in the case ot over=
lapping signals and no Pmplitude parameter e§rfmntes are
obtained.  Alternatively, the approach’ of section 5,4 may

bé iised with more computational eifort to obtain the as- -

sociated minimum Varis.nce on the a.mplitude parameters. We

- could also expect more accurate results wiv;h- improved . dis-

crimination between the pulses in the case of overlapp).ng
signals as shown in the simulation’and real dets results

5 MeUELoH b5 0 .




e

6.3 Suggestions for furthér research
A nimber of opportunitiss’ oy further reseerch im the
areas addressed in this thesis, are indicated here:.

(1) The models and techniques dlscussed in this thesis
Selats ti plane wive motion siormal fo the Feflbet
ing interfaces. Extensions“of the treatment to

" inbTad-monsoriar Soklaende; te: an Sareresting prob-

lem for further area of research. ‘

(2) The lnclusicn of Bttenuﬂ.tion effects Clue to 1ossy

wnve propngutinn in* a parametric, type model: pr

sents a natux‘al axtension o whlch the proposed es-.

timatwn pzocedures mdy e applied.’

(3) The Dhoice of mathe’mutic&l functlons to approximlte

the variation oft veloeity. o sound propagution and
acoustic impedance with dépth in'models freated in
Chapter 3 ﬁroviﬁe:s an interesting atea ot'inyescxgat-
ion;  Tametions other than thase utilized (such as
polynomialsy may prov1 e better approximations or
_more tractable solutxon.

(4) HeaVe modeling and futermg is an area.of promising
~future research. The desimhuny and effective-:
ness of higher nx‘der models’ descnbing the heave -

phenomenon could be 1nvestigated Extensions of

the filterlng algorithm to liigher order modéls might

" be carried out

Algornhmic improvements .on the

!j.;teri.ﬁg ptocedure‘ccu_ld also be ‘considered:




(6}

'charactemstics of the output of thé filter re=

1454 5) when applied to a region ; wlth.thin layers

.‘Taylor expansion approxlmations to tbe delay‘ed

'functions .could be considered. The -spectral..

_reflection events.

Miéropmbessg; inplementation of the modeling and
estimation functions for real-time in-situ a/pﬁli— ‘

cation is an qxciting prospect. .. . A . {
The area 6f amplitude and delay parameter esti-
mation presents a number of possible extensions
and-Titure worki. ‘The-thotce of fn opfiimum thres-
hold in.the procedure of Section.(5.4) is still ‘an
open qqestion thut needs fyx‘ther examination: Per—

furmance evaluatiun of, the procadure of. Seation B B

llllght be carried ouc. Tbe use of second order'

presentlng the procedure of Bectlon (5.5) might be .° . f -

considered to further verify theenhanceiient to
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