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Abstract

This thesis presents a method of left ventricular (LV) volume estimation that is an improvement over existing methods. The author has developed a method of left ventricular volume estimation using an ellipsoidal model. It is shown, in this thesis, that the volume of an ellipsoid can be estimated from three planar projections (radionuclide images). Thus, this method can be applied to estimate the volume of the left ventricle from three radionuclide images, taken at different angles. Left ventricular radionuclide images are formed when a radioactive source is injected into a patient. Generally, a patient’s red blood cells are labelled with technetium $^{99m}Tc$ which will emit gamma ($\gamma$) rays during radioactive decay.

Two methods have been developed to estimate left ventricular volumes from these radionuclide images. Count based methods use the principle that the number of $\gamma$ rays detected over a surface is proportional to the volume of the source located under that surface. Geometric methods rely on the outline of the left ventricle and the accuracy heavily depends upon how well the geometric model fits the left ventricle.

To test the accuracy of using this geometric method, hollow ellipsoidal models were constructed. A total of 20 trials were performed in which the models were arbitrarily located relative to a fixed reference frame. Each image from the $\gamma$ camera (elliptic in shape) was then analyzed to determine the axes lengths and angle of rotation. The estimated volumes were compared with the theoretical volume and the percentage discrepancies ranged in magnitude from 0.7% to 13.9%.
One problem is that it may be difficult to determine the exact location of the left ventricular projection border because of scattering, interference of radiation from other organs, and pixel size (resolution of 6.13 mm/pixel). This problem can be minimized by selecting a certain count threshold to help determine where the left ventricular border is located. Another problem of using a geometric method of volume estimation is how well the geometric model fits the actual organ. For most cases, an ellipsoidal model does seem to be a relatively accurate model but abnormalities in the left ventricle will affect the accuracy.

It was discovered that self attenuation caused the observed counts to differ by as much as 33.7% for images within the same trial. If a count based left ventricular volume estimation method was performed on this same set of images, then there would be a relatively large discrepancy among the volume estimates. Because of so many factors such as attenuation, self attenuation, radioactive decay, scattering, and interference from other organs, it would appear as though count based methods would not be able to estimate accurately the volume of the left ventricle.
The author would like to thank Dr. Carl Wesolowski (Director of Nuclear Medicine, General Hospital, St. John’s, Newfoundland), Dr. John Quaicoe (Faculty of Engineering, Memorial University of Newfoundland), and Dr. Rod Donnelly for their guidance and assistance in the production of this thesis.
Contents

Abstract ................................................................................................................. i
Acknowledgements .............................................................................................. iii
List of Figures and Tables ...................................................................................... v
Chapter 1: Introduction and Literature Review .................................................... 1
  1.1 Introduction ..................................................................................................... 2
  1.2 Literature Review ............................................................................................ 6
  1.3 Thesis Objective .............................................................................................. 29
Chapter 2: Ellipsoidal Model for the Estimation of Left Ventricular Volume .... 30
  2.1 Formulation of the Ellipsoidal Model ............................................................. 31
    2.1.1 Ellipsoidal Projection onto the $xy$ Plane ............................................... 34
    2.1.2 Ellipsoidal Projection onto the $zy$ Plane ............................................... 45
    2.1.3 Determination of the Ellipsoidal Parameters .......................................... 48
    2.1.4 Ellipsoidal Projection onto the $z = -z$ Plane ........................................ 50
    2.1.5 Determination of the Volume of the Ellipsoidal Model ........................... 54
Chapter 3: Results and Discussion ....................................................................... 61
Chapter 4: Conclusions ......................................................................................... 68
Chapter 5: Recommendations ............................................................................... 70
Glossary .................................................................................................................. 72
References ............................................................................................................. 74
List of Figures and Tables

Figure 1: Interior view of the cardiac chambers ........................................... 2
Figure 2: Left ventricular volume during the cardiac cycle ............................ 3
Figure 3: Radionuclide image of the heart .................................................... 4
Figure 4: Ellipsoid centered at the origin without any rotation ...................... 31
Figure 5: Ellipsoid arbitrarily rotated while centered at the origin .................. 32
Figure 6: Cross sectional view of the ellipsoid taken perpendicular to the xy plane ................................................................. 34
Figure 7: Ellipse in the xy plane, rotated by δ₁ radians ................................ 40
Figure 8: Family of ellipsoids satisfying the special case of
α = 0, β = π/4, and γ = 0 ........................................................................ 49
Figure 9: Radionuclide images of the two models ........................................ 62

Table 1: Summary of various characteristics for different left ventricular volume methods ................................................................. 27
Table 2: Measurements of axes lengths (ζₙ and ξₙ in cm) and angle of rotation (δₙ in °) taken from each image. ........................................ 63
Table 3: Volume estimation using Table 2 measurements.
Actual volume is 100.6 cm³ ........................................................................ 64
Table 4: Total counts under each elliptical image without any adjustment for radioactive decay ....................................................... 66
Chapter 1: Introduction and Literature Review

This chapter will present an introduction to this thesis. Background information about the heart is presented followed by a description of how radionuclide images are formed. Different methods of left ventricular volume estimation will be discussed. A literature review outlining the variations of these methods will be presented. This should give an understanding of what has been done in the area of left ventricular volume estimation from radionuclide images. Due to the large quantity of papers that has been published in this area, only selected papers are discussed. An analysis of these papers and how the methods can be improved is also presented.
1.1 Introduction

The human heart is made up of four chambers: left and right atrium along with the left and right ventricle (Figure 1). During the cardiac cycle, the heart undergoes various phases which relate to the volume of the left ventricle (LV). During the contraction phase (systole), the ventricle ejects the blood. At the end of this phase, the left ventricular volume is minimal. The next phase is a relaxation phase (diastole) during which the ventricle fills. At the end of diastole, the left ventricular volume is maximum (Figure 2).

Figure 1: Interior view of the cardiac chambers (Phillips and Feeney, 1990).
Figure 2: Left ventricular volume during the cardiac cycle (Sherwood, 1993).

Preliminary data suggest that left ventricular volume measurements provide prognostic information for patient survival. Various methods exist to obtain an estimate of the left ventricular volume, but many methods are not acceptable because of their inaccuracies and/or their invasive nature. Existing methods, within the area of nuclear medicine, are becoming popular because of their non-invasive nature.

Radionuclide images are formed when a radioactive source is injected into a patient (Figure 3). Generally, a patient's red blood cells are labelled with technetium $^{99m}$Tc which will emit gamma ($\gamma$) rays during radioactive decay. The $\gamma$ rays are detected with a $\gamma$ camera and the position of the $\gamma$ ray, energy, and timing relative to the cardiac cycle are all used in the formation of images. Multiple images will then form a series representing the entire cardiac cycle. In order to obtain more accurate images of the organ, a parallel hole collimator is used with the camera. This device helps reduce the amount of scattering
by allowing only rays that are approximately parallel to enter the camera. Due to a finite hole diameter and length, each hole will have an acceptance angle which is usually only several degrees. After imaging has been completed, the images are processed using various analytical techniques. Two methods have been developed to estimate LV volumes from these radionuclide images. Count based methods use the actual number of $\gamma$ rays (counts) whereas geometric methods rely on the outline of the left ventricle.

![Radionuclide image of the heart](image)

**Figure 3:** Radionuclide image of the heart.

Count based methods use the principle that the number of $\gamma$ rays detected over a surface is proportional to the volume of the source located under that surface. In theory, the number of counts is directly proportional to the volume if 1) the source is emitting $\gamma$ rays at a constant rate, 2) the source is homogeneous, 3) the attenuation is constant over the entire surface, and 4) the distribution of background activity is constant over the entire surface. In reality, none of the above conditions hold, but in practice conditions 1) and 2) can be
assumed. The issue of attenuation has been studied by several authors. Their findings suggest that attenuation corrected data leads to more reliable estimates of LV volumes than using data without attenuation correction. The amount of background activity is another important aspect of count based methods because most studies have taken approximately half of the total number of counts to be background. The large percentage of counts due to background raises serious concerns of how accurate this radionuclide method of left ventricular volume estimation could be. It should be noted that several papers have discussed background counts but there has been no consensus on how to determine the amount of background.

Geometric methods do not have the problems of attenuation and background determination. However, the background activity does make it difficult to locate the left ventricular border. The accuracy of this method heavily depends upon how well the geometric model fits the left ventricle. Even with simplistic models such as a sphere or a prolate spheroid, results have been relatively accurate (Greene et al. 1967 and Massardo et al. 1990).
1.2 Literature Review

This section presents a review of methods used to estimate LV volumes. Several authors (Rackley 1976, Ashburn et al. 1978, Strauss et al. 1979, Massie et al. 1982, Slutsky 1983, Al-Khawaja et al. 1988, Clements et al. 1990, Aurigemma et al. 1995) have reviewed much of the research performed in this area. This section shall elaborate on these papers while reviewing the work of other researchers. The papers are presented in chronological order which should show the progression of methods. A discussion of the various problems associated with these methods are presented at the end of this chapter. This will reduce the repetition of restating the same problems associated with many papers. Also, it will be shown how this earlier work will be improved upon in the method developed in this thesis.

Dodge et al. (1960) studied the use of biplane angiocardiography for the measurement of LV volume. Using an ellipsoidal model, LV volume can be estimated by determining the three axis dimensions. They correctly point out that unless a given axis is parallel to the filming plane, it cannot be measured directly. They point out that a minor axis length can be calculated from the formula for the area for an ellipse since the projection of an ellipsoid is an ellipse (Arvidsson, 1958). They obtained excellent correlations for the various methods tested (spatial, longest measured length, three measured lengths, area product, and Simpson's rule). Kennedy et al. (1970) compared anteroposterior (AP) and right anterior oblique (RAO) methods with biplane angiocardiograms to determine LV volumes. For the single plane methods, they used the method described by Dodge
et al. (1960) for an ellipsoidal model in which the short axis dimension was derived from the area and length. Both AP and RAO methods had the same correlation results with biplane values (correlation coefficient $r = 0.97$, standard error of estimate $SEE = 24\, mL$) but RAO volumes substantially overestimated the biplane values ($y = 0.81x + 1.9$).

Hillis et al. (1984) assessed the accuracy and reliability of the regression equations of Kennedy et al. (1970) and Wynne et al. (1978) as applied to LV volume estimates using the method described by Dodge et al. (1960). Scintigraphic/thermodilution determined volumes correlated well with the Kennedy regression ($r = 0.95$, $SEE = 8.1\, mL$, $y = 0.99x$) and the Wynne regression ($r = 0.95$, $SEE = 9.8\, mL$, $y = 1.17x - 5.5$).

Davila and Sanmarco (1966) analyzed the fit of mathematical models applicable to the measurement of LV volume. Postmortem hearts from 23 normal adults were studied. The correlation coefficients were good for all models (0.908 - 0.983) for both photographs and radiographs. The best results were obtained with models that divided the left ventricle into many cylindrical sections and also with ellipsoidal models in which the minor axis dimensions were estimated from the area. Measurement of all three dimensions for an ellipsoidal model gave less accurate results.

Greene et al. (1967) performed single plane cineangiography to estimate LV volumes. They simplified the method of Arvidsson (1958) by assuming that the two minor axis lengths were equal (prolate spheroid model). The two unknown dimensions could then be measured from one view if the major axis was parallel to the filming plane. With the use of biplane measurements, they found that the two minor axis lengths differed by only a small amount in most cases ($r = 0.993$, $y = 0.993x - 0.305$) with the extreme ratios of 0.79
and 1.02. The mean of the ratios was 0.93. Their method overestimated LV volumes in postmortem hearts. Sullivan et al. (1971) compared geometric radionuclide LV volumes to contrast angiographic results by using the method described by Greene et al. (1967) for an ellipsoid model \( V = \frac{\pi LD^2}{6} \) on radionuclide and contrast images. They obtained a good correlation between methods \( (r = 0.9, y = 0.917x - 1.729) \).

Slutsky et al. (1979) described a count based method to determine LV end diastolic (ED) and end systolic (ES) volumes from gated equilibrium studies. Several equations were used to express volumes in nondimensional units and in milliliters. The administered dose and radioactive decay were accounted for in some of these equations. In this study, the effects of attenuation and decay were not significant with the phantom (constructed model of the left ventricle) data. Patient studies were used to compare this count based method with contrast angiography by applying a regression equation \( (r = 0.90, y = 0.14x + 3.12) \).

Maurer et al. (1983) showed that the attenuation can vary significantly from one patient to another. Thus, using a regression analysis will not be as accurate as using individual attenuation correction since a regression equation will correct for the average attenuation of the study group.

Slutsky et al. (1980) evaluated a method of obtaining LV volume estimates from gated equilibrium radionuclide studies by counting the blood sample \( \gamma \) rays with the scintillation camera. They compared this counting method to using a well counter. The volume estimates correlated well with contrast angiographic results for both well counting \( (r_{ED} = 0.94, r_{ES} = 0.95) \) and for camera counting \( (r_{ED} = 0.93, r_{ES} = 0.94) \). A test tube containing the blood sample was placed upright over the camera so that there was
significant self attenuation. Also, regression analysis was used to convert the radionuclide volume units to absolute units.

Dehmer et al. (1980) estimated LV volumes using a nongeometric method applied to gated equilibrium blood pool scans. Background activity was determined by comparison of horizontal count profiles at three levels through the LV in the end diastolic frame. The point where the three curves intersect outside the LV was taken as the background activity. A regression analysis was performed with contrast angiography to convert the attenuated radionuclide units to absolute volume units at end diastole \((r = 0.985, SEE = 16.2 \, mL, y = 6.08x - 23.3)\) and at end systole \((r = 0.988, SEE = 14.7 \, mL, y = 6.24x - 10.13)\). Using an average attenuation correction (regression analysis) will be less accurate than using individual attenuation correction because of the variation in attenuation from patient to patient.

Dehmer et al. (1981) calculated LV volumes from gated equilibrium blood pool studies using the method described by Dehmer et al. (1980) with a modification in the determination of background. A previously determined regression equation \((y = 4.98x + 6.9)\) developed by Lewis et al. (1979) was used to compensate for decreased counts due to attenuation. The background image was determined by manipulations of the end diastolic frame. A rectangle was drawn over the heart so that all cardiac chambers were included. Along each row of the rectangle, each pixel was reset to a weighted average (relative to distance) of the three pixel average to the left and right of the rectangle. Correlation was made with angiogram results at end diastole \((r = 0.86, SEE = 2.7 \, mL, y = 0.78x + 26)\) and at end systole \((r = 0.73, SEE = 7.2 \, mL, y = 0.57x + 18)\). Dependence on a regression
limits the accuracy and reliability of this method which could account for the relatively poor correlation with angiography.

Clements et al. (1981) estimated LV volumes by using a pre-determined regression equation. A background region of interest (ROI) was selected from an area posterior and lateral to the LV at end systole. LV borders were found by a semiautomated edge detection program. They assumed that attenuation was constant and independent of the patient. A regression equation \( y = 3.54 \times 10^4 x - 45.6 \) was used to relate counts to contrast angiographic volumes. Correlations were good at end diastole \( (r = 0.87) \) and at end systole \( (r = 0.95) \). This regression equation was then used in other studies. The correlations with contrast results were excellent but the slopes were far from identity (0.60 for end diastole and 0.66 for end systole). Because attenuation can vary significantly between individuals (Maurer et al., 1983), the use of a regression equation will introduce errors. This may explain why the correlation with contrast angiographic volumes did not yield slopes close to unity.

Hutton et al. (1981) presented a method to determine LV volumes by considering a bolus. It is assumed that the complete bolus passes only once through the ventricle and that perfect mixing of tracer occurs in both the left ventricle and the atrium. The area under the first pass count rate versus time curve will be proportional to the activity and the mean residual time. The constant of proportionality will represent the attenuation factor.

Iskandrian et al. (1981) compared radionuclide and catheterization LV volume measurements. They used the geometric method of Dodge et al. (1962) for an ellipse of
revolution to estimate the radionuclide LV end diastolic volume. There was good correlation between the methods for estimating end diastolic volumes ($r = 0.94, y = 0.31x + 46$).

Parrish et al. (1982) assessed radionuclide ventriculography for right and left ventricular volume estimation in children. Count based and geometric methods were used to determine ventricular volumes and the results were compared with cineangiographic results. The chest wall thickness was calculated from a regression line since it was too inaccurate to measure it using a technetium marker. An attenuation coefficient of $0.1 \text{ cm}^{-1}$ was assumed. An area-length method was used for the left ventricle (Graham et al., 1971) while Simpson's rule was applied to the right ventricle (Graham et al., 1973). Correlations were excellent at end diastole for the geometric method ($r = 0.97, SEE = 23 \text{ mL}, y = 1.1x - 14.3$) and for the attenuation correction method ($r = 0.93, SEE = 25.4 \text{ mL}, y = 0.79x$). Correlation was poor without attenuation correction ($r = 0.86, SEE = 12.8 \text{ mL}, y = 0.28x + 6.2$). They proposed four regression equations for count based and geometric methods applied to the left and right ventricles.

Massie et al. (1982) compared geometric and count based methods using data from first pass and equilibrium blood pool scintigraphy. Both methods had good correlations with contrast angiography but count based was better because of a smaller variance. Various geometric methods were studied. Using the count based method, they found that the 95% confidence limits of the measurements were narrow enough to reliably discriminate between small, normal and enlarged ventricles. They also found that self attenuation within the blood pool was not important which agreed with some findings (Slutsky et al. 1980 and Dehmer et al. 1980) but disagreed with others (Strauss et al., 1979).
Nickel et al. (1982) found a relationship between the normalized total count rate (total count rate divided by the maximum count density) and the volume. Using balloons of various sizes located at different distances from the collimator, they found a linear relationship between the normalized total count rate and the volume. For patient studies, they applied background subtraction and then estimated LV depth to calculate LV volumes using their determined relationship. Background was modelled as a linear relation to the measured lung distribution. LV depth was estimated using an experimentally derived formula that related depth to projection angle, weight and height. They obtained good correlation with angiographic volumes ($r = 0.95$, $y = 1.04x - 3.13$). Some error may result from determining the relationship while imaging balloons with the major axis parallel to the image plane. The major axis of the LV will be approximately perpendicular to the image plane in the left anterior oblique (LAO) view.

Links et al. (1982) measured LV volume from gated blood pool studies and compared the results with single-plane contrast ventriculography. The ratio of attenuation corrected counts to the counts per milliliter from a blood sample yielded the LV volume. The attenuation correction factor, $e^{-\mu d}$ was estimated by using $\mu = 0.15 \text{ cm}^{-1}$ (narrow beam attenuation coefficient for water) and using a skin marker to measure $d$, the distance from the center of the LV. They imaged the blood samples using a test tube and a petri dish to show the effect of self attenuation. The petri dish samples averaged approximately 20% more counts than the test tube samples. Semi-automatic ROI's were generated over the LV using a combined second derivative and count threshold algorithm. The background ROI was automatically generated lateral and inferior to the LV in the end diastolic frame,
five pixels wide and two pixels from the LV edge. After generation of a time activity curve, the end diastolic, end systolic and background ROI's were manually drawn. These regions were purposely drawn large especially near the free wall but care was taken to exclude the left atrium, right ventricle and other major vascular structures. The gross LV end diastolic counts averaged 93 counts/pixel while the background averaged 45 counts/pixel. They correctly point out that not accounting for the effect of self attenuation introduces a very small error for a prolate spheroid with its major axis perpendicular to the viewing direction and with a minor axis of 5 cm or less. But for views that are not perpendicular to the major axis, the error will be more significant. In fact, the larger the angle between the major axis and the plane of the camera face, the larger the error due to self attenuation. For larger angles, there will not only be significant self attenuation but also body attenuation of various amounts because of different distances between volume elements of blood and the chest wall. They obtained very good correlations for both phantoms and patient studies. They obtained better results with attenuation correction compared to using a regression equation. They found that a change in the depth of 0.36 cm (one pixel) caused a change in volume of 5%. Melin et al. (1985) used the method described by Links et al. (1982) to compare radionuclide and Fick cardiac output measurements. There was some correlation of the cardiac outputs ($r = 0.904, \text{SEE} = 1.77 \text{ mL}, y = 0.70x + 1.43$) and the stroke volumes ($r = 0.642, \text{SEE} = 13.88, y = 0.51x + 33$) but the radionuclide values were significantly lower than the Fick measurements. Burow et al. (1982) assessed the ability to determine stroke volumes by using the method described by Links et al. (1982). They also studied the effect of attenuation correction. The correlation with thermodilution was
better with attenuation correction \( r = 0.96, \ SEE = 6 \, mL, \ y = 0.99x + 1.2 \) than without \( r = 0.80, \ SEE = 12 \, mL, \ y = 2.31x + 18 \).

Seldin et al. (1983) evaluated a semi-automated geometric method to obtain LV volumes from gated blood pool studies. An end diastolic ROI was drawn by a semi-automatic edge detection algorithm from which a larger ROI was then created since such regions have been shown to under estimate the true chamber borders as described by Links et al. (1982). Images were taken in the LAO projection and foreshortening of the major axis was minimized by a caudal tilt. Volumes were then calculated by the formula of Sandler and Dodge (1968), \( V = \frac{8A^2}{3\pi L} \). Correlation with contrast ventriculography was moderate at end diastole \( r = 0.93, \ SEE = 36 \, mL \) and at end systole \( r = 0.95, \ SEE = 35 \, mL \). Having the major axis not parallel to the image plane can cause significant errors since it will decrease both \( A \) and \( L \).

Burns et al. (1983) examined the repeatability of LV volume estimates from blood pool counts. They studied interpatient and intrapatient variability of the in vivo half life of \(^{99m}\)Tc labelled red blood cells. They found a mean in vivo half life of 4.1 hours which is quite different to the physical half life of 6 hours. Their results also indicate significant interpatient \( (0.9 \pm 0.8 \, \text{hours}) \) and intrapatient \( (1.0 \pm 0.9 \, \text{hours}) \) variability which agreed with previous findings (Eckelman et al. 1975 and Ryo et al. 1976). This variation in half life can affect the results of gated equilibrium studies performed over a long period of time especially if blood sample counts are corrected for decay.

Maurer et al. (1983) estimated LV volumes from gated blood pool images using an in vivo point source to correct for attenuation. A capsule containing a calibrated dose
of $^{99m}Tc$ was attached to a thread and imaged behind a phantom to avoid saturation. The capsule was then swallowed by the patient and imaged as it descended the esophageal tube. Increased attenuation and a 40 cm mark on the thread were used to indicate when the capsule was behind the LV. When the capsule reached the stomach, the patient's red blood cells were labelled with $^{99m}Tc$. They obtained good correlations with contrast ventriculography using both Simpson's rule and the area-length method. The attenuation factors ranged from 0.11 to 0.35 with an average of 0.21. These factors represent the reciprocal of the slope for the regression equation of each individual patient. Regression data from Slutsky et al. (1979), Dehmer et al. (1981), and Links et al. (1982) yielded attenuation factors of 0.13, 0.16, and 0.29, respectively. But these values represent the average attenuation factors of the patient group. The wide range of values will certainly contribute to an erroneous volume estimate if an average attenuation factor is used instead of individual ones. This may account for why Links et al. (1982) obtained better results with individual attenuation correction as compared to using a regression equation.

Harpen et al. (1983) determined LV volumes by analyzing the first pass kinetics of labelled red blood cells. They obtained a relationship between the total amount of bolus activity, ejection fraction and total counts. The attenuation factor can then be calculated by dividing the total activity of the bolus by the total activity injected into the patient. Manual ROI's were drawn over the LV with the background area drawn on the end systolic frame. They obtained excellent correlation with contrast ventriculographic volumes ($r = 0.98$, $y = 0.987x + 1.76$).

Thomsen et al. (1983) calculated LV volumes by using two dimensional echocardiog-
raphy to estimate LV depth. Automatic ROI's were generated and a Fourier phase image was used to avoid excluding LV counts. A semi-automatic background ROI was generated at end systole. The background ROI consisted of an area two pixels wide and covered an arc of 60 deg. The lowest mean counts per pixel for background ROI's between one and seven o'clock was chosen. They obtained excellent correlation with contrast volumes for end diastole ($r = 0.94$, $S_{yz} = 20.6 \text{ mL}$, $y = 0.92x + 18.1$) and end systole ($r = 0.95$, $S_{yz} = 16.6 \text{ mL}$, $y = 0.98x - 4.5$). Using only the depth from the geometric center of the LV will result in an overestimation of the attenuation.

Seiderer et al. (1983) studied the influence of background and absorption correction on LV end diastolic volume quantification. Thoracic and heart wall absorption, self absorption, and background were all considered in converting counts to milliliters. Three background models (uniform, parabolic, and no background) were investigated. In the parabolic model of background, the counts ranged from zero to the level in the background ROI. To calculate the amount of self absorption, they assumed that the LV depth was 1.5 times the maximum ventricular width vertical to the major axis in the end diastolic ROI. They chose a ratio of 1.5 instead of 2.0 for the heart model of the Medical Internal Radiation Dose Committee (Coffey et al., 1981) since it would be less sensitive to the projection angle and enlarged ventricles. A smaller ratio of axes would also be needed if the LV was not viewed directly along the major axis but it is difficult to quantify the exact ratio since it is dependant upon the angle between the major axis and the view direction. They obtained the best correlation and line of identity as compared to single plane cineventriculography when using parabolic background subtraction.
Nickoloff et al. (1984) studied the attenuation of \( \gamma \) rays by body tissue that is relevant in LV volume estimation. They estimated the attenuation coefficient for the \( 40^\circ \) LAO view to be about \( 0.13 \, \text{cm}^{-1} \) from computed tomography scans.

Høilund-Carlsen et al. (1984) determined LV volumes by estimating individual attenuation factors. They placed two radioactive markers exactly 9 cm apart over the left ventricle. The depth of the left ventricle was determined and compared with the depth measured by echocardiography. There was no statistical difference between the depths measured by these two methods. The attenuation coefficient for ball shaped phantoms immersed in water at various depths was determined to be approximately \( 0.156 \, \text{cm}^{-1} \) with little variation for different sized balls (36.7 mL - 192.4 mL). The background ROI was defined from the mean activity in an area near the LV with minimal activity over three successive systolic frames. They obtained excellent correlation with thermodilution at end diastole \( (r = 0.96, \, \text{SEE} = 27 \, \text{mL}, \, y = 1.06x - 14) \) and at end systole \( (r = 0.98, \, \text{SEE} = 20 \, \text{mL}, \, y = 1.05x - 6) \). Using the depth from the chest wall to the geometric center will not accurately represent the attenuation depth when the LV major axis is almost perpendicular to the image plane.

Siegel et al. (1984) obtained absolute LV volumes by using an iterative build-up factor analysis. The build-up factor accounts for the increased counts due to a broad beam geometry when using a narrow beam attenuation coefficient. Images were acquired from two views \( 180^\circ \) apart: LAO and right posterior oblique (RPO). They derive a relationship between the measured counts, build-up factor, unattenuated counts, depth attenuation, and self attenuation. Once the unattenuated count rate is solved for by an iterative method,
absolute volumes are calculated by comparing it to a blood sample count rate. An end
diastolic ROI was generated on the LAO image using a second derivative and count thresh-
old algorithm. Background was chosen in an area next to the ventricle in the end diastolic
frame. A manual ROI was drawn on the RPO image at end diastole with the aid of first
pass images to identify the LV. They obtained good correlation with angiographic results
at end diastole \( r = 0.97, \text{SEE} = 17.1 \text{mL}, y = 0.94x + 3.7 \). The use of constant back-
ground subtraction and discrepancies between the LV outline on both views may introduce
some error.

Rabinovitch et al. (1984) analyzed the inherent errors of LV volume measurement
from gated equilibrium blood pool scintigraphy. They used computer generated regions
of interest for the LV and background. Some modification was necessary to prevent selec-
tion of the aorta and spleen in the background ROI which was drawn on the end systolic
frame. Counts were corrected for dead-time losses and attenuation. The average back-
ground counts were approximately 50% of the average raw counts for end diastole and end
systole. Various attenuation coefficients (\( \mu \)) were evaluated. The highest correlation and
smallest standard error of estimate were obtained when \( \mu = 0.10 \text{ cm}^{-1} \) for end diastole
and \( \mu = 0.12 \text{ cm}^{-1} \) for end systole. The combined count threshold second derivative edge
detection program used in this study excluded some LV counts. Attenuation correction
only marginally improved the correlation with contrast volumes but relying on a regression
equation can produce poorer results as demonstrated by Dehmer et al. (1981).

Schwaiger et al. (1984) used a bolus to estimate the amount of attenuation and then
used the result to determine LV stroke volumes from gated pool studies. A crescent shaped
region was drawn at end diastole to determine the background activity. In comparing stoke volumes obtained by thermodilution and their attenuation corrected count based method, they found that using individual attenuation correction \((r = 0.92, \text{SEE} = 6.1 \text{mL}, y = 0.9x + 4.4)\) was significantly better than using the mean attenuation factor \((r = 0.52, \text{SEE} = 14.8 \text{mL}, y = 0.57x + 25.8)\). They also found a correlation between both body weight and body surface area to the measured attenuation factor. The use of an invasive method to determine individual attenuation factors limits the acceptability of this approach.

Petru et al. (1984) evaluated ventricular function estimation by comparing attenuation corrected radionuclide angiography with contrast angiography and the Fick technique. The distance between the center of the LV and the chest wall was measured using the same technique as that of Links et al. (1982). They used uniform background subtraction and assumed that the attenuation coefficient was \(0.16 \text{cm}^{-1}\). Fluoroscopy was used to verify the ventricular depth calculations in some patients. Cardiac outputs determined by the Fick technique correlated well with those determined by radionuclide angiography, with and without attenuation correction. There was some correlation between radionuclide and contrast angiographic LV volumes but the standard error of estimate was high and interestingly the radionuclide technique seemed to be overestimating the volume. This overestimation occurred mainly in patients with abnormal wall motion.

Nichols et al. (1984) estimated LV volumes without the need of measuring LV depth or regression equations. By viewing the LV at two different views 90° apart, a relation between counts and voxels (volume elements) can be calculated. A background ROI, two
pixels beyond the border was drawn between the three and five o'clock positions on the end systolic frame. They obtained excellent results with phantoms \( r = 0.999, \text{SEE} = 15 \text{mL} \), \( y = 0.96 + 7.9 \) and with patients for end diastole \( r = 0.96, \text{SEE} = 14 \text{mL} \), \( y = 0.97x + 8 \) and for end systole \( r = 0.98, \text{SEE} = 11 \text{mL} \), \( y = 1.05x - 1 \) with thermodilution as the reference. They showed that the effect of self attenuation for a sphere produces a small error. This error may be larger though for an ellipsoid or prolate spheroid which is a more representative model of the left ventricle. Calculating the count density from counts in only one pixel could also cause some error because of the statistical nature of the \( \gamma \) ray count distribution.

Starling et al. (1984a) used a simple geometric attenuation correction to obtain accurate estimates of absolute LV volumes from radionuclide count data. They determined the distance from the center of the LV to the chest wall by placement of a technetium marker based on anatomic landmarks on two separate views (Berman et al., 1975). An attenuation coefficient of 0.15 cm\(^{-1}\) was assumed. They found that semi-automated ROI's were too small and thus underestimated LV volumes at end diastole \( r = 0.96, \text{SEE} = 31 \text{mL}, \ y = 0.95x - 21 \) and at end systole \( r = 0.97, \text{SEE} = 24 \text{mL}, \ y = 1.03x \).

Starling et al. (1984b) examined the importance of attenuation correction for estimating LV volumes by equilibrium radionuclide angiography. Attenuated and attenuation corrected results were compared with biplane contrast cineangiography LV estimates. Attenuation correction was performed as described by Starling et al. (1984a). Attenuation corrected results \( r_{ED} = 0.96, r_{ES} = 0.98 \) correlated better than the attenuated estimates \( r_{ED} = 0.74, r_{ES} = 0.87 \). Individual correction is much better than using an average at-
tenation correction (regression equation) because the amount of attenuation can vary significantly from one patient to another as shown by Maurer et al. (1983).

Burns et al. (1985) estimated LV volumes from attenuation corrected counts by using a modification of the triangulation method of Links et al. (1982). ROI's were determined with a semi-automated second derivative edge detection algorithm. An average attenuation coefficient ($\mu = 0.163 \text{ cm}^{-1}$) was independently determined from thermodilution volumes and radionuclide counts in eight other patients. There was good correlation with contrast volumes ($r = 0.96$, $SEE = 15.8 \text{ mL}$, $y = 1.3x - 39.8$). Volume estimates from patients with normal wall motion were better than results from patients with abnormal wall motion. Inaccuracies from the depth measurement, attenuation coefficient, and the effect of self attenuation are potential sources of error.

Fearnow et al. (1985) examined factors that affect ventricular volume determination from a count based equilibrium method. Using a spherical source in an elliptical torso phantom, they analyzed the effect of source depth, ROI size, background concentration, and source shape on volumes determined by using an attenuation correction count based method described by Jaszczak et al. (1980) and Links et al. (1982). They found that the estimated volume of the 96 $\text{cm}^3$ source decreased linearly as the background concentration increased ($r = 0.97$, $y = -5.3x + 95$). However, if the volume of the source is taken into consideration during background subtraction then the estimated volume remains constant at about 95 $\text{cm}^3$. Imaging cylindrical sources resulted in accurate volume estimations but the cone shaped sources resulted in significant errors especially when using the depth to the linear center instead of the geometric center. Their results indicate that there are many
possible sources of error in determining count based ventricular volumes. Of particular importance is the effect of background subtraction since background can account for about half of LV counts.

Verani et al. (1985) estimated LV volumes using an attenuation coefficient derived for a broad beam geometric model. Using phantoms immersed in water at different depths, they found that the attenuation coefficient was \(0.144 \text{ cm}^{-1}\). The radionuclide volumes were higher than the true balloon volumes, particularly for larger volumes. This is probably due to using an average depth which overestimates the attenuation and thus overestimates the true volume. They measured LV depth by imaging a radioactive marker in a different view. They obtained good correlation with contrast volumes for end diastole \((r = 0.98, \text{SEE} = 16.4 \text{ mL}, y = 1.009x)\) and for end systole \((r = 0.95, \text{SEE} = 17.1 \text{ mL}, y = 1.037x)\). They also showed that changing the value of the background level caused significant changes in the volume estimates.

Simon et al. (1985) studied the effect of self attenuation on left and right ventricular volume estimation using realistic cardiac phantoms. Using four different sized phantoms, they found excellent correlation between scintigraphic estimates and the true volume. Correlation between angiographic volumes and the true volumes were also excellent. They imaged the phantoms in the LAO view, perpendicular to the interventricular septum. Their results showed that the effect of self attenuation can be ignored for \(^{99m}Tc\) studies in the volume range encountered clinically. But they did not study the effect of viewing the LV with the major axis tilted towards or away from the camera. This will increase the significance of self attenuation and the importance of non-uniform attenuation because of
varying distances from the chest wall.

Koral et al. (1985) examined the effects of various parameters on LV volume estimation using a radionuclide count based method. They studied two methods of calculating LV depth, the use of one or two attenuation coefficients, optimization of attenuation coefficient(s), and an automated program for expansion of the ROI. Depths were determined by measuring the distance from the midpoint between the mitral valve plane and the apex of the LV to the chest marker and also by a count weighted formula. They had the smallest scatter with $\mu = 0.10 \text{ cm}^{-1}$ for end diastole and $\mu = 0.12 \text{ cm}^{-1}$ for end systole. The reason why optimization appears to be occurring at different values of $\mu$ is probably because of the constant background subtraction. Perhaps a better model of background such as that used by Seiderer et al. (1983) would provide a better estimate of the attenuation coefficient.

Keller et al. (1987) studied the attenuation of $^{99m}Tc$ photons from a known source located at various sites within the heart. They found that for 36 patients, the regression line indicated an attenuation coefficient of $0.12 \text{ cm}^{-1}$ with a correlation of 0.93. The calculated values ranged from $0.8 \text{ cm}^{-1}$ (for the LV apex) to $0.13 \text{ cm}^{-1}$ (for the inferior vena caval/right atrial junction). However, there was no significant difference in the values of the attenuation coefficient from the four intracardiac sites. These results agree with the findings of other researchers such as Fearnow et al. (1985), Nickoloff et al. (1984) and Harris et al. (1984). If these findings are accurate, this would explain why several researchers have presented methods which overestimate LV volumes.

Boström et al. (1987) studied the effects of scattered radiation and background activity on radionuclide LV volume estimation using patients and phantoms. Using phantoms
without background activity, they confirmed that the depth correction factor decreased with respect to that expected for narrow beam geometry as used by Links et al. (1982). But with the addition of background having 10% of the activity of the phantoms, the depth correction factor increased. The overall effect caused the depth correction factor for a phantom with background activity to closely match that for narrow beam geometry. The absolute background counts depend on the activity and the depth of the background area. Thus, many combinations can simulate realistic background count, but each variation in background activity and depth causes the depth correction factor to change since the amount of background activity displaced by the LV will change. Perhaps a more realistic model of the background will reflect actual conditions and thus provide a better estimate of the depth correction factor. Rabinovitch et al. (1984) reported smaller attenuation coefficients.

Massardo et al. (1990) estimate absolute left ventricular volume using a count based ratio method applied to gated equilibrium studies. They assumed that the LV is spherical and derived a relationship between the volume, pixel area and ratio of total counts to maximum pixel count. They claimed that this relationship is valid for a chamber of any shape. This is obviously not true since one can consider a prolate spheriod and a sphere, each of the same volume. Viewing the spheriod along its long axis, the pixel area and total counts will be the same as that for the sphere but the maximum pixel count will be larger indicating a different volume. Their derivation did not consider the problems of attenuation and background which can certainly vary from pixel to pixel thus introducing more error.
Mahmalian et al. (1991) discussed the interpretation of changes in the left ventricular ejection fraction and cardiac volumes as assessed by rest and exercise gated radionuclide angiography. They tried to quantify the sources of variation associated with sequential radionuclide angiographic measurements. A lead marker was used to determine LV depth and thus the attenuation correction factor. All cardiac output and volume measurements were indexed to the body surface area. Nine point smoothing and background subtraction was performed as described by Verani et al. (1985). With a probability ≤ 0.05 that the observed change was due to random variation, they found that a change was significant in rest studies for ≥ 7% units for LV ejection fraction, ≥ 45 mL/m² for end diastolic volume, ≥ 35 mL/m² for end systolic volume, ≥ 20 mL/m² for stroke volume and ≥ 1.25 L/min per m² for cardiac index. They also determined significant values in exercise studies. A larger population (> 39) of patients would certainly increase the reliability of the results but it might not be valid to use these results at other institutions where there are many different factors such as inherent system errors, variation in the count based technique, etc.

Sapin et al. (1993) compared three dimensional echocardiography, two dimensional echocardiography, and cineventriculography for the purpose of measuring LV volume. Excised hearts were prepared with an internal latex lining that could be filled with a known volume of liquid. LV volumes were calculated from 15 hearts at 25 volumes ranging from 50 to 280 mL. All methods tended to underestimate the true volume. There was a significant correlation between bias magnitude and volume size for the two dimensional echocardiography. The bias for the three dimensional echocardiography was fairly constant over the
range of volumes. When bias was accounted for, the results indicated that two dimensional echocardiography was significantly less precise than the other two methods tested in terms of percent error (two dimensional echocardiography $15.3 \pm 11.9\%$, three dimensional echocardiography $3.9 \pm 3.4\%$, and cineventriculography $5.6 \pm 5.7\%$).

Pattynama it et al. (1994) evaluated the performance of using magnetic resonance imaging (MRI) to determine cardiac function. The accuracy of MRI has been established by imaging a ventricular model of known volume (Longmore et al., 1985) but in vivo MRI measurements have been validated in only a limited number of studies. A major problem is the choice of a gold standard. MRI measurements of ventricular volumes have been validated only with nonsimultaneously performed contrast ventriculography.

Chin et al. (1997) determined LV volume with tomographic gated equilibrium blood-pool scintigraphy (TMUGA) and compared it to MRI and conventional planar scintigraphy. The volume was calculated using a modified Simpson's rule which assumes that the LV has a shape similar to that of an ellipse of rotation. This method of volume determination showed good correlation with MRI ($r = 0.96$, slope $= 0.88$, $SEE = 18.2$). Further studies are needed to validate this method.
Table 1: Summary of various characteristics for different left ventricular volume methods.

<table>
<thead>
<tr>
<th>Author (reference)</th>
<th>t</th>
<th>r</th>
<th>bf</th>
<th>Reference Method</th>
<th>SEE (mL)</th>
<th>y=mx+b (m,b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dodge et al. (1960)</td>
<td>G</td>
<td>0.98</td>
<td>NA</td>
<td>Postmortem</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Davila &amp; Sanmarco (1966)</td>
<td>G</td>
<td>0.91</td>
<td>NA</td>
<td>Postmortem</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kennedy et al. (1970)</td>
<td>G</td>
<td>0.97</td>
<td>NA</td>
<td>Biplane Angio.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sullivan et al. (1971)</td>
<td>G</td>
<td>0.90</td>
<td>NA</td>
<td>Contr. Angio.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slutsky et al. (1979)</td>
<td>C</td>
<td>0.90</td>
<td>NA</td>
<td>Contr. Angio.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slutsky et al. (1980)</td>
<td>C</td>
<td>0.94</td>
<td>NA</td>
<td>Contr. Angio.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dehmer et al. (1980)</td>
<td>C</td>
<td>0.99</td>
<td>ED</td>
<td>Contr. Angio.</td>
<td>15.2</td>
<td>6.1, -23.3</td>
</tr>
<tr>
<td>Dehmer et al. (1981)</td>
<td>C</td>
<td>0.86</td>
<td>ED</td>
<td>Contr. Angio.</td>
<td>2.7</td>
<td>0.78, 26</td>
</tr>
<tr>
<td>Clements et al. (1981)</td>
<td>C</td>
<td>0.87</td>
<td>ES</td>
<td>Contr. Angio.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iskandrian et al. (1981)</td>
<td>G</td>
<td>0.94</td>
<td>NA</td>
<td>Catheter.</td>
<td></td>
<td>0.81, 46</td>
</tr>
<tr>
<td>Links et al. (1982)</td>
<td>C</td>
<td>0.95</td>
<td>ED</td>
<td>Contr. Angio.</td>
<td>36</td>
<td>0.97, 3</td>
</tr>
<tr>
<td>Parrish et al. (1982)</td>
<td>G</td>
<td>0.97</td>
<td>NA</td>
<td>Cineangio.</td>
<td>23</td>
<td>1.1, -14.3</td>
</tr>
<tr>
<td>Nickel et al. (1982)</td>
<td>C</td>
<td>0.95</td>
<td>NA</td>
<td>Contr. Angio.</td>
<td>1.9</td>
<td>1.04, -3.13</td>
</tr>
<tr>
<td>Maurer et al. (1983)</td>
<td>C</td>
<td>0.96</td>
<td>ES</td>
<td>Contr. Angio.</td>
<td>21.2</td>
<td>0.99, 1.32</td>
</tr>
<tr>
<td>Seldin et al. (1983)</td>
<td>G</td>
<td>0.93</td>
<td>NA</td>
<td>Contr. Angio.</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>Harpen et al. (1983)</td>
<td>C</td>
<td>0.98</td>
<td>ES</td>
<td>Contr. Angio.</td>
<td></td>
<td>0.99, 1.8</td>
</tr>
<tr>
<td>Thomsen et al. (1983)</td>
<td>C</td>
<td>0.94</td>
<td>ES</td>
<td>Contr. Angio.</td>
<td>20.6</td>
<td>0.92, 18.1</td>
</tr>
<tr>
<td>Høiland-Carlsten et al. (1984)</td>
<td>C</td>
<td>0.96</td>
<td>ES</td>
<td>Thermodil.</td>
<td>27</td>
<td>1.06, -14</td>
</tr>
<tr>
<td>Hillis et al. (1984)</td>
<td>G</td>
<td>0.95</td>
<td>NA</td>
<td>Thermodil.</td>
<td>8.1</td>
<td>0.99</td>
</tr>
<tr>
<td>Siegel et al. (1984)</td>
<td>C</td>
<td>0.97</td>
<td>ED</td>
<td>Contr. Angio.</td>
<td>17.1</td>
<td>0.94, 3.7</td>
</tr>
<tr>
<td>Petru et al. (1984)</td>
<td>C</td>
<td>0.80</td>
<td>NA</td>
<td>Contr. Angio.</td>
<td>1.8</td>
<td>1.04, -3.5</td>
</tr>
<tr>
<td>Nichols et al. (1984)</td>
<td>C</td>
<td>0.96</td>
<td>ES</td>
<td>Thermodil.</td>
<td>14</td>
<td>0.97, 8</td>
</tr>
<tr>
<td>Starling et al. (1984a)</td>
<td>C</td>
<td>0.96</td>
<td>*</td>
<td>Contr. Angio.</td>
<td>31</td>
<td>0.95, -21</td>
</tr>
<tr>
<td>Burns et al. (1985)</td>
<td>C</td>
<td>0.96</td>
<td>*</td>
<td>Contr. Angio.</td>
<td>15.8</td>
<td>1.3, -39.8</td>
</tr>
<tr>
<td>Verani et al. (1985)</td>
<td>C</td>
<td>0.98</td>
<td>ES</td>
<td>Contr. Angio.</td>
<td>15.4</td>
<td>1.009</td>
</tr>
<tr>
<td>Massaro et al. (1990)</td>
<td>C</td>
<td>0.95</td>
<td>ES</td>
<td>Contr. Angio.</td>
<td>23</td>
<td>0.94, 1.3</td>
</tr>
<tr>
<td>Sapin et al. (1993)</td>
<td>G</td>
<td>0.995</td>
<td>NA</td>
<td>3 D Echocard.</td>
<td>7.1</td>
<td>1.02, 3.65</td>
</tr>
<tr>
<td>Chin et al. (1997)</td>
<td>G</td>
<td>0.96</td>
<td>NA</td>
<td>Tomo. Gat. Sc.</td>
<td>18.2</td>
<td>0.88, 14.1</td>
</tr>
</tbody>
</table>

Notes:
1. 't' indicates the type of analysis where
   G - geometric.
   C - count based.
2. 'r' is the correlation coefficient.
3. 'bf' stands for the background frame where
   ED - end diastolic
   ES - end systolic
   NA - not applicable
   * - more than one background frame used.
4. 'SEE' stands for the standard error of estimate.
Many methods of LV volume estimation have been developed over the past several decades. Most of these methods have inherent problems which should be addressed before using any of these methods. All of the previous methods can be grouped into the categories of count based and geometric as indicated in Table 1. The problems of most of these methods can be discussed according to the inherent problems associated with each category.

All count based methods have the problem of significant background activity. Some researchers (e.g. Links et al. 1982) were able to develop a way of removing the background counts but these techniques introduced errors. Subtracting an equal background count from the entire ROI assumes that the background is uniform. Studies have not been performed to validate this assumption. There are also the problems of scattering and attenuation which can significantly affect the counts in the ROI which directly influence the volume estimate. Links et al. (1982) also accounted for the attenuation and their method was accepted by many as the gold standard. This gold standard still contained inherent flaws which are associated with count based methods.

The geometric methods have several problems associated with them. Some researchers have used an ellipse of rotation or even a sphere (Massardo et al., 1990) to model the LV. These geometric models are too simplified and an ellipsoid is more appropriate as shown by Davilla and Sanmarco (1966). Another problem is the border detection. Manually drawn borders have been effective but software programs have been developed to provide more consistency. If the LV is abnormal in shape, then even the ellipsoidal model may not be accurate. Perhaps a hybrid of the geometric and count based methods can account for abnormalities and still provide a reasonably accurate estimate of the LV volume.
1.3 Thesis Objective

The objective of this research was to determine a method of estimating the volume of the left ventricle from radionuclide images. Several factors had to be taken into consideration while solving this problem of volume estimation. This method must be accurate. Cardiac volumes are used by medical doctors for prognosis of patients. This method must also be practical since it may be implemented in the future. In order to minimize the discomfort of the patient, this method should also be non-invasive. With consideration of the previously described methods, a geometric method using an ellipsoidal model was chosen for several reasons. A geometric method avoids the problems associated with count based methods. Also, the structure of the left ventricle resembles the shape of an ellipsoid (Davilla and Sanmarco, 1966). An ellipse of rotation (two axes lengths) would over simplify the left ventricle and would result in more error.

To determine the volume of an ellipsoid, it was necessary to study the projection of an ellipsoid onto a two dimensional plane. This projection would be similar to the radionuclide images formed during imaging of the left ventricle. If the volume of an ellipsoid can be determined from these projections, then left ventricular volumes can be estimated.

The next chapter will present the theory of this proposed method of volume estimation based on an ellipsoidal model. The experimentation along with results and discussion are then presented in chapter three. This chapter also discusses the importance of self attenuation, one of the main factors that limits the accuracy of count based methods. Finally, conclusions and recommendations are presented in chapters four and five.
Chapter 2:
Ellipsoidal Model for the Estimation of Left Ventricular Volume

This chapter will present the theory of determining the volume of an ellipsoid from planar projections. It is first necessary to determine the projection of an ellipsoid onto a two dimensional plane. This projection, which has been shown to be an ellipse, will be similar to the radionuclide images obtained during imaging of the left ventricle. Measurements of the major and minor axes along with the angle of rotation can be made from each projection. Several projections are required to provide the necessary equations needed to solve for the lengths of the ellipsoidal axes. These lengths can then be used to calculate the volume. The majority of the mathematical analysis performed in this chapter is original work done by the author.
2.1 Formulation of the Ellipsoidal Model

Consider an ellipsoid that is centered at the origin of a \( xyz \) cartesian coordinate system (Figure 4). The projection of the ellipsoid onto any two dimensional plane will depend on three independent angular rotations. Without loss of generality, we can use the \( xy \) plane as the projection plane. The orientation of any ellipsoid situated at the origin, with respect to the \( xyz \) coordinate system, can be determined by three independent rotations about the \( z, y, \) and \( z \) axes.

![Figure 4: Ellipsoid centered at the origin without any rotation.](image)

To accommodate these angular rotations, let us first rotate the \( x \) and \( y \) axes about the \( z \) axis (counter clockwise as viewed looking towards the origin in the direction of the positive \( z \) axis) by \( \gamma \) radians to form the new coordinate system \( \tilde{x}\tilde{y}\tilde{z} \), so the \( \tilde{z} \) axis is the same as the \( z \) axis. Next, we shall rotate the \( \tilde{x} \) and \( \tilde{z} \) axes about the \( \tilde{y} \) axis (counter
clockwise) by \( \beta \) radians to form the new coordinate system \( \hat{x}\hat{y}\hat{z} \). Finally, we shall rotate the \( \hat{y} \) and \( \hat{z} \) axes about the \( \hat{x} \) axis (counter clockwise) by \( \alpha \) radians to form the new coordinate system \( x_1y_1z_1 \) (we can choose \( \alpha \), \( \beta \), and \( \gamma \) such that the axes of any ellipsoid centered at the origin, with an arbitrary orientation, will lie along the \( x_1y_1z_1 \) axes). See Figure 5 for an arbitrarily rotated ellipsoid.

Figure 5: Ellipsoid arbitrarily rotated while centered at the origin.

A relationship between the \( x_1y_1z_1 \) coordinate system and the \( xyz \) coordinate system can be found by considering how the new system was obtained from the original system. Using the following matrix definitions,

\[
\begin{align*}
    \mathbf{x} &= \begin{pmatrix} x \\ y \\ z \end{pmatrix}, \\
    \mathbf{\hat{x}} &= \begin{pmatrix} \hat{x} \\ \hat{y} \\ \hat{z} \end{pmatrix}, \\
    \mathbf{\hat{\hat{x}}} &= \begin{pmatrix} \hat{\hat{x}} \\ \hat{\hat{y}} \\ \hat{z} \end{pmatrix}, \\
    \mathbf{x}_1 &= \begin{pmatrix} x_1 \\ y_1 \\ z_1 \end{pmatrix},
\end{align*}
\]

we can find a relationship between \( \mathbf{x} \) and \( \mathbf{x}_1 \). Note that

\[
\begin{align*}
    \mathbf{\hat{x}} &= \mathbf{C} \mathbf{x}, \\
    \mathbf{\hat{\hat{x}}} &= \mathbf{B} \mathbf{\hat{x}} \quad \text{and} \quad \mathbf{x}_1 = \mathbf{A} \mathbf{x}
\end{align*}
\]
where
\[
A = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \alpha & \sin \alpha \\
0 & -\sin \alpha & \cos \alpha
\end{pmatrix}, \quad B = \begin{pmatrix}
\cos \beta & 0 & -\sin \beta \\
0 & 1 & 0 \\
\sin \beta & 0 & \cos \beta
\end{pmatrix}, \quad C = \begin{pmatrix}
\cos \gamma & \sin \gamma & 0 \\
-\sin \gamma & \cos \gamma & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

Therefore, we find that
\[
x_1 = ABCx \quad .
\]

The equation of an ellipsoid, centered at the origin with its three axes (lengths 2a, 2b and 2c) located on the x1, y1 and z1 axes, would be
\[
(Kx_1)^T (Kx_1) = 1 \quad \text{where} \quad K = \begin{pmatrix}
\frac{1}{a} & 0 & 0 \\
0 & \frac{1}{b} & 0 \\
0 & 0 & \frac{1}{c}
\end{pmatrix}.
\]

Using (4), we can rewrite (5) as
\[
(KABCx)^T (KABCx) = 1 \quad .
\]

For a spherical polar coordinate system using r (radius), \( \theta \) (angle measured from the positive z direction), and \( \phi \) (angle measured in the xy plane from the positive x direction), we have
\[
x = r \hat{r} \quad \text{where} \quad \hat{r} = \begin{pmatrix}
\sin \theta \cos \phi \\
\sin \theta \sin \phi \\
\cos \theta
\end{pmatrix}.
\]

We can rewrite (6), in spherical polar form, as
\[
r^2 (V^T V) = 1 \quad \text{where} \quad V = KABC\hat{r} \quad .
\]

We can solve (8) for \( r \) as a function of \( \theta \) and \( \phi \), thereby describing the surface of the ellipsoid.
2.1.1 Ellipsoidal Projection onto the $xy$ Plane

In order to determine the ellipsoidal projection onto a two dimensional plane say the $xy$ plane, consider a cross sectional plane through the center of the ellipsoid and perpendicular to the $xy$ plane, for some arbitrary angle $\phi$ (where $\phi$ is measured from the positive $x$ direction in the $xy$ plane to the cross sectional plane).

![Cross sectional view of the ellipsoid taken perpendicular to the $xy$ plane.](image)

**Figure 6:** Cross sectional view of the ellipsoid taken perpendicular to the $xy$ plane.

The projection points are found by maximizing $r \sin \theta$ with respect to $\theta$ (Figure 6). That is, we must solve the equation,

$$\frac{\partial}{\partial \theta}(r \sin \theta) = 0 .$$  \hspace{1cm} (9)

This will yield the value of $\theta$ (say $\theta_0$) at which $r \sin \theta$ is equal to the distance from the origin to the projection point, in the $xy$ plane. Note that $\theta_0$ will be a function of $\phi$. The
projection points will then be given by

$$
\rho_1(\phi) \equiv r(\theta_0(\phi), \phi) \sin(\theta_0(\phi)) \,.
$$

where $\rho_1(\phi)$ is the distance from the origin to the projection point, at angle $\phi$ in the $xy$ plane ($\rho \phi z$ cylindrical coordinate system).

From (9), we have

$$
\frac{\partial r}{\partial \theta} \sin \theta + r \cos \theta = 0 \,.
$$

Using (8), we can find an expression for $\frac{\partial r}{\partial \theta}$,

$$
\frac{\partial r}{\partial \theta} = \frac{\partial}{\partial \theta} \left( \frac{1}{(V^T V)^{1/2}} \right) = \frac{-1}{2(V^T V)^{3/2}} \left[ \frac{\partial (V^T)}{\partial \theta} V + V^T \frac{\partial V}{\partial \theta} \right] .
$$

For any matrix $M$, the operations of differentiation and transposition are commutative (i.e. $\frac{\partial (M^T)}{\partial \theta} = (\frac{\partial M}{\partial \theta})^T$). Also, for any column matrices of the same dimension, say $\Phi$ and $\Psi$, we have $\Phi^T \Psi = (\Phi^T \Psi)^T$ since $\Phi^T \Psi$ is a $1 \times 1$ matrix. Therefore, we have the following result,

$$
\frac{\partial (V^T)}{\partial \theta} V = \left( \frac{\partial V}{\partial \theta} \right)^T V
$$

$$
= \left( \frac{\partial V}{\partial \theta} \right)^T \left( \frac{\partial V}{\partial \theta} \right)^T V
$$

$$
= V^T \frac{\partial V}{\partial \theta} .
$$

Substituting (8), (12), and (13) into (11), we have after simplifying, the following string of equalities,

$$
- V^T \frac{\partial V}{\partial \theta} \sin \theta + V^T V \cos \theta = 0
$$
\[ V^T \left[ V \cos \theta - \frac{\partial V}{\partial \theta} \sin \theta \right] = 0 \]

\[ (\mathbf{KABC})^T \left[ \mathbf{KABC} \cos \theta - \mathbf{KABC} \frac{\partial \mathbf{r}}{\partial \theta} \sin \theta \right] = 0 \]

\[ \dot{\mathbf{r}}^T (\mathbf{KABC})^T (\mathbf{KABC}) \left[ \dot{\mathbf{r}} \cos \theta - \frac{\partial \mathbf{r}}{\partial \theta} \sin \theta \right] = 0 \]

\[ \dot{\mathbf{r}}^T (\mathbf{KABC})^T (\mathbf{KABC}) \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} = 0 \quad . \] (14)

where we use the cartesian representation \( \mathbf{r} = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \).

If we let \( \Omega_1 \equiv (\mathbf{KABC})^T (\mathbf{KABC}) \), we have

\[ \Omega_1 = \begin{pmatrix} \omega_{11} & \omega_{12} & \omega_{13} \\ \omega_{21} & \omega_{22} & \omega_{23} \\ \omega_{31} & \omega_{32} & \omega_{33} \end{pmatrix} . \]

where

\[ \omega_{11} = \frac{1}{a^2} \cos^2 \beta \cos^2 \gamma + \frac{1}{b^2} \left[ \sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma \right]^2 + \frac{1}{c^2} \cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma \] ,

\[ \omega_{12} = \frac{1}{a^2} \cos^2 \beta \cos \gamma \sin \gamma + \frac{1}{b^2} \left[ \sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma \right] \left[ \sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma \right] + \frac{1}{c^2} \cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma \right] \] ,

\[ \omega_{13} = -\frac{1}{a^2} \cos \beta \sin \beta \cos \gamma + \frac{1}{b^2} \sin \alpha \cos \beta \left[ \sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma \right] + \frac{1}{c^2} \cos \alpha \cos \beta \left[ \cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma \right] , \]

\[ \omega_{21} = \omega_{12} , \]

\[ \omega_{22} = \frac{1}{a^2} \cos^2 \beta \sin^2 \gamma + \frac{1}{b^2} \left[ \sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma \right]^2 + \frac{1}{c^2} \cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma \right] ^2 \] ,

\[ \omega_{23} = -\frac{1}{a^2} \cos \beta \sin \beta \sin \gamma + \frac{1}{b^2} \sin \alpha \cos \beta \left[ \sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma \right] \]
\[ + \frac{1}{c^2} \cos \alpha \cos \beta \left[ \cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma \right] \]

\[ \omega_{31} = \omega_{13} \]

\[ \omega_{32} = \omega_{23} \]

\[ \omega_{33} = \frac{1}{a^2} \sin^2 \beta + \frac{1}{b^2} \sin^2 \alpha \cos^2 \beta + \frac{1}{c^2} \cos^2 \alpha \cos^2 \beta \]

We can now rewrite (8) as.

\[ r^{-2} = V^T V \]

\[ = (KABC\hat{r})^T(KABC\hat{r}) \]

\[ = \hat{r}^T \Omega_1 \hat{r} \quad (16) \]

Using \( \Omega_1 = (KABC)^T(KABC) \), we can rewrite (14) as

\[ \hat{r}^T \Omega_1 \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} = 0 \]

that is

\[ \hat{r}^T \begin{pmatrix} \omega_{13} \\ \omega_{23} \\ \omega_{33} \end{pmatrix} = 0 \]

or

\[ \omega_{13} \sin \theta \cos \phi + \omega_{23} \sin \theta \sin \phi + \omega_{33} \cos \theta = 0 \quad (17) \]

From (17), we can find solve for \( \sin \theta \) or \( \cos \theta \),

\[ \sin \theta = \frac{\omega_{33}}{\left[ \omega_{33}^2 + (\omega_{13} \cos \phi + \omega_{23} \sin \phi)^2 \right]^{\frac{1}{2}}} \]

\[ \cos \theta = \frac{-\omega_{13} \cos \phi - \omega_{23} \sin \phi}{\left[ \omega_{33}^2 + (\omega_{13} \cos \phi + \omega_{23} \sin \phi)^2 \right]^{\frac{1}{2}}} \quad (18) \]

Note that (18) ensures that \( \sin \theta \geq 0 \), which must be the case since \( 0 \leq \theta \leq \pi \). We now effectively have \( r \) in terms of \( \phi \) (through (16) and (18)) and \( \theta \) in terms of \( \phi \) (through (18)).
Thus we can rewrite (10) as

\[
\rho_1 = \left\{ \frac{1}{\omega_{33}} \left[ \cos^2 \phi (w_{11w_{33}} - w_{13w_{33}}) + \sin^2 \phi (w_{22w_{33}} - w_{23w_{33}}) \right] \right\}^{-\frac{1}{2}}
\]

\[+ \cos \phi \sin \phi (w_{12w_{33}} + w_{21w_{33}} - w_{13w_{33}} - w_{23w_{33}}) \] \hspace{1cm} (19)

If we substitute (15) into (19), we arrive at a cylindrical representation of the ellipsoidal projection,

\[
\rho_1 = (b^2 c^2 \sin^2 \beta + a^2 c^2 \sin^2 \alpha \cos^2 \beta + a^2 b^2 \cos^2 \alpha \cos^2 \beta)^{\frac{1}{2}}
\]

\[\times \left\{ \cos^2 \phi \left( a^2 [\cos^2 \beta \sin^2 \gamma] + b^2 [\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma]^2 \right.\right.\]

\[\left. + c^2 [\cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma]^2 \right\} \]

\[+ \sin^2 \phi \left( a^2 [\cos^2 \beta \cos^2 \gamma] + b^2 [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma]^2 \right)\]

\[+ c^2 [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma]^2 \]

\[+ \cos \phi \sin \phi (2) \left( -a^2 [\cos^2 \beta \cos \gamma \sin \gamma] \right.\]

\[\left. - b^2 [\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma] [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma] \right.\]

\[\left. - c^2 [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma] [\cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma] \right\}^{-\frac{1}{2}}. \hspace{1cm} (20)\]

Recall that \( \rho_1 \) (cylindrical coordinate parameter) is the distance from the origin to a point on the projection curve of an origin centered ellipsoid projected onto the xy plane. Now we have an equation for \( \rho_1 \), as a function of the angle \( \phi \) measured from the positive z axis. This equation represents the ellipsoidal projection onto the xy plane, in terms of the ellipsoidal axes lengths (2a, 2b, and 2c) and the original angles of rotation (\( \alpha \), \( \beta \), and \( \gamma \)).

The cross section of an ellipsoid has been shown to be an ellipse (Albert, 1949). It is intuitive that the projection of an ellipsoid onto an arbitrary plane can be obtained from
a cross section of the ellipsoid. Thus, the ellipsoidal projection is an ellipse. In order to solve for the ellipsoidal volume, it is necessary to determine a relationship between the ellipsoidal parameters and the ellipse parameters (major axis length, minor axis length, and angle of rotation).

For an ellipse, centered at the origin with its major and minor axes of lengths $2\xi_1$ and $2\xi_1$ along the $x$ and $y$ axes, respectively, we have

$$(\Xi y)^T(\Xi y) = 1 \quad \text{where} \quad \Xi = \begin{pmatrix} \frac{1}{\xi_1} & 0 \\ 0 & \frac{1}{\xi_1} \end{pmatrix} \quad \text{and} \quad y = \begin{pmatrix} x \\ y \end{pmatrix}. \quad (21)$$

If the ellipse is rotated counter clockwise (Figure 7), say by $\delta_1$ radians, (21) becomes

$$(\Xi \Delta y)^T(\Xi \Delta y) = 1 \quad \text{where} \quad \Delta = \begin{pmatrix} \cos \delta_1 & \sin \delta_1 \\ -\sin \delta_1 & \cos \delta_1 \end{pmatrix}, \quad (22)$$

which can also be expressed in cylindrical coordinates by

$$\rho_1 = \left\{ \cos^2 \phi \left( \frac{\cos^2 \delta_1}{\xi_1^2} + \sin^2 \delta_1 \right) + \sin^2 \phi \left( \frac{\cos^2 \delta_1}{\xi_1^2} + \frac{\sin^2 \delta_1}{\xi_1^2} \right) \\
+ \cos \phi \sin \phi \left( 2 \cos \delta_1 \sin \delta_1 \left[ \frac{1}{\xi_1^2} - \frac{1}{\xi_2^2} \right] \right) \right\}^{-\frac{1}{2}}. \quad (23)$$
First of all we shall determine a relationship with $\delta_1$, the angle at which $\rho_1$ is maximum. To find $\delta_1$, we can differentiate (20) with respect to $\phi$ and set it to zero. Let us rewrite (20) as

$$\rho_1 = [\lambda_1 \cos^2 \phi + \mu_1 \sin^2 \phi + \nu_1 \cos \phi \sin \phi]^{-\frac{1}{2}}, \quad (24)$$

where

$$\lambda_1 = (b^2 c^2 \sin^2 \beta + a^2 c^2 \sin^2 \alpha \cos^2 \beta + a^2 b^2 \cos^2 \alpha \cos^2 \beta)^{-1} \times \left( a^2 [\cos^2 \beta \sin^2 \gamma] + b^2 [\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma]^2 \\
+ c^2 [\cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma]^2 \right),$$

$$\mu_1 = (b^2 c^2 \sin^2 \beta + a^2 c^2 \sin^2 \alpha \cos^2 \beta + a^2 b^2 \cos^2 \alpha \cos^2 \beta)^{-1} \times \left( a^2 [\cos^2 \beta \cos^2 \gamma] + b^2 [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma]^2 \\
+ c^2 [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma]^2 \right).$$
\[ \nu_1 = (b^2 \sin^2 \beta + a^2 c^2 \sin^2 \alpha \cos^2 \beta + a^2 b^2 \cos^2 \alpha \cos^2 \beta)^{-1} \]

\[ \times (2) \left( -a^2 \cos^2 \beta \cos \gamma \sin \gamma \right) \]

\[ - b^2 [\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma][\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma] \]

\[ - c^2 [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma][\cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma] \].

From (24), we have

\[ \frac{\partial \rho_1}{\partial \phi} = -\frac{1}{2} \left[ \lambda_1 \cos^2 \phi + \mu_1 \sin^2 \phi + \nu_1 \cos \phi \sin \phi \right]^{-\frac{1}{2}} \]

\[ \times \left[ -2 \lambda_1 \cos \phi \sin \phi + 2 \mu_1 \cos \phi \sin \phi + \nu_1 \cos^2 \phi - \nu_1 \sin^2 \phi \right]. \quad (25) \]

If we set (25) equal to zero and set \( \phi = \delta_1 \), we have

\[ -2 \lambda_1 \cos \delta_1 \sin \delta_1 + 2 \mu_1 \cos \delta_1 \sin \delta_1 + \nu_1 \cos^2 \delta_1 - \nu_1 \sin^2 \delta_1 = 0 \]

\[ 2 \cos \delta_1 \sin \delta_1 [\mu_1 - \lambda_1] = -\nu_1 [\cos^2 \delta_1 - \sin^2 \delta_1] \]

\[ \sin(2\delta_1)[\mu_1 - \lambda_1] = -\nu_1 \cos(2\delta_1) \]

\[ \tan(2\delta_1) = \frac{-\nu_1}{\mu_1 - \lambda_1}. \quad (26) \]

We can then find \( \cos(2\delta_1) \) and \( \sin(2\delta_1) \) to be

\[ \sin(2\delta_1) = \frac{-\nu_1}{\sqrt{[\nu_1^2 + (\mu_1 - \lambda_1)^2]}} \quad \text{and} \quad \cos(2\delta_1) = \frac{\mu_1 - \lambda_1}{\sqrt{[\nu_1^2 + (\mu_1 - \lambda_1)^2]}}. \quad (27) \]

Using trigonometric identities we also have

\[ \cos \delta_1 \sin \delta_1 = \frac{-\nu_1}{2 \left[ \nu_1^2 + (\mu_1 - \lambda_1)^2 \right]^{\frac{1}{2}}}, \]

\[ \cos^2 \delta_1 = \frac{1}{2} \left( 1 + \frac{\mu_1 - \lambda_1}{\left[ \nu_1^2 + (\mu_1 - \lambda_1)^2 \right]^{\frac{1}{2}}} \right), \]

\[ \sin^2 \delta_1 = \frac{1}{2} \left( 1 - \frac{\mu_1 - \lambda_1}{\left[ \nu_1^2 + (\mu_1 - \lambda_1)^2 \right]^{\frac{1}{2}}} \right). \quad (28) \]
We can substitute (28) into (24) and simplify to get the following extremum value for \( \rho_1 \),
\[
\rho_1 = \left\{ \frac{1}{2} \left( \lambda_1 + \mu_1 + [\nu_1^2 + (\mu_1 - \lambda_1)^2]^{\frac{1}{2}} \right) \right\}^{-\frac{1}{2}}
\] (29)

To determine another extremum, we should reconsider (26). Strictly speaking, in (26), \( \tan(2\delta_1) \) should be \( \tan(2\delta_1 + n\pi) \) (where \( n \) is an integer) since the \( \tan() \) function is periodic with period \( \pi \). Therefore, we see that another value of \( \delta_1 \) that will satisfy (26) is \( \delta_1 + \pi/2 \).

If we replace \( \delta_1 \) with \( \delta_1 + \pi/2 \), we get
\[
\rho_1 = \left\{ \frac{1}{2} \left( \lambda_1 + \mu_1 + [\nu_1^2 + (\mu_1 - \lambda_1)^2]^{\frac{1}{2}} \right) \right\}^{-\frac{1}{2}}
\] (30)

We now see that (29) gives us an expression for the maximum of \( \rho_1 \) and (30) gives us an expression for the minimum of \( \rho_1 \).

Let us equate \( \zeta_1 \) and \( \xi_1 \) (the half lengths of the major and minor axes) with (29) and (30), respectively, to get
\[
\zeta_1 = \left\{ \frac{1}{2} \left( \lambda_1 + \mu_1 - [\nu_1^2 + (\mu_1 - \lambda_1)^2]^{\frac{1}{2}} \right) \right\}^{-\frac{1}{2}},
\]
\[
\xi_1 = \left\{ \frac{1}{2} \left( \lambda_1 + \mu_1 + [\nu_1^2 + (\mu_1 - \lambda_1)^2]^{\frac{1}{2}} \right) \right\}^{-\frac{1}{2}}.
\] (31)

If we substitute (28) and (31) into (23) and show that the resulting equation is identical to (24), then we will have verified that an ellipsoidal projection is always an ellipse. More importantly, we will have expressions for the major and minor axes lengths, \( 2\zeta_1 \) and \( 2\xi_1 \) respectively, and the angle of rotation \( \delta_1 \) for the ellipse.

Let us first consider the \( \cos^2 \phi \) coefficient in equation (23). From (28) and (31), we
We can also use (27) to find δ₁ as

\[
\delta_1 = \begin{cases} 
\frac{1}{2} \arccos \left( \frac{\mu_1 - \lambda_1}{[\nu_1^2 + (\mu_1 - \lambda_1)^2]^{\frac{1}{2}}} \right), & \text{if } -\nu_1 > 0; \\
-\frac{1}{2} \arccos \left( \frac{\mu_1 - \lambda_1}{[\nu_1^2 + (\mu_1 - \lambda_1)^2]^{\frac{1}{2}}} \right), & \text{if } -\nu_1 < 0.
\end{cases}
\]

Thus, (23) can be rewritten as (24) using (32), (33), and (34). We have now verified that the projection of an ellipsoid onto the xy plane (represented by (24)) can be expressed in a form identical to (23), representing a rotated ellipse in the xy plane. We can thus express the ellipsoidal projection in matrix form as

\[
(\Xi \Delta x)^T (\Xi \Delta x) = 1
\]
where \( \Xi \) and \( \Delta \), originally defined in (21) and (22), are now given by

\[
\Xi = \begin{pmatrix}
\frac{1}{\sqrt{2}} \left( \lambda_1 + \mu_1 - [\nu_1^2 + (\mu_1 - \lambda_1)^2]^{\frac{1}{2}} \right) & 0 \\
0 & \frac{1}{\sqrt{2}} \left( \lambda_1 + \mu_1 + [\nu_1^2 + (\mu_1 - \lambda_1)^2]^{\frac{1}{2}} \right)
\end{pmatrix}
\]

\[
\Delta = \begin{pmatrix}
\frac{1}{\sqrt{2}} \left( 1 + \frac{\mu_1 - \lambda_1}{[\nu_1^2 + (\mu_1 - \lambda_1)^2]^{\frac{1}{2}}} \right)^{\frac{1}{2}} & \frac{1}{\sqrt{2}} \left( 1 - \frac{\mu_1 - \lambda_1}{[\nu_1^2 + (\mu_1 - \lambda_1)^2]^{\frac{1}{2}}} \right)^{\frac{1}{2}} \\
-\frac{1}{\sqrt{2}} \left( 1 - \frac{\mu_1 - \lambda_1}{[\nu_1^2 + (\mu_1 - \lambda_1)^2]^{\frac{1}{2}}} \right)^{\frac{1}{2}} & \frac{1}{\sqrt{2}} \left( 1 + \frac{\mu_1 - \lambda_1}{[\nu_1^2 + (\mu_1 - \lambda_1)^2]^{\frac{1}{2}}} \right)^{\frac{1}{2}}
\end{pmatrix}
\]  

(36)

with \( \lambda_1, \mu_1, \) and \( \nu_1 \) defined in (24). It should be noted that even though we have found only one projection of this ellipsoid, namely in the \( xy \) plane, all other projections can be found by further rotations of the \( xyz \) axes such that the new \( xy \) plane is parallel to the desired projection plane. This will result in a new matrix \( \Omega_1 \) which will then give us new expressions for \( \lambda_1, \mu_1, \) and \( \nu_1 \) in (24). Thus, we have verified that the projection of an ellipsoid, with arbitrary orientation, is always an ellipse and we can find an expression for the equation of this ellipse for every possible planar projection.

For each projection (which is an ellipse) we can write expressions for the major axis length, minor axis length, and the angle of rotation (between the major axis and the horizontal axis of the projection), each as a function of \( a, b, c, \alpha, \beta, \) and \( \gamma \) (six unknowns). Note that the major axis length, minor axis length, and the angle of rotation are considered to be known values since they can be measured from the projection images. We now have three equations (expressions for \( \lambda_1, \mu_1, \) and \( \nu_1 \) from (24)) in six unknowns. We need to find another three equations in the same six unknowns in order to have six equations in six unknowns.
2.1.2 Ellipsoidal Projection onto the $xy$ Plane

Let us now consider finding the projection onto the $xy$ plane. For the same ellipsoid that was described by (5) with associated angles of $\alpha$, $\beta$, and $\gamma$. If we initially rotated the $xz$ axes about the $y$ axis by $\pi/2$ radians (counter clockwise), then the $x$ axis becomes the $-z$ axis. The $y$ axis remains the $y$ axis, and $z$ axis becomes the $x$ axis. Now the new $xy$ projection is the $zy$ projection in the original coordinate system. One way of performing this axes rotation is to express (4) as

$$x_2 = ABCD_2 x,$$  \hspace{1cm} (37)

where

$$D_2 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ -1 & 0 & 0 \end{pmatrix}.$$  

The equation of the ellipsoid becomes

$$(KABCD_2 x)^T (KABCD_2 x) = 1.$$  \hspace{1cm} (38)

To find the projection of this ellipsoid in the new $xyz$ coordinate system, we can use the previous analysis. Equation (17) would become

$$\hat{r}^T \Omega_2 \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} = 0,$$  \hspace{1cm} (39)

where $\Omega_2 \equiv (KABCD_2)^T (KABCD_2)$. We can express $\Omega_2$ (containing elements $\omega'_{mn}$) as

$$\Omega_2 = \begin{pmatrix} \omega'_{11} & \omega'_{12} & \omega'_{13} \\ \omega'_{21} & \omega'_{22} & \omega'_{23} \\ \omega'_{31} & \omega'_{32} & \omega'_{33} \end{pmatrix} = \begin{pmatrix} \omega_{33} & -\omega_{23} & -\omega_{13} \\ -\omega_{23} & \omega_{22} & \omega_{12} \\ -\omega_{13} & \omega_{12} & \omega_{11} \end{pmatrix},$$  \hspace{1cm} (40)

with $\omega_{mn}$ being defined in (15).
The equation of the projection in the new \( xy \) plane (which is the original \( zy \) plane) would be given as (cf. (19))

\[
\rho_2 = \left\{ \frac{1}{\omega_{13}'^2} \left[ \cos^2 \phi (\omega_{11}' \omega_{13}' - \omega_{13}' \omega_{11}') + \sin^2 \phi (\omega_{12}' \omega_{13}' - \omega_{13}' \omega_{12}') \right.ight.
\[
+ \cos \phi \sin \phi (\omega_{12}' \omega_{33}' - \omega_{21}' \omega_{33}' - \omega_{13}' \omega_{32}' - \omega_{23}' \omega_{31}') \left. \right] \right\}^{-\frac{1}{2}}. \tag{41}
\]

If we substitute (40) into (41) and simplify, we arrive at the following cylindrical representation of the ellipsoidal projection in the \( zy \) plane (cf. (24)),

\[
\rho_2 = [\lambda_2 \cos^2 \phi + \mu_2 \sin^2 \phi + \nu_2 \cos \phi \sin \phi]^{-\frac{1}{2}}, \tag{42}
\]

where

\[
\lambda_2 = (b^2 c^2 \cos^2 \beta \cos^2 \gamma + a^2 c^2 [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma] - a^2 b^2 \cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma)^{-1}
\]
\[
\times \left( a^2 \cos^2 \beta \sin^2 \gamma + b^2 [\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma]^2 + c^2 \cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma \right)^2 \right),
\]

\[
\mu_2 = (b^2 c^2 \cos^2 \beta \cos^2 \gamma + a^2 c^2 [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma]^2 - a^2 b^2 \cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma)^{-1}
\]
\[
\times \left( a^2 \sin^2 \beta + b^2 \sin^2 \alpha \cos^2 \beta + c^2 \cos^2 \alpha \cos^2 \beta \right),
\]

\[
\nu_2 = (b^2 c^2 \cos^2 \beta \cos^2 \gamma + a^2 c^2 [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma]^2
\]
\[
+ a^2 b^2 \cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma)^{-1}
\]
\[
\times \left( -a^2 \cos \beta \sin \beta \sin \gamma + b^2 \sin \alpha \cos \beta [\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma]
\]
\[
+ c^2 \cos \alpha \cos \beta (\cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma) \right). \]
We can now use (31) to express the major \((2\zeta_2)\) and minor \((2\xi_2)\) axes of this elliptical projection as,

\[
\zeta_2 = \left\{ \frac{1}{2} \left( \lambda_2 + \mu_2 - \left[ \nu_2^2 + (\mu_2 - \lambda_2)^2 \right]^\frac{1}{2} \right) \right\}^{-\frac{1}{2}}.
\]

\[
\xi_2 = \left\{ \frac{1}{2} \left( \lambda_2 + \mu_2 + \left[ \nu_2^2 + (\mu_2 - \lambda_2)^2 \right]^\frac{1}{2} \right) \right\}^{-\frac{1}{2}}. \quad (43)
\]

We also have the angle of rotation (between the major axis and the negative \(z\) axis of the original \(xyz\) coordinate system) expressed as,

\[
\delta_2 = \begin{cases} 
\frac{1}{2} \arccos \left( \frac{\mu_2 - \lambda_2}{\left[ \nu_2^2 + (\mu_2 - \lambda_2)^2 \right]^\frac{1}{2}} \right), & \text{if } -\nu_2 > 0; \\
-\frac{1}{2} \arccos \left( \frac{\mu_2 - \lambda_2}{\left[ \nu_2^2 + (\mu_2 - \lambda_2)^2 \right]^\frac{1}{2}} \right), & \text{if } -\nu_2 < 0.
\end{cases} \quad (44)
\]
2.1.3 Determination of the Ellipsoidal Parameters

Using measurements from both projections, we can write six equations in six unknowns \((\zeta_1, \xi_1, \delta_1, \zeta_2, \xi_2, \text{ and } \delta_2 \text{ as functions of } a, b, c, \alpha, \beta, \text{ and } \gamma)\). In order to solve these equations, some equations have to be multiplied together to obtain simpler equations. It can be shown through simplification that

\[
\lambda_1 \zeta_1^2 \xi_1^2 = a^2 [\cos^2 \beta \sin^2 \gamma + b^2 [\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma]^2 \\
+ c^2 [\cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma]^2 \\
= \lambda_2 \zeta_2^2 \xi_2^2 .
\]  

(45)

This relationship was discovered while trying to solve these six equations in six unknowns. This shows that one of the simplified equations from the first projection plane is the same as one of the simplified equations from the second projection plane. Thus, these six equations are not independent. A unique solution cannot be obtained for \(a, b, c, \alpha, \beta, \text{ and } \gamma\).

We can also illustrate dependence among these equations by considering the following specific case. Suppose that we have an ellipsoid oriented such that \(\alpha = 0, \beta = \pi/4, \text{ and } \gamma = 0\). Using definitions for \(\lambda_1, \mu_1, \text{ and } \nu_1\) from equation (24) along with equations (31) and (35), we can substitute these values of \(\alpha, \beta, \text{ and } \gamma\) to get the following results. In the \(xy\) plane, we have that \(\delta_1 = \pi/2, \zeta_1 = b, \text{ and } \xi_1 = ([a^2 + c^2]/2)^{1/2}\) if \(b > ([a^2 + c^2]/2)^{1/2}\) or \(\delta_1 = 0, \zeta_1 = ([a^2 + c^2]/2)^{1/2}, \text{ and } \xi_1 = b\) if \(b < ([a^2 + c^2]/2)^{1/2}\). Similarly, we can use equations (42), (43), and (44) along with the previous values of \(\alpha, \beta, \text{ and } \gamma\) to obtain results in the other projection plane. In the \(xy\) projection plane, we have \(\delta_2 = \delta_1, \zeta_2 = \zeta_1, \text{ and } \xi_2 = \xi_1\) (identical to the \(xy\) plane projection). Note that it is impossible to solve for \(a\)
or c. individually. If we look along the y axis, we see that a family of ellipsoids will result in the identical projection onto the xy and zy planes (Figure 8).

![Figure 8: Family of ellipsoids satisfying the special case of $\alpha = 0$, $\beta = \pi/4$, and $\gamma = 0$.](image)

In order to solve for the six unknowns, another equation will be required, from another projection plane. An obvious choice would be to choose the zz projection plane but, practically, it would be difficult to obtain three orthogonal projections of the left ventricle. It is difficult to position the camera in three orthogonal directions without having interference (radiation) from other organs. A more practical choice of the third projection plane is to use the $x = -z$ plane. Thus, if the camera was initially viewing the first projection plane ($xy$ plane), then the camera would have to be rotated $45^\circ$ to view the third projection plane ($x = -z$ plane) and rotated another $45^\circ$ (in the same direction as the first $45^\circ$ rotation) to view the second projection plane ($xy$ plane).
2.1.4 Ellipsoidal Projection onto the $x = -z$ Plane

Let us now consider finding the projection onto the $x = -z$ plane. for the same ellipsoid that was arbitrarily situated in $xyz$ space with associated angles of $\alpha$, $\beta$, and $\gamma$. We can perform the necessary axes rotation by expressing (4) as.

$$x_3 = ABCD_3 x,$$  \hspace{1cm} (46)

where

$$D_3 = \begin{pmatrix} \frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\ 0 & 1 & 0 \\ -\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \end{pmatrix}.$$

The equation of the ellipsoid becomes

$$(KABCD_3 x)^T (KABCD_3 x) = 1.$$  \hspace{1cm} (47)

To find the projection of this ellipsoid in the new $x y z$ coordinate system, we can use the previous analysis. Equation (17) would become,

$$\mathbf{f}^T \Omega_3 \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} = 0,$$  \hspace{1cm} (48)

where $\Omega_3 \equiv (KABCD_3)^T (KABCD_3)$. We can express $\Omega_3$ as

$$\Omega_3 = \begin{pmatrix} \omega_{11}'' & \omega_{12}'' & \omega_{13}'' \\ \omega_{21}'' & \omega_{22}'' & \omega_{23}'' \\ \omega_{31}'' & \omega_{32}'' & \omega_{33}'' \end{pmatrix}$$

where

$$\omega_{11}'' = \frac{1}{2a^2} \left( \cos 3 \cos \gamma + \sin \beta \right)^2 + \frac{1}{2b^2} \left( \sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma - \sin \alpha \cos \beta \right)^2$$

$$+ \frac{1}{2c^2} \left( \cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma - \cos \alpha \cos \beta \right)^2.$$
\[ \omega''_{12} = \frac{1}{\sqrt{2a^2}} \cos \beta \sin \gamma (\cos \beta \cos \gamma + \sin \beta) \]
\[ + \frac{1}{\sqrt{2b^2}} (\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma) (\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma + \sin \alpha \cos \beta) \]
\[ + \frac{1}{\sqrt{2c^2}} (\cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma) (\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma - \cos \alpha \cos \beta) \].

\[ \omega''_{13} = \frac{1}{2a^2} \cos^2 \beta \cos^2 \gamma - \sin^2 \beta \] 
\[ + \frac{1}{2b^2} (\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma)^2 - \sin^2 \alpha \cos^2 \beta \]
\[ + \frac{1}{2c^2} (\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma)^2 - \cos^2 \alpha \cos^2 \beta \].

\[ \omega''_{21} = \omega''_{12} \]

\[ \omega''_{22} = \frac{1}{a^2} \cos^2 \beta \sin^2 \gamma + \frac{1}{b^2} [\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma]^2 \]
\[ + \frac{1}{c^2} [\cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma]^2 \] . \hspace{1cm} (49)

\[ \omega''_{23} = \frac{1}{\sqrt{2a^2}} \cos \beta \sin \gamma (\cos \beta \cos \gamma - \sin \beta) \]
\[ + \frac{1}{\sqrt{2b^2}} (\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma) (\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma + \sin \alpha \cos \beta) \]
\[ + \frac{1}{\sqrt{2c^2}} (\cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma) (\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma + \cos \alpha \cos \beta) \].

\[ \omega''_{31} = \omega''_{13} \]

\[ \omega''_{32} = \omega''_{23} \]

\[ \omega''_{33} = \frac{1}{2a^2} (\cos \beta \cos \gamma - \sin \beta)^2 + \frac{1}{2b^2} (\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma + \sin \alpha \cos \beta)^2 \]
\[ + \frac{1}{2c^2} (\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma + \cos \alpha \cos \beta)^2 \].

The equation of the projection in the new \(xy\) plane (which is the original \(r = -z\) plane) would now be given by (cf. (19)),

\[ \rho_3 = \left\{ \frac{1}{\omega''_{33}} \left[ \cos^2 \phi (\omega''_{11} \omega''_{33} - \omega''_{13} \omega''_{31}) + \sin^2 \phi (\omega''_{22} \omega''_{33} - \omega''_{23} \omega''_{32}) \right] 
\[ + \cos \phi \sin \phi (\omega''_{12} \omega''_{33} + \omega''_{21} \omega''_{33} - \omega''_{13} \omega''_{32} - \omega''_{23} \omega''_{31}) \right\}^{-\frac{1}{2}} \] . \hspace{1cm} (50)
If we substitute (49) into (50) and simplify, we arrive at the following cylindrical representation of the ellipsoidal projection onto the $z = -z$ plane (cf. (24)).

$$
\rho_3 = [\lambda_3 \cos^2 \phi + \mu_3 \sin^2 \phi + \nu_3 \cos \phi \sin \phi]^{-\frac{1}{2}}.
$$

(51)

where

$$\lambda_3 = 2(b^2 c^2 [\cos \beta \cos \gamma - \sin \beta]^2 + a^2 c^2 [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma + \sin \alpha \cos \beta]^2$$

$$+ a^2 b^2 [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma + \cos \alpha \cos \beta]^2]^{-1}$$

$$\times \left( a^2 [\cos \beta \sin^2 \gamma] + b^2 [\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma]^2$$

$$+ c^2 [\cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma]^2 \right),$$

$$\mu_3 = (b^2 c^2 [\cos \beta \cos \gamma - \sin \beta]^2 + a^2 c^2 [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma + \sin \alpha \cos \beta]^2$$

$$+ a^2 b^2 [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma + \cos \alpha \cos \beta]^2]^{-1}$$

$$\times \left( a^2 [\cos \beta \cos \gamma + \sin \beta]^2 + b^2 [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma - \sin \alpha \cos \beta]^2$$

$$+ c^2 [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma - \cos \alpha \cos \beta]^2 \right),$$

$$\nu_3 = 2\sqrt{2}(b^2 c^2 [\cos \beta \cos \gamma - \sin \beta]^2 + a^2 c^2 [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma + \sin \alpha \cos \beta]^2$$

$$+ a^2 b^2 [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma + \cos \alpha \cos \beta]^2]^{-1}$$

$$\times \left( -a^2 \cos \beta \sin \gamma [\sin \beta + \cos \beta \cos \gamma]$$

$$- b^2 [\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma] [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma - \sin \alpha \cos \beta]$$

$$- c^2 [\cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma] [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma - \cos \alpha \cos \beta] \right).$$

We can now use (31) to express the major ($2\zeta_3$) and minor ($2\xi_3$) axes of this elliptical projection as,

$$
\zeta_3 = \left\{ \frac{1}{2} \left( \lambda_3 + \mu_3 - [\nu_3^2 + (\mu_3 - \lambda_3)^2]^\frac{1}{2} \right) \right\}^{-\frac{1}{2}}.
$$
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\[ \xi_3 = \left\{ \frac{1}{2} \left( \lambda_3 + \mu_3 + \left[ \nu_3^2 + (\mu_3 - \lambda_3)^2 \right]^{\frac{1}{2}} \right) \right\}^{-\frac{1}{2}} \]  

We also have the angle of rotation (between the major axis and the horizontal axis of the camera image) expressed as,

\[ \delta_3 = \begin{cases} 
\frac{1}{2} \arccos \left( \frac{\mu_3 - \lambda_3}{\left[ \nu_3^2 + (\mu_3 - \lambda_3)^2 \right]^{\frac{1}{2}}} \right), & \text{if } -\nu_3 > 0 \\
-\frac{1}{2} \arccos \left( \frac{\mu_3 - \lambda_3}{\left[ \nu_3^2 + (\mu_3 - \lambda_3)^2 \right]^{\frac{1}{2}}} \right), & \text{if } -\nu_3 < 0 
\end{cases} \]
2.1.5 Determination of the Volume of the Ellipsoidal Model

From the three projections, we have nine equations in six unknowns. We shall see that only six of these equations are independent. Instead of expressing these equations using $\zeta_n$, $\xi_n$, and $\delta_n$ directly, it is much simpler to express them using $\lambda_n$, $\mu_n$, and $\nu_n$, where these parameters are defined in (24), (42), and (51). Note that $\lambda_n$, $\mu_n$, and $\nu_n$ are functions of $\zeta_n$, $\xi_n$, and $\delta_n$, which are measured values from each projection. To further simplify these equations, note that,

$$\zeta_n^2 \xi_n^2 = \left( \lambda_n \mu_n - \frac{1}{4} \nu_n^2 \right)^{-1} \quad (54)$$

which gives us,

$$\zeta_1^2 \xi_1^2 = (b^2 c^3 + a^2 c^2 \sin^2 \alpha \cos^2 \beta + a^2 b^2 \cos^2 \alpha \cos^2 \beta) \quad (55)$$

$$\zeta_2^2 \xi_2^2 = (b^2 c^3 \cos^2 \beta \cos^2 \gamma + a^2 c^2 [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma]^2$$
$$+ a^2 b^2 [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma]^2) \quad (55)$$

$$\zeta_3^2 \xi_3^2 = \frac{1}{2} (b^2 c^3 [\cos \beta \cos \gamma - \sin \beta]^2 + a^2 c^2 [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma + \sin \alpha \cos \beta]^2$$
$$+ a^2 b^2 [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma + \cos \alpha \cos \beta]^2) \quad (55)$$

We can now simplify (eliminate the denominator terms in) our nine equations (given within (24), (42), and (51)) by expressing them as $\lambda_n \zeta_n^2 \xi_n^2$, $\mu_n \zeta_n^2 \xi_n^2$, and $\nu_n \zeta_n^2 \xi_n^2$. We thus have,

$$\lambda_1 \zeta_1^2 \xi_1^2 = a^2 [\cos^2 \beta \sin^2 \gamma] + b^2 [\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma]^2$$
$$+ c^2 [\cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma]^2 \quad (55)$$
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\[ \mu_1 \xi_1^2 = a^2 \left[ \cos^2 \beta \cos^2 \gamma \right] + b^2 \left[ \sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma \right]^2 \\
+ c^2 \left[ \cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma \right]^2 , \]

\[ \nu_1 \xi_1^2 = 2 \left( -a^2 \left[ \cos^2 \beta \cos \gamma \sin \gamma \right] - b^2 \left[ \sin \alpha \sin \beta \cos \gamma + \cos \alpha \sin \gamma \right] \right) \]

\[ \lambda_2 \xi_2^2 = a^2 \sin^2 \beta + b^2 \sin^2 \alpha \cos^2 \beta + c^2 \cos^2 \alpha \cos^2 \beta , \]

\[ \mu_2 \xi_2^2 = a^2 \sin^2 \beta + b^2 \sin^2 \alpha \cos^2 \beta + c^2 \cos^2 \alpha \cos^2 \beta \] \quad \text{(56)}

\[ \nu_2 \xi_2^2 = 2 \left( -a^2 \left[ \cos \beta \sin \beta \sin \gamma \right] + b^2 \sin \alpha \sin \beta \left[ \sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma \right] \right) \]

\[ \lambda_3 \xi_3^2 = a^2 \left[ \cos^2 \beta \sin^2 \gamma \right] + b^2 \left[ \sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma \right]^2 \\
+ c^2 \left[ \cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma \right]^2 , \]

\[ \mu_3 \xi_3^2 = \frac{1}{2} \left( a^2 \left[ \cos \beta \cos \gamma + \sin \beta \right]^2 + b^2 \left[ \sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma - \sin \alpha \cos \beta \right]^2 \right) \]

\[ \nu_3 \xi_3^2 = \sqrt{2} \left( -a^2 \cos \beta \sin \gamma \left[ \sin \beta + \cos \beta \cos \gamma \right] \right) \]

Note that we have the following relations.

\[ \lambda_1 \xi_1^2 = \lambda_2 \xi_2^2 , \]

\[ \lambda_1 \xi_2^2 = \lambda_3 \xi_3^2 \] \quad \text{(57)}
This allows us to reduce our set of nine equations to six independent equations, in six unknowns. To help simplify the analysis, we shall also use the equations defined in (54) with our six remaining equations. Note that we are not adding extra independent equations to our equation set since the equations in (54) are functions of \( \lambda_n, \mu_n \) and \( \nu_n \). Thus, the task is now to solve the following equations for \( a, b, \) and \( c \).

\[
\begin{align*}
\tau_1 &\equiv \lambda_1 \xi_1^2 \xi_2^2 = a^2 [\cos^2 \beta \sin^2 \gamma] + b^2 [\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma]^2 \\
&\quad + c^2 [\cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma]^2, \\
\tau_2 &\equiv \mu_1 \xi_1^2 \xi_2^2 = a^2 [\cos^2 \beta \cos^2 \gamma] + b^2 [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma]^2 \\
&\quad + c^2 [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma]^2, \\
\tau_3 &\equiv \nu_1 \xi_1^2 \xi_2^2 = 2(-a^2 [\cos^2 \beta \cos \gamma \sin \gamma] \\
&\quad - b^2 [\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma] [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma] \\
&\quad - c^2 [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma] [\cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma]), \\
\tau_4 &\equiv \xi_1^2 \xi_2^2 = (b^2 c^2 \sin^2 \beta + a^2 c^2 \sin^2 \alpha \cos^2 \beta + a^2 b^2 \cos^2 \alpha \cos^2 \beta), \\
\tau_5 &\equiv \mu_2 \xi_2^2 \xi_2^2 = a^2 \sin^2 \beta + b^2 \sin^2 \alpha \cos^2 \beta + c^2 \cos \alpha \cos \beta, \\
\tau_6 &\equiv \nu_2 \xi_2^2 \xi_2^2 = 2(-a^2 [\cos \beta \sin \beta \sin \gamma + \cos \alpha \cos \beta] [\sin \alpha \sin \beta \sin \gamma + \cos \alpha \cos \gamma] \\
&\quad + c^2 \cos \alpha \cos \beta [\cos \alpha \sin \beta \sin \gamma - \sin \alpha \cos \gamma]), \\
\tau_7 &\equiv \xi_2^2 \xi_2^2 = (b^2 c^2 \cos^2 \beta \cos^2 \gamma + a^2 c^2 [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma]^2 \\
&\quad + a^2 b^2 [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma]^2), \\
\tau_8 &\equiv \mu_3 \xi_3^2 \xi_3^2 = \frac{1}{2} (a^2 [\cos \beta \cos \gamma + \sin \beta]^2 + b^2 [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma - \sin \alpha \cos \beta]^2)
\end{align*}
\]
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\[ + c^2[ \cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma - \cos \alpha \cos \beta ]^2 \]

\[ \tau_9 \equiv \zeta_3^2 \zeta_3^2 = \frac{1}{2} (b^2 c^2 [\cos \beta \cos \gamma - \sin \beta]^2 + a^2 c^2 [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma + \sin \alpha \cos \beta]^2 + a^2 b^2 [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma + \cos \alpha \cos \beta]^2) \]

Since only the ellipsoid axes lengths are needed to calculate the volume, we must first eliminate the unknowns \( \alpha \), \( \beta \), and \( \gamma \) from our equation set. With the use of trigonometric identities, it can be shown that,

\[ \kappa_1 \equiv \tau_1 + \tau_2 + \tau_3 \]

\[ = a^2 + b^2 + c^2 \quad (59) \]

It can also be shown that,

\[ \kappa_2 \equiv \tau_3(\tau_1 + \tau_2) - \frac{1}{4} (2\tau_3 - \tau_5 - \tau_2)^2 + \tau_4 - \frac{1}{4} \tau_5^2 \]

\[ = b^2 c^2 + a^2 c^2 + a^2 b^2 \quad (60) \]

We now need one more equation involving the variables \( a \), \( b \), and \( c \). Consider

\[ \kappa_3 \equiv \frac{1}{2} (2\tau_9 - \tau_4 - \tau_7) \]

\[ = - b^2 c^2 [\cos \beta \sin \beta \cos \gamma] + a^2 c^2 (\sin \alpha \cos \beta [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma]) \]

\[ + a^2 b^2 (\cos \alpha \cos \beta [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma]) \quad (61) \]

It can then be shown that,

\[ \kappa_4 \equiv \tau_8 - \frac{1}{2} (\tau_2 + \tau_5) \]

\[ = a^2 [\cos \beta \sin \beta \cos \gamma] - b^2 (\sin \alpha \cos \beta [\sin \alpha \sin \beta \cos \gamma - \cos \alpha \sin \gamma]) \]

\[ - c^2 (\cos \alpha \cos \beta [\cos \alpha \sin \beta \cos \gamma + \sin \alpha \sin \gamma]) \quad (62) \]
We can use (61) and (62) to show that,

$$ (a^2 \kappa_4 - \kappa_3)^2 = (a^2 - b^2)^2 (a^2 - c^2)^2 \cos^2 \beta \sin^2 \beta \cos^2 \gamma \quad (63) $$

We now need expressions for $\cos^2 \beta$, $\sin^2 \beta$, and $\cos^2 \gamma$ in terms of $a$, $b$, $c$, and known values. An expression for $\sin^2 \beta$ can be found using similarities found in the equations of (58):

$$ \tau_4 - a^2(\tau_1 + \tau_2) = (a^2 - b^2)(a^2 - c^2) \sin^2 \beta - a^4 $$

$$ \sin^2 \beta = \frac{a^4 - a^2(\tau_1 + \tau_2) + \tau_4}{(a^2 - b^2)(a^2 - c^2)} \quad (64) $$

We can use $\cos^2 \beta = 1 - \sin^2 \beta$ to find an expression for $\cos^2 \beta$ as,

$$ \cos^2 \beta = \frac{(a^2 - b^2)(a^2 - c^2) - [a^4 - a^2(\tau_1 + \tau_2) + \tau_4]}{(a^2 - b^2)(a^2 - c^2)} \quad (55) $$

We can also use $\tau_1$, $\tau_2$, and $\tau_4$ to show that,

$$ \sin^2 \alpha = \frac{-(a^2 - c^2)(b^4 - b^2(\tau_1 + \tau_2) + \tau_4)}{(b^2 - c^2) \{(a^2 - b^2)(a^2 - c^2) - [a^4 - a^2(\tau_1 + \tau_2) + \tau_4]\}} \quad (66) $$

and

$$ \cos^2 \alpha = \frac{(a^2 - b^2)(c^4 - c^2(\tau_1 + \tau_2) + \tau_4)}{(b^2 - c^2) \{(a^2 - b^2)(a^2 - c^2) - [a^4 - a^2(\tau_1 + \tau_2) + \tau_4]\}} \quad (67) $$

The previous four equations can then be used to show that,

$$ \sin^2 \gamma = \frac{a^2 \tau_1 + b^2 c^2 - \tau_4 - \tau_7}{(a^2 - b^2)(a^2 - c^2) - [a^4 - a^2(\tau_1 + \tau_2) + \tau_4]} \quad (68) $$

and

$$ \cos^2 \gamma = \frac{a^2 \tau_2 - a^2 b^2 - a^2 c^2 + \tau_7}{(a^2 - b^2)(a^2 - c^2) - [a^4 - a^2(\tau_1 + \tau_2) + \tau_4]} \quad (69) $$
We can now substitute (64), (65), and (69) into (63), and simplify to get

\[(a^2 \kappa_4 - \kappa_1)^2 = [a^4 - a^2(\tau_1 + \tau_2) + \tau_4][a^2 \tau_2 - a^2 \delta^2 - a^2 c^2 + \tau_1] \quad (70)\]

This equation can be expanded and expressed as a quartic in \(a^2\) using (59).

\[a^8 + a^6(\tau_1 - \kappa_1) + a^4(\tau_7 - \kappa_4^2 - \tau_1 \tau_2 + \tau_1 \kappa_1 - \tau_2^2 + \tau_2 \kappa_1 + \tau_1) + a^2(2\kappa_3 \kappa_4 - \tau_1 \tau_7 - \tau_2 \tau_7 + \tau_2 \kappa_4 - \tau_4 \kappa_1) + \tau_4 \tau_7 - \kappa_3^2 = 0 \quad (71)\]

Using (54) and (57), it can be shown that

\[\tau_4 = \tau_1 \tau_2 - \frac{1}{4} \tau_3^2, \quad \tau_7 = \tau_1 \tau_5 - \frac{1}{4} \tau_6^2, \quad \tau_9 = \tau_1 \tau_8 - \frac{1}{4} \left(\frac{1}{2} \tau_3^2 + \tau_3 \tau_6 + \frac{1}{2} \tau_6^2\right) \quad (72)\]

We can now re-express \(\kappa_3\) in (61) as

\[\kappa_3 \equiv \frac{1}{2} (2\tau_9 - \tau_4 - \tau_7)\]

\[= \tau_4 \tau_8 - \frac{1}{2} \tau_1 \tau_2 - \frac{1}{2} \tau_1 \tau_5 - \frac{1}{4} \tau_3 \tau_6\]

\[= \tau_1 \kappa_4 - \frac{1}{4} \tau_3 \tau_6 \quad (73)\]

If we use (59) and (73) to substitute for \(\kappa_1\) and \(\kappa_3\) in (71), we have,

\[a^8 + a^6(-2\tau_1 - \tau_2 - \tau_3) + a^4(\tau_7 - \kappa_4^2 + \tau_1^2 + \tau_1 \tau_2 + \tau_1 \tau_5 + \tau_2 \tau_5 + \tau_4) + a^2(2\tau_1 \kappa_4^2 - \frac{1}{2} \tau_3 \tau_6 \kappa_4 - \tau_1 \tau_7 - \tau - 2\tau_7 - \tau_1 \tau_4 - \tau_4 \tau_3) + \tau_4 \tau_7 - \tau_1^2 \kappa_4^2 + \frac{1}{2} \tau_1 \tau_3 \tau_6 \kappa_4 - \frac{1}{16} \tau_3^2 \tau_6^2 = 0 \quad (74)\]
Using (72) we have

\[ r_4 r_7 = r_1^2 r_2 r_5 - \frac{1}{4} r_1 r_2 r_6^2 - \frac{1}{4} r_1 r_5 r_3^2 + \frac{1}{16} r_3^2 r_6^2 \quad (73) \]

If we substitute (73) into (74) and factor, we arrive at.

\[ (a^2 - r_1) (a^6 + a^4[-\kappa_1] + a^2 \kappa_2 + \kappa_5) = 0 \quad (76) \]

where

\[ \kappa_5 \equiv r_1 r_2 r_5 - r_2 r_6 - r_4 r_5 + r_1 r_4^2 - \frac{1}{2} r_3 r_6 \kappa_4 \]

In general, \( a^2 \) will not always be equal to \( r_1 \), thus,

\[ a^6 + a^4[-\kappa_1] + a^2 \kappa_2 + \kappa_5 = 0 \quad (77) \]

It turns out that the three roots of this cubic equation in \( a^2 \) yield the quantities of \( a^2 \), \( b^2 \), and \( c^2 \) where \( a \), \( b \), and \( c \) are the semi-axes lengths of the ellipsoid. It is impossible to determine which is \( a^2 \), \( b^2 \), or \( c^2 \) since we arbitrarily placed \( 2a \) along the \( x \) axis, \( 2b \) along the \( y \) axis, and \( 2c \) along the \( z \) axis in the original ellipsoid.

With the use of (59) and (60), it can also be shown that (77) can be expressed as,

\[ a^2 b^2 c^2 + \kappa_5 = 0 \]

whence

\[ a^2 b^2 c^2 = -\kappa_5 \quad (78) \]

Since the volume of an ellipsoid is given as \( \frac{4}{3} \pi abc \), we can now estimate the volume of the left ventricle using (78). Note that \( \kappa_5 \) can be written in terms of measurable quantities \( \zeta_n \), \( \xi_n \), and \( \delta_n \), through the use of (76), (58), and the generalized versions of (32), (33), and (34).
Chapter 3:
Results and Discussion

To test the accuracy of using this ellipsoidal model for left ventricular volume estimation, two identical hollow ellipsoidal models were constructed. The inner dimensions of each axis (9.2 cm, 5.8 cm, and 3.6 cm) were chosen so that the axes ratios would be similar to those found in a left ventricle. A $^{99m}Tc$ solution was injected into the models which were then placed under a gamma ($\gamma$) camera.

Counts were recorded for a period of two minutes to ensure a relatively clear image of each model (Figure 9). The camera was then rotated 45° and a new image was recorded. Finally, the camera was rotated another 45° along the same arc as the first rotation to obtain an image in the third viewing direction. A total of 20 trials (10 trials with two models imaged in each trial) were performed in which the models were arbitrarily located relative to a fixed reference frame. Trials 1 and 2 were performed on separate occasions using a different concentration of radionuclide, thus causing a different number of counts. Also, the odd numbered trials between 3 and 19 (inclusive) were performed with one model while the even numbered trials between 4 and 20 (inclusive) were performed with the other model.
Each image from the $\gamma$ camera (elliptic in shape) was then analyzed to determine the major axis length ($\zeta_n$), minor axis length ($\xi_n$), and angle of rotation for the major axis from the horizontal base of the image ($\delta_n$). For each trial, there were three images analyzed in this fashion ($xy$, $zy$, and $x = -z$ planes). The measurements are given in Table 2.
Table 2: Measurements of axes lengths ($\xi_n$ and $\zeta_n$ in cm) and angle of rotation ($\delta_n$ in °) taken from each image.

<table>
<thead>
<tr>
<th>Trial #</th>
<th>$\zeta_1$</th>
<th>$\xi_1$</th>
<th>$\delta_1$</th>
<th>$\zeta_2$</th>
<th>$\xi_2$</th>
<th>$\delta_2$</th>
<th>$\zeta_3$</th>
<th>$\xi_3$</th>
<th>$\delta_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.14</td>
<td>1.98</td>
<td>67</td>
<td>3.61</td>
<td>2.27</td>
<td>65</td>
<td>2.93</td>
<td>2.40</td>
<td>-59</td>
</tr>
<tr>
<td>2</td>
<td>4.24</td>
<td>2.77</td>
<td>-48</td>
<td>3.82</td>
<td>2.24</td>
<td>-41</td>
<td>3.38</td>
<td>2.27</td>
<td>-14</td>
</tr>
<tr>
<td>3</td>
<td>4.16</td>
<td>2.52</td>
<td>32</td>
<td>4.14</td>
<td>2.18</td>
<td>23</td>
<td>3.01</td>
<td>2.15</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>4.07</td>
<td>2.38</td>
<td>-6</td>
<td>4.11</td>
<td>1.99</td>
<td>-9</td>
<td>4.11</td>
<td>2.44</td>
<td>-9</td>
</tr>
<tr>
<td>5</td>
<td>4.05</td>
<td>2.77</td>
<td>86</td>
<td>3.71</td>
<td>2.81</td>
<td>82</td>
<td>2.88</td>
<td>2.10</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>4.14</td>
<td>2.75</td>
<td>67</td>
<td>3.83</td>
<td>2.61</td>
<td>55</td>
<td>3.22</td>
<td>2.06</td>
<td>20</td>
</tr>
<tr>
<td>7</td>
<td>4.09</td>
<td>2.66</td>
<td>-60</td>
<td>3.68</td>
<td>2.77</td>
<td>-59</td>
<td>3.22</td>
<td>2.13</td>
<td>12</td>
</tr>
<tr>
<td>8</td>
<td>4.20</td>
<td>2.12</td>
<td>84</td>
<td>3.92</td>
<td>2.02</td>
<td>76</td>
<td>3.15</td>
<td>1.99</td>
<td>61</td>
</tr>
<tr>
<td>9</td>
<td>4.07</td>
<td>2.77</td>
<td>-84</td>
<td>3.56</td>
<td>2.81</td>
<td>-83</td>
<td>2.87</td>
<td>1.98</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>4.31</td>
<td>1.98</td>
<td>66</td>
<td>3.84</td>
<td>1.99</td>
<td>63</td>
<td>3.22</td>
<td>2.32</td>
<td>59</td>
</tr>
<tr>
<td>11</td>
<td>4.26</td>
<td>2.04</td>
<td>68</td>
<td>3.85</td>
<td>2.21</td>
<td>67</td>
<td>2.81</td>
<td>2.35</td>
<td>-79</td>
</tr>
<tr>
<td>12</td>
<td>4.07</td>
<td>1.97</td>
<td>-84</td>
<td>3.82</td>
<td>2.12</td>
<td>-88</td>
<td>2.88</td>
<td>2.10</td>
<td>87</td>
</tr>
<tr>
<td>13</td>
<td>4.19</td>
<td>2.80</td>
<td>36</td>
<td>4.02</td>
<td>2.62</td>
<td>24</td>
<td>3.91</td>
<td>2.09</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>4.28</td>
<td>2.21</td>
<td>-50</td>
<td>3.82</td>
<td>2.58</td>
<td>-49</td>
<td>3.51</td>
<td>2.68</td>
<td>31</td>
</tr>
<tr>
<td>15</td>
<td>4.26</td>
<td>2.21</td>
<td>-68</td>
<td>3.80</td>
<td>2.04</td>
<td>60</td>
<td>2.97</td>
<td>2.53</td>
<td>-53</td>
</tr>
<tr>
<td>16</td>
<td>4.17</td>
<td>2.35</td>
<td>90</td>
<td>3.73</td>
<td>2.25</td>
<td>80</td>
<td>3.07</td>
<td>2.04</td>
<td>54</td>
</tr>
<tr>
<td>17</td>
<td>4.06</td>
<td>2.81</td>
<td>-70</td>
<td>3.90</td>
<td>2.68</td>
<td>-65</td>
<td>3.17</td>
<td>2.15</td>
<td>-23</td>
</tr>
<tr>
<td>18</td>
<td>4.18</td>
<td>2.09</td>
<td>88</td>
<td>3.81</td>
<td>2.10</td>
<td>-84</td>
<td>2.98</td>
<td>2.10</td>
<td>-68</td>
</tr>
<tr>
<td>19</td>
<td>4.14</td>
<td>2.82</td>
<td>-57</td>
<td>3.94</td>
<td>2.58</td>
<td>-56</td>
<td>3.39</td>
<td>2.10</td>
<td>-21</td>
</tr>
<tr>
<td>20</td>
<td>4.28</td>
<td>1.96</td>
<td>-64</td>
<td>4.19</td>
<td>2.35</td>
<td>36</td>
<td>3.58</td>
<td>2.81</td>
<td>0</td>
</tr>
</tbody>
</table>

The measurements given in Table 2 were obtained by using an image processing software application program to view and analyze each image. Manually drawn borders were drawn over each image. The major and minor axes lengths were estimated by manually measuring the lengths using pixels with a conversion factor of 6.13 mm/pixel. The coordinates of the endpoints for each axes were also recorded and the angle of rotation was then estimated from these coordinates.

The nine measurements from each trial were then substituted into equation (78) using
equations (76), (62), and (58). The volume estimate and percentage discrepancy for each trial are given in Table 3. The percentage discrepancy was calculated by subtracting the actual volume from the estimated volume and then dividing by the actual volume. The actual volume was calculated using \( V = \frac{1}{3} \pi abc \) where \( a = 4.6 \text{ cm}, \ b = 2.9 \text{ cm}, \) and \( c = 1.8 \text{ cm}. \)

Table 3: Volume estimation using Table 2 measurements. Actual volume is 100.6 \( \text{cm}^3 \).

<table>
<thead>
<tr>
<th>Trial #</th>
<th>Estimated Volume (( \text{cm}^3 ))</th>
<th>Percentage Discrepancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99.9</td>
<td>-0.7</td>
</tr>
<tr>
<td>2</td>
<td>105.8</td>
<td>5.2</td>
</tr>
<tr>
<td>3</td>
<td>101.6</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>95.2</td>
<td>-5.3</td>
</tr>
<tr>
<td>5</td>
<td>95.5</td>
<td>-5.0</td>
</tr>
<tr>
<td>6</td>
<td>104.8</td>
<td>4.2</td>
</tr>
<tr>
<td>7</td>
<td>94.1</td>
<td>-6.4</td>
</tr>
<tr>
<td>8</td>
<td>108.3</td>
<td>7.7</td>
</tr>
<tr>
<td>9</td>
<td>92.5</td>
<td>-8.1</td>
</tr>
<tr>
<td>10</td>
<td>105.3</td>
<td>4.7</td>
</tr>
<tr>
<td>11</td>
<td>94.3</td>
<td>-6.2</td>
</tr>
<tr>
<td>12</td>
<td>99.5</td>
<td>-1.1</td>
</tr>
<tr>
<td>13</td>
<td>106.5</td>
<td>5.8</td>
</tr>
<tr>
<td>14</td>
<td>113.8</td>
<td>13.2</td>
</tr>
<tr>
<td>15</td>
<td>114.5</td>
<td>13.9</td>
</tr>
<tr>
<td>16</td>
<td>108.6</td>
<td>8.0</td>
</tr>
<tr>
<td>17</td>
<td>104.3</td>
<td>3.7</td>
</tr>
<tr>
<td>18</td>
<td>108.4</td>
<td>7.8</td>
</tr>
<tr>
<td>19</td>
<td>113.1</td>
<td>12.4</td>
</tr>
<tr>
<td>20</td>
<td>101.4</td>
<td>0.8</td>
</tr>
</tbody>
</table>

From Table 3, it can be seen that this method can be used to estimate the left ventricular volume (using an ellipsoid model). One problem that should be noted is that it may be difficult to determine the exact location of the left ventricular projection border.
because of scattering and the pixel size (resolution of 6.13 mm/pixel). This will, of course, affect the volume estimates. This problem can be minimized by selecting a certain count threshold to help determine where the left ventricular border is located.

Another problem associated with the left ventricular border location is the interference of radiation from other organs. But, it must be kept in mind that the entire border outline is not needed. Only the endpoints of the major and minor axes are required for this volume estimation method. Any interference from radiation from other organs will have a much greater impact on any count based method of volume estimation, as opposed to our geometric method.

The total counts observed for each elliptical image were also recorded (Table 4). Since the counts were recorded for a period of two minutes for each image, they should be approximately equal. Because of self attenuation, the counts were observed to differ by as much as 33.7% for images within the same trial. Note that the counts decreased from trial to trial because of its decay rate. $^{99m}Tc$ has a half life of six hours while the elapsed time from trial 3 to trial 20 was approximately one hour and twenty minutes. Trials 1 and 2 were performed on a separate occasion using a different concentration of radionuclide, thus a different count rate. Also, the odd numbered trials between 3 and 19 (inclusive) were performed with one model while the even numbered trials between 4 and 20 (inclusive) were performed with the other model, containing a different concentration.
Table 4: Total counts under each elliptical image without any adjustment for radioactive decay.

<table>
<thead>
<tr>
<th>Trial #</th>
<th>Image 1</th>
<th>Image 2</th>
<th>Image 3</th>
<th>Maximum % Increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>259714</td>
<td>252095</td>
<td>231387</td>
<td>12.2</td>
</tr>
<tr>
<td>2</td>
<td>471028</td>
<td>413820</td>
<td>398161</td>
<td>18.3</td>
</tr>
<tr>
<td>3</td>
<td>316445</td>
<td>288374</td>
<td>278726</td>
<td>13.5</td>
</tr>
<tr>
<td>4</td>
<td>325422</td>
<td>300030</td>
<td>304599</td>
<td>8.5</td>
</tr>
<tr>
<td>5</td>
<td>308332</td>
<td>298858</td>
<td>237378</td>
<td>29.9</td>
</tr>
<tr>
<td>6</td>
<td>322348</td>
<td>311866</td>
<td>264528</td>
<td>21.9</td>
</tr>
<tr>
<td>7</td>
<td>300896</td>
<td>291368</td>
<td>246196</td>
<td>22.2</td>
</tr>
<tr>
<td>8</td>
<td>298124</td>
<td>284615</td>
<td>246128</td>
<td>21.1</td>
</tr>
<tr>
<td>9</td>
<td>298542</td>
<td>284655</td>
<td>223315</td>
<td>33.7</td>
</tr>
<tr>
<td>10</td>
<td>287302</td>
<td>271971</td>
<td>254767</td>
<td>12.8</td>
</tr>
<tr>
<td>11</td>
<td>266867</td>
<td>256722</td>
<td>233307</td>
<td>14.4</td>
</tr>
<tr>
<td>12</td>
<td>276079</td>
<td>263858</td>
<td>235043</td>
<td>17.5</td>
</tr>
<tr>
<td>13</td>
<td>287380</td>
<td>277053</td>
<td>248297</td>
<td>15.7</td>
</tr>
<tr>
<td>14</td>
<td>280115</td>
<td>285915</td>
<td>276856</td>
<td>3.3</td>
</tr>
<tr>
<td>15</td>
<td>261447</td>
<td>240377</td>
<td>230727</td>
<td>13.3</td>
</tr>
<tr>
<td>16</td>
<td>281608</td>
<td>268655</td>
<td>225830</td>
<td>24.7</td>
</tr>
<tr>
<td>17</td>
<td>279340</td>
<td>266471</td>
<td>218320</td>
<td>25.5</td>
</tr>
<tr>
<td>18</td>
<td>270438</td>
<td>256222</td>
<td>220341</td>
<td>22.7</td>
</tr>
<tr>
<td>19</td>
<td>258446</td>
<td>260362</td>
<td>217265</td>
<td>23.6</td>
</tr>
<tr>
<td>20</td>
<td>259883</td>
<td>266432</td>
<td>277537</td>
<td>6.8</td>
</tr>
</tbody>
</table>

If a count based left ventricular volume estimation method was performed on this same set of images, then there would be a relatively large discrepancy among the volume estimates. To perform a count based procedure, a thin walled (for minimal self attenuation) test sample would also have to be imaged under the gamma camera for the same period of time as the images. By measuring the volume of this sample, a factor of volume/count can be estimated and then applied to the data of Table 4 to obtain volume estimates. Because the counts varied for images within the same trial, then the volume estimates from each of
the three images within the same trial would also vary by the same percentages. Thus, the percentages given in the last column of Table 4 would represent the percentage discrepancy among the volume estimates using a count based method. These percentages would be even higher if the decay rate of $^{99m}$Tc was not taken into consideration properly. This confirms that self attenuation can be a major problem in count based methods.

In a more practical situation, there would also be attenuation due to other organs and bones. Thus, the volume estimates from a count based method would also have inherent errors due to these factors as well. Because of so many factors such as attenuation, self attenuation, radioactive decay, scattering, and interference from other organs, it would appear as though count based methods would not be able to estimate accurately the volume of the left ventricle.

The major problem of using a geometric method of volume estimation is how well the geometric model fits the actual organ. For most cases, an ellipsoidal model does seem to be a relatively accurate model (Davila and Sanmarco, 1966) but abnormalities in the left ventricle will affect the accuracy of this method. The extent of this error would depend upon how the abnormality affects the overall left ventricular volume and shape of the images. Another problem associated with geometric methods is the estimation of the left ventricular border (actually, only the location of the major and minor axes endpoints need to be known). The impact of this problem can be minimized by using a threshold count to help determine the border location. Also, a scaling factor can be determined experimentally to reduce the effect of scattering.
Chapter 4:
Conclusions

Using measurements taken from three images has been shown to be an effective method of volume estimation for an ellipsoidal model. Data from only two projections is not always sufficient. There are several shortcomings associated with this method. First of all, if the left ventricle is abnormal in shape, then an ellipsoidal model may not be an accurate representation. In this case, a count based method may be more accurate since it does not take into consideration the shape of the imaged object. But, it must be kept in mind that the problems of using a count based method still have to be overcome in order to obtain acceptably accurate results.

Another shortcoming of using the ellipsoidal model approach is that care must be taken to determine the left ventricular border in each image. Any error in estimating the location of the border will result directly in an error in the volume estimate.

It should be mentioned that this method of volume estimation has not yet been applied to humans. Some problems that may arise include camera location and interference from other organs. This method relies on the camera being located in a fixed arbitrary reference coordinate system. After the first image is complete, the camera should be rotated $45^\circ$ to obtain the image in the third projection plane ($x = -z$ plane). Finally, the camera must be rotated by another $45^\circ$ in the same direction as the first $45^\circ$ rotation, to obtain the image in the second projection plane ($zy$ plane). Obviously, any error in the rotation direction or rotation angle will cause an error in the volume estimate. The impact of this
problem can be minimized by ensuring that the camera location is carefully monitored and checked to ensure accurate camera placement.

Another problem that may arise is the possible interference from other organs. It may be difficult to find three views, separated by 45° each, that show the left ventricle without any overlap of radiation from other organs. Of course, if the left ventricle is not abnormal in shape, then the border can still be estimated if there is only a small portion of overlap (extrapolate the border location) or if the counts from another organ are sufficiently small allowing the border to be easily recognizable. If a count based method were used, any overlap would not be acceptable since the extra counts would directly affect the accuracy of the volume estimate.

Once the three images have been formed and processed then another problem arises which is inherent to all methods. The true volume is not known and thus the accuracy of this method would also be unknown. Of course, there are other methods of left ventricular volume estimation available but there would be some uncertainty about using these estimates as the true volume. The most accurate method, as accepted by most physicians, could be used as a reference but it must be kept in mind that the reference method will have some degree of error associated with it.

Even though this ellipsoidal method of volume estimation was developed for human hearts, it was good to test initially this method using an ellipsoidal model. Knowing the true volume helped give a better indication of the accuracy of this method. Also, the effects of self attenuation have been shown to be considerable.
Chapter 5: Recommendations

There are several recommendations that could improve the approach discussed in this thesis. To account for any systematic errors in estimating the location of the left ventricular border, a correction scaling factor or an improved border location technique could be implemented. A more accurate location of the left ventricular border can also be determined by either having a more skilled analyst process the images or by using a computer algorithm to detect the border.

This ellipsoidal model method can be improved by using the counts in addition to the measurements of axes lengths and angle of rotation. The nine measurements from each trial can be used to estimate the dimensions of each axis ($a$, $b$, and $c$) and the angles of rotation ($\alpha$, $\beta$, and $\gamma$). From this information, the depth and volume underneath each pixel can be calculated. Next, the self attenuation can be accounted for and an estimate of the counts, underneath each pixel, can be calculated. This theoretical estimate can be compared to the actual measured value. This comparison can then be used to alter the volume estimate to account for abnormalities. Thus, a combination of the geometric and count based methods may be the best alternative to estimate the volume of the left ventricle.

It is also recommended that the effects of self attenuation should be more closely examined. By placing the model in a known orientation ($\alpha$, $\beta$, and $\gamma$ are known), then the exact volume under each pixel can be calculated and compared with the measured
result. From this, a more accurate representation (from a practical perspective) of self attenuation can be obtained which can then be used to improve this method or even count based methods.
Glossary

angiocardiology

The roentgenographic visualization of the heart and its blood vessels after injection of a radiopaque substance.

caudal tilt

A tilt towards the hind part of the body or object.

cineangiography

A series of roentgenographic images of the blood vessels after injection of a radiopaque substance.

echocardiography

The recording of an ultrasound image of the heart. A transducer, usually placed on the chest wall, transmits very high frequency waves that are reflected from tissue interfaces.

Fick technique

A technique developed by Adolf Fick to calculate the cardiac output from the measurement of the minute volume of oxygen consumption.

first pass kinetics

The study of a radioisotope as it passes through an organ for the first time.

fluoroscopy

The observation of an opaque object (organ) by the means of the shadow cast by the object onto a fluorescent screen with a radioisotope source placed behind the object.
gated equilibrium studies

A series of images created by the measurement of counts separated within the cardiac cycle.

radiopaque

Being opaque to X rays or other forms of radiation.

roentgenographic

Photography made with X rays (radiograph).

scintigraphy

A diagnostic technique in which a two dimensional picture of a bodily radiation source is obtained by the use of radioisotopes.

thermodilution

A technique for measuring blood flow by the introduction of a relatively cold fluid of known quantity into a circulation. By measuring the fall in temperature by a themistor, the volume in which the cold fluid has been diluted can be calculated.

ventriculography

The art of making an X ray photograph of the ventricles made after withdrawing fluid and replacing it with air or a radiopaque substance.
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